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Data Sharing Policies in Social Sciences Academic Journals: Evolving Expectations of Data Sharing as a Form of Scholarly Communication
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DISCUSSIONS ABOUT DATA sharing and data availability are widespread in the public and private sectors and within academia. For academic researchers, these discussions often focus on how data sharing and transparency can increase the rigor and credibility of scholarship. In response to these discussions, many academics have argued that academic journals should adopt sharing/replication policies to address these concerns. In this chapter, we analyze whether academic journals in the social sciences have been adopting such policies over time and whether such adoption varies by field.† Our conclusion is that while journals are indeed adopting such policies, they are doing so in an incomplete and varied manner. Moreover, the adoption of such policies and the debates that surround them are matters with which libraries should engage themselves, as doing so has the potential to strengthen connections between libraries and researchers with regard to data services and support.

Background and Context
It is now quite common to see stories and commentary about growth in the availability of digital data and about the various implications of that growth. In 2012,

† Data and syntax that produce the tables in this chapter are available at http://dx.doi.org/10.15139/S3/12157.
the *New York Times* announced that we have entered “The Age of Big Data,” one in which the amount of digital information being accumulated is growing at a non-linear rate.¹ A few years earlier, *The Economist* magazine made similar points in its cover story on what it called the “Data Deluge”: the rapidly-increasing quantities of data that are being created, the implications of those data for both the public and private sectors, and the challenges involved in storing, managing, and making effective use of those data.²

While there are many facets to the “Data Deluge,” one of the more salient issues in academia is the concept of “open data”: the idea, and even expectation, that data gathered and assembled for research purposes should be readily-accessible to the public, especially when such undertakings receive support from the public sector. In the United States, the “Shelby Amendment” to the Omnibus Appropriations Act for FY1999 required the Office of Management and Budget to ensure that all data gathered via grants from federal agencies would be available through the Freedom of Information Act.³ Since 2003, the National Institutes of Health has required grant applications with costs greater than $500,000 in any single year to include data sharing plans as part of those applications.⁴ Since 2011, the various directorates within the National Science Foundation have required all grant applications to include data management plans that spell out what data will be generated and how those data will be managed and shared both during and after the duration of any grant.⁵ In a similar vein, the Office of Science and Technology Policy announced in 2013 that agencies with research and development budgets greater than $100,000,000 are required to develop plans for greater public sharing of funded research, including data collected from or for that research.⁶

Nor is this trend confined to the United States. In the United Kingdom, governments have been increasing the availability of government-gathered data.⁷ There are now numerous “open data sites”⁸ operated by national statistical offices. At an international level, the OECD Committee for Scientific and Technical Policy issued a communiqué in 2004 encouraging increased public access to research data, and the OECD followed that statement up by publishing a set of “principles and guides for access to research data from public funding.”⁹ The European Union has similarly endorsed principles of open access to research data to encourage greater use and re-use of such resources.¹⁰

These trends have not gone unnoticed by academics, nor have they gone unnoticed by academic libraries. Gary King has written extensively about the opportunities and challenges presented by the growth of potentially-available data, noting that the social sciences “appear to be in the midst of a massive collision between unprecedented increases in data production and availability about individuals and the privacy rights of human beings worldwide, most of whom are also effectively research subjects.”¹¹ Academic libraries, meanwhile, have discussed and debated how to respond to such developments, with many of them now offering
or contemplating offering research data management as a new service, such as by assisting grant applicants in crafting language for inclusion in data management plans.\textsuperscript{12}

However, it should also be noted that calls and demands for greater access to data and related discussions of the potential impacts and benefits of such access are not anything new. Long before the media was awash with references to “big data” and long before libraries were deliberating over how to address funder mandates for data sharing plans, academics in the social sciences were deliberating over whether scholars should be more open and sharing with data used in their research. Likewise, academics have engaged in related debates for several decades over whether academic journals should have policies that require scholars to make data available as part of, or even as a condition for, publication.

Data Sharing, Transparency, and Replication

The Benefits of Reuse

Why do various academics value and encourage data sharing as a behavior in which researchers should engage? Likewise, why do they advocate for policies that require authors to make data available? In a nutshell, many of the offered reasons are variations on a theme stated by the OECD: “the value of data lies in their use,” as greater availability of research data provides various positive externalities in the form of benefits that accrue to parties other than those who did the original data collection.\textsuperscript{13} Shared data provide opportunities for reuse outside of the context in which they were collected and allows other researchers opportunities to combine data collections to address novel questions that would be otherwise be difficult to empirically evaluate. For example, data initially collected to study ethnic conflict could later be repurposed to test for the effects of property rights on economic growth.\textsuperscript{14} Greater reuse of research data also reduces unnecessary duplication of effort, as scholars do not need to expend time collecting data that others have already gathered if they can access those data. Gleditsch and Metelits and others argue that sharing research data offers benefits in the form of greater visibility and more citations to those scholars who do so.\textsuperscript{15} Jeremy Freese, meanwhile, notes that the common practice of selectively sharing data amongst colleagues and within informal networks creates asymmetries of access that disadvantage graduate students and other less-established researchers. Greater sharing of data thus provides for more egalitarian levels of data access.\textsuperscript{16}
The Benefits of Transparency and Replication

The main reasons for and benefits from greater sharing of research data emphasized by its advocates, however, relate to matters of transparency in research practices and replication of research findings. In a nutshell, data sharing promotes transparency in research and makes it easier for others to evaluate and assess empirical scholarship. When data used in a given work are readily available, other scholars can see how the data were assembled and used, the choices and assumptions that went into their usage, and how the analyses were conducted. Ideally, shared data allow the research community to determine and assess the entire sequence of steps from the collection of the raw/original data to the empirical findings of the analysis. In being able to do so, researchers can uncover any flaws or weaknesses in the analysis, thus improving the likelihood that errors are both identified and shared with the larger academic community while simultaneously offering new opportunities to extend and expand promising research. By sharing data and conducting research in a more transparent manner, academics make their work more accessible and their findings more credible—their work is easier to evaluate and engage with, and their findings have additional legitimacy precisely because it is easier to determine how those findings were produced.\(^\text{17}\)

Greater sharing of data also enhances the scientific rigor of research. For research to be “scientific,” it must, in principle, be replicable. Other scholars should be able to take the data used in a publication and reproduce the results using the methods described by the authors. If the social sciences are to be truly scientific in terms of applying the scientific method to the explanation of social phenomena, empirical research in the social sciences must likewise be reproducible by others. King argues that replication of existing findings is “the most common and scientifically productive method of building on existing research”\(^\text{18}\) while Anderson et al. note that, “in theory, economic research is scientific research—that is, economic theory suggests empirically falsifiable hypotheses and investigators seek to confront those hypotheses with data.”\(^\text{19}\) Similarly, they argue that “empirical economics, by actively discouraging replication, does not incorporate the self-correcting mechanism of the scientific method.”\(^\text{20}\) Data sharing, then, is a means of promoting replication and thus making research more scientific. As Lupia and Elman put it, “a claim’s perceived legitimacy is grounded in the fact that the results are the product of publicly described processes that in turn are based on a stable and shared set of beliefs about how knowledge is produced. Such open access to the origins of others’ claims is the hallmark of scientific ways of knowing.”\(^\text{21}\) Or, as Ben Bernanke (yes, that Ben Bernanke) notes, “Replicability is essential if empirical findings are to be credible and usable as a starting point for other researchers.”\(^\text{22}\)

We should note here that these discussions and debates are not merely theoretical. Instead, they have been inspired in part by recurring questions about the extent to which empirical research in the social sciences can be replicated and
about the research practices of academics in various fields. Within political science, for instance, the Data Access and Research Transparency initiative (DA-RT)† grew in part out of a “growing concern that scholars could not replicate a significant number of empirical claims that were being made in the discipline’s top journals.” Dafoe similarly notes that “it is not uncommon for the key results of scientific research to be non-reproducible or to arise from errors.” Eubank undertook an attempt to replicate twenty-four empirical papers submitted to the *Quarterly Journal of Political Science* and found that “13 (54 percent) had results in the paper that differed from those generated by the author’s own code.” Numerous attempts to replicate articles in various top-ranked economics journals have resulted in similar conclusions: the empirical findings in such works are often—even usually—difficult to successfully reproduce. Within the field of psychology, debates about replication have been motivated by cases of outright fabrication of data. More generally, some academics have suggested that most empirical findings in academic research are effectively false. Not just an esoteric debate amongst academics, this matter has even received attention from the mass media.

The increased usage of data harvested from social media has further raised questions about replication, given how highly asymmetrical access to such data can be. A particularly vivid instance of how replication can uncover non-trivial issues with research involves the case of an article by Harvard economists Carmen Reinhart and Kenneth Rogoff on the relationship between public-sector debt and economic growth. The article attracted considerable attention because its findings suggested that public-sector debt has a marked, negative effect on economic growth when debt levels rise above 90% of GDP. A replication of their study by graduate students at the University of Massachusetts, however, concluded that their findings were a function of decisions on how to aggregate observations within and across countries and of spreadsheet errors in the underlying data. The macroeconomic policy implications of their original findings were such that this specific case generated a great deal of commentary amongst academics and the media about replication and transparency in general, and about the usage of Microsoft Excel in particular and its suitability (or lack thereof) for producing robust, replicable analyses.

**Implications for Scholarly Communication —The Role of Journal Policies**

Given the potential benefits of greater sharing of research data, the question then becomes one of how such sharing can be encouraged. Toward this end, many advocates of data sharing argue that one effective way to promote greater data availability is for academic journals to adopt policies that expect or require authors to share their research data. This approach is consistent with the growing trend in the social sciences toward greater transparency and reproducibility in research. By requiring data sharing, journals can help ensure that findings are robust and reproducible, thereby enhancing the credibility and impact of research. Additionally, by promoting data sharing, journals can facilitate collaboration among researchers and contribute to the development of a more open and transparent scholarly communication environment.

† See Elman and Lupia, “The (DA-RT) Data Access and Research Transparency Joint Statement” for additional information about this initiative and its origins.
of submitted manuscripts to provide data used to produce the results in those manuscripts as part of the publication process. As Stodden, Guo, and Ma put it, “the journal publication process is a key lever shaping the nature of scholarly communication and promoting the integrity of the scholarly record.” Consequently, the presence of journal policies that require data sharing as a condition of publication provide a strong incentive for authors who wish to publish to make their data publicly available. Anderson, et al, succinctly summarize the role that journals can play here:

As a form of collective action, journals can assure that published research is sufficiently documented—including data and program archives—and that published articles’ results are replicable. Absent such a journal structure, both economic models of rational choice—and the evidence—suggests that most authors will not voluntarily choose to incur the costs of creating archival files and documentation.

Journal policies, then, are a “key lever” that can be used to pry open data resources that might otherwise remain closed, and to enhance the methodological soundness of quantitative research by encouraging academics to be more thorough in their work.

Data Sharing—What Is It?

Such discussions of data sharing and its benefits and how journals might encourage it in turn raise the questions of what data sharing actually entails and what forms data-sharing policies should take. Early statements on this topic from researchers such as Robert Hauser and Gary King mainly focus on providing the data themselves and are not otherwise that detailed in specifying what policies should require. King’s proposed “replication standard,” for instance, stated that “sufficient information exists with which to understand, evaluate, and build upon a prior work if a third party could replicate the results without any additional information from the author.”

With time, however, proposals for data sharing and transparency have become much more detailed. Certainly, the data themselves and/or detailed lists of data sources used are important, as is detailed documentation of those data that explains units of measure, response categories, and methods used for data collection. But if the points of data sharing are to permit replication and to provide greater transparency in terms of how the data produced a given collection of empirical findings, then the data and documentation alone are not enough. Researchers must also provide the code that implemented the analyses that produced those results so that others can see how data were weighted, how observations were fil-
tered, what specific variables were used, and what specific estimators and options were employed. Ideally, the code used for the analyses should provide enough information for an independent observer to understand the data sources used in the study and the steps used to process those resources for the final analysis. A researcher may even need to provide or identify the software used, as different programs or versions of a program may produce different results. As empirical analyses increase in complexity, space limitations in articles often preclude providing the level of detail necessary to allow for replication and to meet standards of transparency. This makes it all the more important that policies for data sharing and replication include requirements to provide code in addition to the data themselves. Indeed, the code may still be useful even if the data themselves cannot be provided due to their proprietary or sensitive nature.

Such considerations about the importance of providing both data and code have in turn worked their way into specific proposals for policies that journals should adopt. The data-sharing policy suggested by Gleditsch et al. is an illustrative example:

Authors of quantitative empirical articles must make their data available for replication purposes. A statement of how that is done should appear in the first footnote of the article. Required material would include all data, specialized computer programs, program recodes, and an explanatory file describing what is included and how to reproduce the published results.

Freese's proposed policy is of a similar nature:

Authors of accepted articles of empirical quantitative research are expected to use online archives to deposit maximum possible information pertinent to the verification of presented results at the time of publication. Ideally, data, code and other materials would be provided that would allow others to duplicate the analysis procedures that lead from original data to presented results without the need for any additional information about what was done from authors.

Hoffler and Kneib, commenting on the aftermath of efforts to replicate Reinhart and Rogoff's work on debt and economic growth, make a similar point:

In the narrow sense, replicability means that the raw data for an analysis can be accessed, that the transformation from the raw data to the final data set is well documented, and that software code is available for producing the final data set and the empirical results. Basically, this comes down to a question
of data and code availability, but nonetheless it is a necessary prerequisite for replication.\textsuperscript{41}

Finally, there is the “Data Access and Research Transparency Joint Statement,” proposed by a group of political scientists and data archivists as a standard for data-sharing policies used by political science journals. This statement includes the following language, as part of the requirements journals should have for authors of submitted manuscripts:

Require authors to delineate clearly the analytic procedures upon which their published claims rely, and where possible to provide access to all relevant analytic materials. If such materials are not published with the article, they must be shared to the greatest extent possible through a trusted digital repository.\textsuperscript{42}

In other words, there is a common (if not unanimous) view among academics that if replication of empirical findings and transparency in research practices are to be more than abstract notions, then journals should require more than just provision of the data (or a listing of the data sources) used in a given work. Authors must also provide a detailed explanation of how the data were assembled and analyzed so as to clearly show how a given data resource or collection of data resources were used to produce a given set of empirical findings. The need is for transparency in terms of data access, data production, and data analysis.\textsuperscript{43}

### Measuring Journals’ Data-Sharing Policies

Given the growing specificity of proposed standards for data sharing, transparency, and replication, how have social sciences journals responded? Have journals been adopting such policies? If so, what is the content of those policies? Is there any variation over time, or across academic fields?

These are questions that have not been systematically addressed in an empirical manner. The Association of Learned and Professional Society Publishers, for instance, produced a report in 2008 on scholarly publishing practices, based on a survey of publishers of academic journals. The survey included a question about availability of datasets associated with journal articles, and presented the results in summary form: 46.63\% of publishers had such a policy. However, the report did not make the underlying data from the survey available for others to examine.\textsuperscript{44} Therefore, the report does not necessarily offer much insight into our questions.

There has been some field-specific work on social sciences journals’ data and replication policies. Gleditsch and Metelits look at the policies of a collection of
27 journals in Political Science and International Relations and found that 18% of them had a stated replication policy.\textsuperscript{45} Gherghina and Katsanidou examine 120 journals in Political Science that publish studies which make intensive use of data and found that 16% (19/120) of those journals had a policy about data availability, with the likelihood of a journal having such a possibility being a function of characteristics such as the age of the journal and its ISI Impact Factor.\textsuperscript{46} In a study of data-sharing behavior of individual economists, Andreoli-Versbach and Mueller-Langer discuss the data sharing policies of 147 Economics journals and Business journals and identified 20% (30/147) of them with a data-availability policy.\textsuperscript{47} However, none of these works is a comparative analysis that looks for differences across a comparable set of journals in different fields within the social sciences. Nor does any one of them look at changes over time to see whether more journals are adopting such policies.

To fill this gap, we conduct a comparative analysis in which we look at the policies of journals in different fields at different points in time and in which we do the following: (1) identify major academic journals in several disciplines in the social sciences; (2) determine whether they have policies about sharing data associated with articles published in them; and (3) evaluate the nature of those policies in terms of what they expect or require authors to do. Our starting point here is the aforementioned Gleditsch and Metelits study, which is one of the earliest empirical examinations of journals’ data-sharing policies. In that study, the authors identify the top 15 journals in both International Relations and Political Science based on the number of citations reported for journals in the Journal of Citation Reports. We expand upon that approach by looking at a wider range of fields in the social sciences that make extensive use of quantitative data: Business/Finance, Economics, International Relations, Political Science, and Sociology. In addition, we identify the top 20 journals in each field, but based on each journal's 2003-vintage ISI Impact Factor score rather than the raw number of citations. This initial cut gives us 92 unique journal titles, as some journals are duplicated across two fields. In instances when a title is duplicated, we then assign it to one field and select the next-highest-ranked title in the other field until we are left with 100 unique titles overall that are evenly distributed across our 5 fields (i.e. 20 journals/field). We then code the data-sharing policies of each of these journals at two points in time, 2003 and 2015, so that we have a panel dataset of journals that will allow us to compare variation in journal policies both across fields and over time.\textsuperscript{†}

In other words, we analyze the policies of top-ranked journals from 2003 to see how or whether the policies of that group of journals have changed over time. Since the publication of Gleditsch and Metelits’ study, academics in the social sciences have continued to discuss and debate data sharing and transparency, to

\textsuperscript{†} The final list of journals is available on the companion website (https://data-brarianship.wordpress.com/). The list indicates which journals were duplicated across fields and to which field a duplicated journal was assigned.
propose that journals adopt data-sharing policies, and to flesh out what those policies should expect of authors. Our approach allows us to see to what extent these discussions have subsequently affected the behavior of journals that Gleditsch and Metelits examined, as well as allowing us to see whether such discussions have influenced the policies of journals in other fields that were likewise top-ranked at the time of their study.

To code journal policies, we develop a 10-point ordinal index for these policies, which we have used in earlier presentations on this topic. This policy consists of the following 5 elements:

1. whether the journal has a stated policy about data availability/replication
2. the terms/language of policy, such as whether authors are “encouraged” to make data available or whether they are “expected” or “required” to make data available
3. the materials that authors have to provide as part of the policy, such as whether they have to provide data only or whether they also have to provide code/syntax to reproduce the analyses in the submission
4. the time-frame for providing data/replication materials, such as whether they have to be available upon request from other researchers post-publication versus whether they have to be provided prior to publication
5. the location at which the data must be available, such as whether authors are required to make the data available via a journal’s website or Dataverse

To collect data for journal policies from 2003 and construct index values, we consult issues of journals available via either print or microfilm. When print issues are not readily available, we rely on any digitized front or back matter available for issues from 2003 accessible in J-STOR. When print issues or issues in J-STOR referred to any URLs for a given journal, we also check any 2003-vintage copies of those sites that are accessible via the Internet Archive. For data on policies from 2015, we consult websites for individual journals and look specifically for submission instructions, any instructions for “Supplemental Materials,” editorial policies, and guidelines from publishers.

Journal Policies—Findings

Our results, presented in Table 14.1 below, indicate that a considerably greater fraction of our journals of interest has data-sharing policies now relative to 2003. In 2003, 10% (10/100 journals) had policies, while 39% (39/100) have such policies in 2015. While many of the journals that were top-ranked in 2003 adopted

† The index components in their entirety are available on the companion website (https://databrarianship.wordpress.com/).
policies between 2003 and 2015, most of them have not. In addition, the results also clearly indicate that the adoption of such policies has varied greatly across fields within the social sciences. Most of our Economics journals (13/20, or 65%) have adopted policies since 2003. For our remaining fields, however, half or fewer of the journals now have policies: 50% (10/20) for Business/Finance, 35% (7/20) for Political Science, 30% (6/20) for International Relations, and 15% (3/20) for Sociology. Even with all the ensuing discussion since 2003 about data sharing and replication, most of the journals that were top-ranked in 2003 did not subsequently adopt data-sharing policies.

<table>
<thead>
<tr>
<th>Table 14.1. Summary Statistics by Academic Field and Year for 2003 Top-Ranked Journals in 2003 and in 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Field</strong></td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>Business/Finance</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Economics</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>International Relations</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Political Science</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Sociology</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
As for the values for our 0–10 policy index score, we see similar patterns over time and across fields. Overall, the mean value for our index increased from 0.41 in 2003 to 2.44 in 2015. The mean value for the index has increased across all fields, with Economics again being the field with the largest mean value in 2015 (4.45), followed by Business (2.33), Political Science (2.30), International Relations (2.23), and Sociology (0.90). The minimum and maximum values also suggest considerable variability across journals within fields. While Sociology has not adopted journal policies to the same degree as have our other fields, for instance, the 2015 policy for *Sociological Methods & Research*, which has a value of 8, is amongst the most exacting policies in our list.

<table>
<thead>
<tr>
<th>Field</th>
<th>Year</th>
<th>Number of Journals with Policies</th>
<th>Mean Policy Index Value</th>
<th>Maximum Policy Index Value</th>
<th>Minimum Policy Index Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business/Finance</td>
<td>2003</td>
<td>3</td>
<td>0.70</td>
<td>7.0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>12</td>
<td>2.67</td>
<td>8.0</td>
<td>0</td>
</tr>
<tr>
<td>Economics</td>
<td>2003</td>
<td>1</td>
<td>0.15</td>
<td>3.0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>17</td>
<td>5.63</td>
<td>9.0</td>
<td>0</td>
</tr>
<tr>
<td>International Relations</td>
<td>2003</td>
<td>4</td>
<td>1.00</td>
<td>6.5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>8</td>
<td>2.40</td>
<td>9.0</td>
<td>0</td>
</tr>
<tr>
<td>Political Science</td>
<td>2003</td>
<td>1</td>
<td>0.20</td>
<td>4.0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>11</td>
<td>3.83</td>
<td>10.0</td>
<td>0</td>
</tr>
<tr>
<td>Sociology</td>
<td>2003</td>
<td>0</td>
<td>0.00</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>7</td>
<td>1.52</td>
<td>8.0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>2003</td>
<td>9</td>
<td>0.41</td>
<td>7.0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>55</td>
<td>3.21</td>
<td>10.0</td>
<td>0</td>
</tr>
</tbody>
</table>
As an alternate approach to looking at our questions of interest, we also compare top-ranked journals from 2003 to current top-ranked journals. Our basic methodology is the same as above, except that we are now also looking at the policies of top journals based on their most recent (2014) JCR impact rankings. Instead of using a panel dataset to compare past and present policies for journals that were top-ranked in 2003, we are comparing the policies of journals that were top-ranked in 2003 to the policies of journals that are currently top-ranked.† The results from this analysis, shown in Table 14.2, are quite similar in terms of variation over time and across fields. For journals that are currently top-ranked, a majority of them now have data-sharing policies. Economics and Business/Finance are once again the fields with the most journals with policies, followed by Political Science, International Relations, and Sociology. Economics and Political Science, meanwhile, are the fields with the highest mean policy index values, followed by Business/Finance, International Relations, and Sociology. In comparison to journals that were top-ranked in 2003, then, a small majority of journals that are currently top-ranked do have data-availability policies.

Journal Policies—Discussion

As both of our sets of results make clear, there is still considerable variation in data-availability policies, even as more journals have adopted such policies over time. Some examples taken from different journals in different fields provide illustrative examples of how policies vary. The Review of Financial Studies, for instance, does not have any formal policy on data availability. Instead, it “encourages our authors to post on the RFS Oxford University Press web page any material that they think will help others productively use their published research” and lists datasets as one example of such supplemental materials.49

Public Opinion Quarterly has an explicit data policy, but it is relatively limited in terms of what authors are expected to do:

To permit competent professionals to confirm the results and analyses, authors are expected to retain raw data for a minimum of 5 years after publication of the research. Other information related to the research (e.g., instructions, treatment manuals, software, details of procedures) should be kept for the same period. This information is necessary if others are to attempt replication. Authors are expected to comply promptly and in a spirit of cooperation with such requests.50

† The list of journals by field are available on https://databrarianship.wordpress.com/.
Authors for *Public Opinion Quarterly* are expected to retain and provide data, but only for a specific period of time. There are no additional requirements to deposit the data at a designated archive or that the data be available prior to publication, nor is there any explicit requirement to provide code explaining how the original data were transformed into whatever dataset was analyzed.

The *American Journal of Political Science*, meanwhile, has a very exacting policy. In a very lengthy statement on its new policies, the AJPS notes that authors have to deposit data in the journal’s Dataverse site, have to provide code or instructions for how the analysis dataset was produced from the source data, and have to provide these materials prior to publication. Moreover, the AJPS makes final publication conditional upon the successful replication of the analysis in any submission; until the results can be successfully reproduced, there will be no publication of the manuscript. While the data policies for *Comparative Political Studies* and the *Journal of Conflict Resolution* are not as strict as that of the AJPS, they do similarly go beyond stating that provision of data are “required” to explicitly state that even articles that have otherwise cleared the review process will not be published in the absence of replication files.

The AJPS language about replication of results being part of the review process is, it should be noted, not exclusive to that journal. While they are not in our list of journals under study, the *Quarterly Journal of Political Science* and *Political Science Research and Methods* have similar policies of conducting in-house reviews of submissions for replication purposes. While it is likewise outside of the scope of our study, we should also note that *Science* employs a similar approach. This is a striking development, as it is an approach that very much goes beyond what proponents of data-sharing policies for journals have generally advocated.

Another noteworthy development involves whether journals designate specific locations for where data might reside. In earlier debates about data-sharing policies, various participants often did not get into the specifics of where replication data and materials should be deposited, and some even expressed skepticism about the notion of placing replication materials in the likes of data archives such as the ICPSR. More recent proposals for replication policies, however, are more explicit about this matter and less inclined to endorse private communications or individual websites as appropriate means to share data. The recent DA-RT statement mentioned earlier, for instance, explicitly calls for the requirement that authors deposit replication materials in a “trusted digital repository.” Similarly, various scholars of inter-state and intra-state conflict argue that researchers are not trained archivists and that individual websites do not constitute data archives. Consequently, researchers should instead deposit data at “an organization that has professional staff and resources dedicated to that effort,” with the likes of the ICPSR or the Dataverse Network given as examples. While our focus is journals in the social sciences, we also note in passing that both *Nature* and *Science* likewise recommend that authors deposit data at bona fide archives such as Dryad. This particular thread of the discussions about data sharing is also reflected in the policies of journals such as the *World Bank Economic*
Continued Barriers and Obstacles to Sharing

Our results indicate that a growing number of academic journals in different fields within the social sciences have been adopting data-sharing/replication policies since 2003. Our results also indicate that such adoption is not uniform across disciplines, and that many journals still do not have such policies. While our methods and list of journals differ from those of Gherghina and Katsanidou’s study of political science journals and those of Andreoli-Verbach and Mueller-Langer’s study of economics journals, our findings are nonetheless similar in that they likewise show that data-sharing/replication policies are not yet a standard practice for journals in the social sciences. Despite decades-long deliberations about this matter, it is still only partially the norm for academic journals to require authors to submit data and code as part of the publication process. Moreover, even when journals have policies, they do not always produce the desired results. McCullough and McCullough, et al. undertook various attempts to replicate findings in articles published in economics journals with replication policies and had only limited success in doing so, in part because the policies of the journals they looked at were not necessarily actively monitored and enforced at the time of writing.61 Likewise, Eubank’s assessment of the in-house replication policy of the Quarterly Journal of Political Science noted that there were issues replicating findings in 13 out of 24 submissions under review from 2012-2014.62 More generally, data sharing is still not a common practice amongst academics, as evinced by Andreoli-Versbach and Mueller-Langer’s study of data-sharing behavior amongst economists, which concluded that roughly 80% of their sample of scholars did not share data and code from their research.63 Wicherts et al. similarly found that psychologists were not in the habit of sharing research data used in publications, even when requested to do so.64 Why is this still the case, even when the potential benefits from data sharing seem so compelling?

We should note here that there are legitimate reasons why research data may not be readily sharable. Proponents of data sharing readily concede that data resources that are proprietary often cannot be shared. Likewise, the potential for disclosure risk is a sound and defensible reason to not share data that contain sensitive information about potentially-identifiable individuals.† Furthermore, we

† Questions about protecting the identity of individuals have been particularly salient in debates among political scientists over how or whether to apply DA-RT to qualitative research. See the many commentaries at http://dialogueond-art.org/ for an overview of this particular debate.
should note that the debates about data sharing and replication policies are precisely that—debates. That these discussions have been ongoing for decades in and of itself suggests that there is not unanimity on this matter. While their focus is not replication specifically, Herrera and Kapur note that repeated reuse of pre-existing data can result in datasets having legitimacy in the eyes of researchers regardless of their quality in terms of measurement accuracy and the like. Herrnson makes a related point that data-availability policies may have the effect of dissuading researchers from collecting their own data, thereby stunting the development of valuable skills that can result from such efforts. Various participants in and observers of debates on data sharing and replication policies have also raised concerns about the de facto outcomes of such policies, such as focusing on minutiae and minor errors that then get undue levels of attention and have the potential to damage reputations because of relatively small mistakes and good-faith errors. This in turn leads to questions such as how much replication is “enough” for a finding to be deemed robust and credible, how serious an error or discrepancy in an attempted replication has to be for the results to be called into question, and how to ensure that the replications themselves are conducted in a transparent and sound manner. Even proponents of data sharing and transparency recognize that there may be practical difficulties in implementing replication policies. As Carsey notes, there are nuts-and-bolts considerations such as when replication materials should be submitted, how to address concerns about keeping replication materials secure during the review process, and whether providing replication materials may effectively identify submitters of manuscripts.

We should also note here that the incentive structures that researchers often face are not necessarily conducive to encouraging data sharing or replication. Preparing data and code and documentation so that others can readily attempt to replicate one’s work is a time-consuming process that becomes especially difficult as time passes and recollections fade. The rewards for such work may not be readily forthcoming. Data sharing is not necessarily something that will result in favorable tenure decisions or other such professional benefits. Indeed, from the perspective of individual researchers, sharing data may instead result in costs such as being “scooped,” losing the ability to maximize the benefits of one’s work, having one’s results be undermined via the replication efforts of others, and losing one’s competitive advantages in the context of a tight academic job market. Moreover, replication work itself is not necessarily rewarded or even encouraged in the first place. While Ishiyama is very much in favor of data sharing and replication and transparency, he is also of the view that replication studies should not necessarily be published in major journals, where the focus should be more on “original” research. But, as Ishiyama acknowledges, such a position raises the questions of where replication studies should be published and why scholars should undertake efforts to replicate findings if such efforts are unlikely to be published in major journals. And as Andreoli-Versbach and Mueller-Langer point out, the lack of
reward for undertaking replication studies further reduces the incentives of individual researchers to make the effort necessary to ensure that their work can be replicated: why undertake such efforts when the likelihood of having one’s work undergo replication is minor due to the lack of incentive for others to do so?\textsuperscript{72}

The incentives being what they are, it is thus not surprising that Hamermesh drily notes that “Economists treat replication the way teenagers treat chastity—as an ideal to be professed but not to be practiced.”\textsuperscript{73} And while such sentiments may cause the heart of many a librarian to skip a beat or two, it should likewise not be a surprise for Gleditsch and Metelits to note that for many academics, “documentation, for instance, is often thought of as a waste of time.”\textsuperscript{74} In the abstract, greater sharing of research data and transparency in their use can constitute a genuine public good for academics, and journal policies that encourage such behavior thus offer many potential collective benefits to the social sciences. However, the philosophical and practical questions about such policies and the incentive structures that weigh against such behavior still constitute considerable barriers to data sharing and the adoption of replication policies.

Implications for Data Sharing and Data Management

Our findings here suggest that the ongoing efforts of proponents of data-sharing policies for academic journals in the social sciences have not been entirely in vain. Our reviews of the policies of top-ranked journals to see how many have adopted policies over time shows that many of them have, and that the policies they are adopting are increasingly demanding. However, our results also show that such adoption has not been uniform across the social sciences. In our collection of journals, many more of them have such policies now than then. But many still do not. This suggests that there are continued issues for replication of empirical findings and transparency in research practices. If one agrees that replication is a crucial part of the scientific method and that transparency is key if academic research is to be credible, then one may still be concerned about the scientific rigor and credibility of much empirical research in the social sciences. Due to reasons such as practical considerations and problematic incentive structures, the level of data sharing is one that is still not socially-optimal within the social sciences.

Having said that, we want to emphasize that our findings show that the number of journals in different fields with data policies is on the increase, and that those policies are increasingly rigorous. And, there is some evidence in the social sciences (and in the sciences) that such policies have a positive effect on data sharing. Andreoli-Versbach and Mueller-Langer are, in general, downbeat about the willingness of economists to share research data. But they also find that economists who publish in journals with replication policies are more likely to make
data available, as the sunk costs of prepping data to meet those policies are such that the additional marginal costs of making data available more generally are minor. Dafoe compares data availability for articles published in the *American Political Science Review* to those published in the *American Journal of Political Science* and concludes that the more exacting replication policy of the latter journal, while not perfect, “seems to have substantially increased the actual availability of replication files” when compared to the less exacting policy of the former. In the sciences, both Piwowar and Piwowar and Chapman find that replication policies have a positive effect on availability of data associated with journal articles. As previously noted, there is a tension between the social benefits for academic disciplines from data sharing and the potential costs for individual researchers in meeting such expectations. These findings, however, suggest that the adoption of data-sharing policies by academic journals provides an institutional means for resolving that tension in favor of greater data availability. This suggests that as initiatives such as DA-RT gain traction in fields such as political science, we should witness an even greater level of data sharing over time. At a minimum, we have a hypothesis which we will be able to test in the future.

**Implications for Libraries**

Our findings and reviews are also relevant for considerations of how librarians and libraries might interact with researchers with regard to data management and data sharing. While academic discussions have focused on issues of replication and incentives for sharing, libraries and librarians have focused on the rise of e-science and e-research and how libraries can and should respond to the rise of data-driven, networked research. Environmental scans of the current data management landscape in research libraries reveal a fairly diverse set of institutional responses to campus needs for research data support, ranging from more traditional library services in the area of identifying data to highly engaged consulting services providing data management and sharing support for research teams. In general, libraries supporting Ph.D. programs and research intensive programs tend to demonstrate a deeper set of services around data management plan support, data curation, and training. Additionally, some libraries have actively explored expanding librarian roles in working on research teams and providing data and information literacy training to teams charged with managing and sharing research.

Despite increased emphasis on research data at many university libraries, however, there is something of a gap between faculty and librarian perspectives of the availability and form of research services. The language used by academics in discussions about data sharing is often strikingly different than that used by librarians. For libraries providing research data management services, the focus is often on funder mandates and statements from entities such as the Office of Science and Technology Policy and how libraries should respond to such develop-
ments, for example, by assisting researchers with writing data management plans for grants or by developing institutional repositories as a means to store and preserve and disseminate data produced by grants. For academics, however, the focus is more often on replication and methodological considerations such as scientific rigor and transparency and credibility of findings. The 2014 symposium on data access and research transparency published in *PS: Political Science & Politics*, for instance, mentions funder mandates for data management plans in passing. The main focus is instead on how data sharing promotes research transparency and how such transparency might be further encouraged. As for where research data might reside, we have also noted that the tendency amongst academics and journal policies is to recommend usage of established archives such as the ICPSR or the Dataverse Network (or, in the sciences, the likes of Dryad or GenBank).

While data management plans for grant applications are certainly important for various fields and in certain contexts, they are not what academics tend to focus on when they talk about data management and data sharing. Instead, academics focus much more on matters of replication and transparency. As an example, a proposed open letter from a Director of Graduate Studies in the Political Science department at the University of Missouri says nothing about NSF mandates, but does mention transparency and the need to satisfy journals’ replication policies. Indeed, funder mandates are likely not applicable to many, if not most, researchers in the social sciences—whereas assistance in meeting the data availability policy of a journal as a step in the publication process is a service that likely will resonate with many researchers whether they are graduate students or faculty. Likewise, data management support might also be better focused on helping researchers identify appropriate external options for depositing and archiving research data and on helping them with how to best prepare data for submission to such archives, as academics and journals are increasingly recommending pre-existing archives as suitable locations to place research data. Once more, the point here is not so much that libraries’ efforts in data management support are misplaced, per se. It is instead that such efforts will be more effective if their scope is adjusted to incorporate the concerns and considerations expressed by academics in their own debates and deliberations about how they should best handle and use data. To the extent that librarians discuss such issues with the same language as do academics, they are more likely to make effective connections with them.

Given how academics are increasingly emphasizing evidence, transparency, and sharing, we suggest that librarians should incorporate such arguments and concerns into their deliberations about data management support and their interactions with researchers about data services, so that their proposed services and conversations address and inform faculty concerns about data as a scholarly object. This shift would largely be a matter of placing more emphasis, services, and instruction on many of the scholarly communication themes and workflows surrounding research data and data driven research. Indeed, much of the early
planning for librarian roles in e-science initiatives noted this connection such as Soehner et al., who specifically note that “the libraries may not see these scholarly communication issues as being connected to e-science, when, in fact, the connection is closer than is realized.”

Writing in *PS: Political Science & Politics* in 1995, Kenneth J. Meier predicted that “in 2010 A.D. every journal in political science will have some form of replication policy.” Suffice it to say that this prediction has not proved to be entirely accurate. The findings of our analysis in this chapter show that top-ranked journals in political science and other fields within the social sciences have indeed been adopting such policies over time, but that such adoption has been incomplete and uneven across the disciplines. However, the apparent effectiveness of data-availability policies in promoting data sharing suggests that the increased adoption of such policies bodes well for the future promotion of data services. The academic literature and commentaries on matters of data sharing also offer suggestions for how librarians can discuss data management with academics in ways that more directly relate to researchers’ concerns and interests. Data sharing and data management already are and will likely continue to be central topics in larger discussions of scholarly communications and open access. Such discussions will only benefit from a greater awareness of the debates amongst academics about the benefits of data sharing and the means for best providing it.
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