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College undergraduates were asked to record events from their lives, and then to date those events. Data were collected from groups of subjects using a set of cue words to prompt the events, from individual subjects, for individual cue words, from groups of subjects using no cue words, and from subjects who kept diaries. If it is assumed that the subjects encoded an equal number of events from each day of their lives, the distribution of events recorded as a function of time can be viewed as a retention function. The data from all experiments provided an excellent fit to the single-trace fragility function proposed by Wickelgren to account for more traditional laboratory learning experiments. Taken together these experiments indicate that the retention function is not an artifact of summing different functions produced by individual subjects or cue words and that the episodes recorded are, for the most part, accurately dated memories of actual events. Thus, episodic memory of a naturalistic, autobiographical nature and episodic memory for lists appear to have the same retention properties.

This paper will attempt to demonstrate that the distribution of college students' memories about their lives as a function of retention interval can be predicted by assuming that the students (1) encoded an equal number of memory episodes each day of their lives and (2) fail to retrieve memories from this pool in the same manner that they fail to retrieve material learned in the laboratory. That is, autobiographical memory and laboratory memory tasks will both be held to follow the same episodic memory retention function.

The quantitative study of autobiographical memory, as well as of many other subjects in psychology, can be traced back to Galton. Here is how he described his method. "My first experiments were these...I walked leisurely along Pall Mall, a distance of 450 yards, during which time I scrutinised with attention every successive object that caught my eyes, and I allowed my attention to rest on it until one or two thoughts had arisen through direct association with that object; then I took very brief mental note of them, and passed on to the next object...It was impossible for me to recall in other than the vaguest way the numerous ideas that had passed through my mind; but of this, at least, I was sure, that samples of my whole life had passed before me, that many bygone incidents, which I never suspected to have formed part of my stock of thoughts, had been glanced at as objects too familiar to awaken the attention...I accordingly cast about for means of laying hold of these fleeting thoughts, and, submitting them to statistical analysis...I selected a list of suitable words and wrote them on different small sheets of paper" (Galton, 1879, pp. 151, 152; reprinted in Crovitz, 1970; pp. 25, 26). Galton then observed these words one at a time, recording the associations evoked and his reaction time. Later he noted the period of his life from which the associations had come using three broad time periods. Boyhood and youth accounted for 39% of the 124 non-repeating associations, subsequent man-
hood for 46%, and quite recent events for 15%.

In 1974, Crovitz and Schiffman modified Galton’s method slightly: they used more subjects, they chose their stimulus words to be common, picturable nouns, they failed to take reaction times, and they asked for personal memories, not just associations, eventually including in their instructions a version of Tulving’s (1972) definition of episodic memory as a recollection that could be described as “I did such and such, at such and such a time, in such and such a place” (e.g., Crovitz & Harvey, 1979). Their major finding was quite remarkable. Although their procedure might be expected to produce a rather haphazard distribution of responses, they found that the number of memories from any hour of one’s life could be expressed as a power function of hours passed since that hour.

Several studies of autobiographical memory have followed the same basic procedure adapted by Crovitz and Schiffman from Galton. Variations in the procedure involve the age of the subjects used (Fitzgerald, 1978, 1980; Franklin & Holding, 1977; McCormack, 1979), properties of the cue words (Chew, 1979; Fitzgerald, 1978, 1980; Robinson, 1976; Rubin, 1980), the period of the life span from which subjects are instructed to get memories (Chew, 1979; Crovitz, Harvey & McKee, 1980; Crovitz & Quina-Holland, 1976), the imagery ability and other traits of the subjects (Franklin & Holding, 1977; Karis, 1979), and the questions asked in addition to the age of the episode (Chew, 1979; Fitzgerald, 1978, 1980). The Crovitz—Schiffman function has been confirmed by all but one (McCormack, 1979) of the researchers who considered it (Crovitz & Harvey, 1979; Crovitz, Harvey, & McKee, 1980; Crovitz & Quina-Holland, 1976; Franklin & Holding, 1977; Robinson, 1976 as reanalyzed here, Rubin, 1980), though it may not hold for some clinical populations (Albert, Butters, & Levin, 1979).

In spite of the regularity found, many researchers who use the Crovitz—Schiffman method to collect data fail to test for, or make interpretations based on, the power function. This may be due in part to the difficulty in following Crovitz and Schiffman’s description of their analysis, and to the large number of data points needed for their analysis, but mostly it is due to using the cuing method as a tool to approach other problems. Given the rarity of such quantitative findings in areas of psychology as naturalistic as autobiographical memory, the Crovitz—Schiffman plot is extremely intriguing. It has the potential of affording tests of quantitative models of memory in a more “ecologically valid” domain than is usual. Ignoring a two-parameter function that can explain better than 90% of the variance in what one would assume is a complex distribution is a luxury that psychology cannot currently afford.

By assuming equal encoding of autobiographical memory over time, the Crovitz—Schiffman function can be viewed as a retention function with the decrease in memory over time seen as a failure to retrieve. If the Crovitz—Schiffman function is really a retention curve for episodic memory, how does it compare to retention curves obtained in the laboratory?

The first thing to note about retention is that it seems to be mainly a function of time, so trying to specify a retention curve only as a function of time may be a reasonable first approximation. Perhaps the strongest claim comes from Underwood.

Available data indicate that when the naive S learns a list so that he can recite it just perfectly, his forgetting will be influenced only by the length of the retention interval. No other manipulable variable appears to have any appreciable influence on the forgetting in this situation. . . . Won’t lists of high-meaningful items be remembered better than a list of low-meaningful items? Won’t a list of common words be retained better than a list of difficult trigrams? Apparently not. If both tasks are taken to the same level of learning, forgetting is about the same (Underwood, 1966, p. 566).

Of course, varying the contents of the retention interval is not allowed if this claim
is to hold, but for autobiographical memory, the level of interference should be fairly constant throughout one's life. More recently, Nelson and Vining (1978) have extended Underwood's claim by showing that retention is not affected by varying the orienting task from semantic to structural as long as the level of initial learning is not changed.

If retention is a function of time, what function? Plots of many early experiments showed the retention function to be negatively accelerated. Ebbinghaus straightened the curve out somewhat by taking the log of the time axis (i.e., memory strength = $-\alpha \log t + \beta$, where $t$ is time and $\alpha$ and $\beta$ are positive-valued parameters), a transformation which is still common with timing data. Others, assuming the exponential decay (i.e., $ae^{-\beta t}$) common in physical systems where the rate of loss is proportional to how much is left, tried straightening the curve out by taking the log of the memory strength axis. Crovitz and Schiffman found that taking the log of both the memory strength and the time axis worked best for them, yielding a power function (i.e., $at^{-\eta}$).

The most systematic approach to this problem comes from Wickelgren. Initially Wickelgren (1973) postulated a separate retention function for short and long term memory and found data to support the notion that short term memory could best be described by an exponential decay, while long term memory could be described by a power function decay or an exponential-power function [i.e., $ae^{-(1-\gamma)\eta}$] (Wickelgren, 1972). Although both the power function and the exponential-power function fit the data equally well, the exponential-power function had fewer unwanted changes in parameters as the range of retention intervals of these experiments varied. Wickelgren (1974, 1975b) was finally able to account for what is normally termed long- and short-term memory with one function, doing away with what he considered a distinction with no empirical base.

Wickelgren's single-trace retention function is an exponential multiplied by a power function (i.e., $ae^{-\beta t} t^{-\eta}$). The exponential factor takes interference into account while the power function factor is purely decay. While the exponential factor is most important at short retention intervals where there is great similarity among the items to be recalled, it also has the effect of lowering the curve at long time intervals, even when there is little similarity among the items. It is this slight downward bend at long time intervals that could play a role in autobiographical memory. The exponential factor also makes the switch from the simpler two-parameter power function to the more complex three-parameter exponential-power function unnecessary for the longer time intervals.

Three observations on the single-trace function are in order. First, it has three parameters as opposed to two for the linear, logarithmic, exponential, or power function, allowing it more freedom in fitting curves. Second, in the form presented, both the single-trace and the power function have values of infinity at $t = 0$. This is easily remedied by replacing $t$ by $1 + \eta t$ giving the function a value of $\alpha$ at $t = 0$. Unfortunately, an additional constant, $\eta$, is introduced. As times close to zero will not be included here, the simpler form given will be retained. Third, although Wickelgren fails to mention the observation, the single-trace function is a gamma function, and thus one that has been extensively studied and might be derived in ways other than Wickelgren's initial formulation.

Examining the data Wickelgren fit to the single-trace function and the data Crovitz and Schiffman fit to the power function it is clear that all the data presented would provide a quite good fit to either curve. The observation that for long delays the points on Crovitz and Schiffman's plot fall below a power function indicate that Wickelgren's single-trace function might be helpful. Crovitz and Schiffman tried curves until one fit the data. The first experiment will repeat Crovitz and Schiffman's procedures in order to provide a more detailed independent test of their results than has been
previously performed, and in order to compare their empirical function with the more theoretically motivated one that Wickelgren has proposed.

**EXPERIMENT 1**

*Method*

**Subjects.** Of the 48 Duke undergraduates who took part, 27 were 18 years old and all ranged from 17 to 21.

**Procedure.** The following typed instructions constituted the first page of the booklet used. "This is a study of autobiographical memory, that is, of memory for events in your life that you can specify as occurring at one particular place and time. Shortly, I will ask you to inspect each of the words on the following pages, one at a time, until a specific memory associated with that word comes to mind. As soon as you think of such a memory, you should write it down in the space provided. One or two words should be sufficient, so that you can later refer back to what you wrote. If a specific memory does not come to mind for a word within 10 to 15 seconds, please put an 'X' beside that word and go on to the next word." The next few pages contained 125 words displayed one word per line. Twenty-four random orders of these words were generated and printed by a computer, one for each of 24 subjects. The remaining 24 subjects each had the reverse of these orders. Following completion of the first part of the experiment, the subjects were asked to break a tape seal and read the following instructions. "For each of the memories that you have listed, tell how long ago the event occurred, to the best of your recollection (for example: 10 sec., 30 min., 1 hr., 3 days, 5 months, 7 years). Please indicate your times to the left of each word. Please give a single time, not a range of times."

*Results*

An analysis of the data in terms of the average age and number of memories provided for each of the 125 words is available in Rubin (1980, 1981). A total of 4855 dated memories were obtained from a possible maximum of 6000. The missing data are primarily due to certain stimulus words, such as "context," "glacier," and "virtue," not evoking many memories in the college students.

The following analysis was used to transform the 4855 dated memories into a distribution of memories per hour as a function of hours ago. Many of the decisions made by Crovitz and Schiffman (1974) and followed here are arbitrary. A different response measure, developed by Robinson (1976), which avoids many of the problems encountered with the method to be presented here, will be used in the next experiment. The basic ploy Crovitz and Schiffman used to convert the set of discrete points to a distribution was to assume that when someone used an English time marker such as minute, day or year, they implied an accuracy of ±½ of that time marker. Thus, 3 years ago really means 2½ to 3½ years ago while, 35 months ago really means 34½ months ago to 35½ months ago. In this way, memories are divided across a span equal to the width of the time marker.

This system seems like a reasonable approximation, except that certain round numbers, which seem to imply less accuracy, have frequency higher than that of surrounding responses. Thus, in the data collected here and in Crovitz and Schiffman’s data, 10 years ago, which seems to imply less accuracy than 9 or 11 years ago, has a greater frequency than 9 or 11 years ago. Schiffman (personal communication) has suggested that this flaw could be remedied by obtaining independent judgments of the accuracies implied by the various timing terms used.

Given this system, a distribution of memories per hour as a function of hours ago was formed by dividing the frequency of each response (such as 5 days ago) by the number of hours in the time marker (24 hours for ±½ day), and incrementing the distribution by this value over the appropri-
Fig. 1. The mean number of memories per hour reported from the subjects' lives as a function of the age of those memories. The vertical axis assumes a total of 100 reported memories. One point, zero memories per hour at 18 years, is not plotted.

The experimental range (4½ to 5½ days ago) was sampled at the 61 points noted by the time markers of English which span the range from 1 hour ago to 18 years ago: 1, 2, . . . , 23 hours, 1, 2, . . . , 6 days, 1, 2, 3, weeks, 1, 2, . . . , 11 months, and 1, 2, . . . , 18 years. Points less than an hour ago were not included because people tended not to list episodes that recent. This is probably because such episodes do not seem to qualify as "events." For example, in this experiment only 61 of the 4885 memories were less than 1 hour ago. Nonetheless, many of these 61 responses actually did enter into the calculations because the range for the responses ½ and ¾ hour ago included 1 hour ago. Following this method: responses of 1 day ago would contribute to the value for 13, 14, . . . , 23 hours ago as well as 1 day ago; responses of 1½ days ago would contribute to both 1 and 2 days ago; and responses of 39 days ago would contribute to none of the 61 points sampled, because its range (38½ to 39½ days ago) did not include any of the 61 points used.

The experiments performed here will have different numbers of total dated memories. In order to normalize the plots to make them more comparable, each of the memory per hour values reported in this paper has been divided by the total number of dated memories in its experiment, and then multiplied by 100, as if there were 100 memories in every experiment.

Figure 1 presents the values obtained plotted on log-log paper.

One of the 61 points, zero memories per hour at 18 years ago, was not plotted or included in any of the calculations, because the log of zero is minus infinity. The two adjacent points, those at 16 and 17 years ago, are well below the curve as plotted in Figure 1, possibly indicating a lack of memories for the first 3 years of life which is distinct from normal forgetting. While the claim of childhood amnesia for the first 3
years of life would require defending the power function used here over other functions which could provide a continuous plot through all 61 points (Wetzler, Note 1), it seems most reasonable at present to perform the major analyses with the values of 16 and 17 years ago excluded.

Figure 1 is a plot of memories per hour as a function of hours ago. Both scales are logarithmic, so a straight line would indicate a power function. The best least-squares power function not including the values for 16, 17, or 18 years ago is log (memories per hour) = \(-.82 \log (\text{hours ago}) + .34 (r = -.983)\); while the best single-trace fit is log (memories per hour) = \(-.77 \log (\text{hours ago}) - 3.10 \times 10^{-6} \text{ hours ago} + .27 (r = .985)\). Wickelgren usually provides his analyses in terms of seconds, not hours. For seconds ago, the last two constants would change to \(-8.60 \times 10^{-10}\) and 3.02. If the 16- and 17-year points are included, the correlations for the power and the single-trace functions drop to -.974 and .982, respectively. Thus, both functions fit the data extremely well, with little to differentiate between them empirically. The parameters estimated are in good agreement with past experiments. The power function exponent of \(-.82\) is extremely close to Crovitz and Schiffman’s obtained value of \(-.78\).

Several commonly proposed two-parameter retention functions will not fit the data nearly as well as the power or the single-trace function. Again, with the 16-, 17-, and 18-year-ago points excluded the linear, logarithmic, and exponential decays provide correlations of \(-.294\), \(-.635\), and \(-.767\), respectively. These correlations are not less than .98 because of noise, but because of systematic curvilinear trends which are not present with the power or single-trace function. On the other hand, other two-parameter functions including Wickelgren’s exponential-power function with \(1 - \gamma = .25\) and the hyperbolic function (i.e., \(\alpha/1 + \beta t\) fit nearly as well with correlations of \(-.955\) and \(.946\), respectively, as does a parabola of the form log (memory per hour) = \(\alpha (\log t)^2 + \beta \log t + \gamma (r = .984)\). Decisions among these functions are more difficult to make on empirical grounds with the data presented here, but could rely on other properties of the curves and their relation to theories of retention.

**Experiment 2**

The results of Experiment 1 are encouraging, but the method has some flaws. First, a complex set of somewhat arbitrary rules was needed to transform the data into a memory distribution. Second, the cue words used are known to influence the dating of the memories evoked (Chew, 1979; Robinson, 1976; Rubin, 1980) and therefore, could have affected the shape of the retention function. Third, the subjects varied considerably in age, making interpretations of the 16-, 17-, and 18-year-ago points more difficult. Experiment 2 will attempt to overcome these flaws and provide another evaluation of the retention functions proposed.

Robinson (1976) had subjects indicate the age of their memories by indicating the year, months, and any other information that they could supply concerning the actual date and time. This dating proved reliable. The correlation between the first dating of the evoked episodes and a second dating one week later was .94. While this method takes longer for the subjects to use, it avoids the problem of having to make a continuous distribution out of the data that bunches up at 60 or so standard time markers.

Cue words were first used by Galton and followed by everyone since. They may, however, not be a necessity. People should be able to list episodes from their lives without external cues, just as they can list semantic domains (Rubin & Olson, 1980). This could lead to increased clustering in the Bousfield sense, but this need not be undesirable as long as the number of clusters produced is large enough to provide a representative sample of memories.

**Method**

**Subjects.** The 84 undergraduates who
took part were all 18-year-olds at the time of the experiment.

Procedure. A booklet contained the following instructions:

"On the following 2 pages please record 50 events from your life that could be written in the form 'such and such happened at such and such place at such and such time.' The events need not be noteworthy. Just let your mind wander until you happen on them. Please record one event beside each number. All you need write down is a few words to remind you later in the session of the particular event you thought of. These words need not be intelligible to anyone else besides you. The only identifying information that will be asked for is your age and sex. Please excuse the open-endedness of the question, but I do not want to bias your choice in any way."

After recording 50 events, the subjects were instructed to break a tape seal which revealed the following instructions adapted from Lindsay and Norman (1972, p. 379).

"Please go back to each event and date it as accurately as you can in terms of the year, month, day, and hour it occurred using the form that follows this sheet. The dating will take some thinking, but is not as difficult as it first seems. For example, for an event that occurred around ten years ago: What grade of school were you in? What season was it? Was it on or near a holiday or someone's birthday? Was it morning or afternoon? Try to be as accurate as you can be, but if all you can remember is something like: 'It was a spring afternoon when I was seven or eight,' then put down your best guess at the year, month, day, and hour, with a question mark after each number that you just took a guess at. Please note that combinations like being quite sure of the hour without knowing the year are possible.

'To help give you some benchmarks to compare your events with please record the following dates: date of birth, 3rd birthday, entered 1st grade, left 1st grade, . . . left
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Fig. 2. The mean number of memories per hour reported from the subjects' lives as a function of the age of those memories. The vertical axis assumes a total of 100 reported memories.
12th grade, and any other events from you, your family or friends that could help your dating such as moves, births, marriages. Again feel free to use codes intelligible only to you.’ Subjects were provided with the date of the experiment and a sheet containing 50 blank dates with columns for year, month, date, and hour.

Results

A total of 4169 dated episodes were obtained from a possible maximum of 4200. In order to collapse these data into points comparable to those of Experiment 1, 48 points of 85 episodes each and 1 point of 89 episodes were formed. The median of each of these 49 groups of episodes was used to determine the middle point of the group, and the range was used to determine the number of memories per hour. As in Experiment 1, the memories per hour were divided by the total number of memories and multiplied by 100, as if a total of 100 memories were obtained in the experiment.

Figure 2 presents the 49 values obtained plotted on log-log paper.

As with Figure 1, there is some indication of a drop off for the oldest memories. In this case it is the last point (covering a range from birth to 5 years old) which does not appear to be continuous with the rest of the data. The period of the drop-off is greater here than in Experiment 1 because 89 memories had to be accumulated from a period in which there were not many memories. Most of these came from the older end of the interval, the median of these 89 memories being 4 years old. As with Experiment 1, this last point will not be included in the main analyses.

A straight line on Figure 2 would represent a power function. The best fitting power function is log (memories per hour) = -.76 log (hours ago) + .22 (r = -.975), while the best single-trace fit is log (memories per hour) = -.66 log (hours ago) - 6.00 x 10^-6 hours ago - .01 (r = .984). In terms of seconds ago, the last two constants would change to 1.67 x 10^-6 and 2.36. If the last point is included, the correlations for the power and single-trace theory functions become -.972 and .985, respectively. As with Experiment 1, both functions fit the data extremely well, with little to differentiate between them. The parameters estimated are in good agreement with earlier values as well as with Experiment 1. In particular, the slope for the power function is in the range of earlier work, and the exponential parameter of Wickelgren’s function is quite small as it should be in this experiment. The other two parameters of Wickelgren’s function are harder to compare to his earlier work, because of differences in methods.

Again the linear, logarithmic, and exponential decays do not fit as well as either the power or the single-trace functions, with correlations of -.197, -.671, and -.749, respectively, while the exponential-power hyperbolic and parabolic functions do, with correlations of -.965, .982, and .984, respectively.

Discussion of Experiments 1 and 2

The first two experiments used different methods to cue episodes as well as different response measures. In the first experiment each of 125 words was used to cue individual memories, while in the second experiment 50 episodes were listed without any external cues. In the first experiment subjects dated their episodes by recording a number plus time marker (e.g., 2 days ago), while in the second their best estimate of year, month, day, and hour were recorded. Although the methods varied, the results were the same, making an explanation in terms of methodological artifacts less likely.

The results of both experiments fit a power function, replicating Crovitz and Schiffman as well as much of Wickelgren’s work with memories longer than a minute. Wickelgren’s single-trace function provides a somewhat better fit, but logically it must be so. This is because Wickelgren’s function has an extra parameter and in fitting
the data this parameter enters in with a second independent variable (hours ago) in a multiple regression equation. At worst it could add nothing. If we were to assume that the 58 points used in Experiment 1 and the 48 used in Experiment 2 were independent, which they are not, then the parameter of these exponential factor added by Wickelgren to the power function would be significantly different from zero in the two experiments, $F(1,55) = 5.54$, and $F(1,45) = 27.15$, respectively. Of more importance, the exponential factor acts in a systematic way. If the data of Experiment 1 and 2 are fit with a power function, the oldest 5 points of Experiment 1 and the oldest 10 points of Experiment 2, (not counting the points excluded from the main analyses) would fall below the regression line. That is, the residuals do not appear to be distributed randomly, but systematically. The addition of the exponential factor makes the residuals appear randomly distributed. The pattern of results is the same as that Wickelgren reports in his studies of retention under more controlled circumstances (Wickelgren, 1974, 1975b). According to Wickelgren, the exponential factor represents interference as opposed to decay. Even though this interference is small in autobiographical memory, the cumulative effect over a lifetime is large enough to produce a noticeable deficit.

If the points from near birth are included in the analyses, Wickelgren’s function has more of an empirical advantage. For Experiments 1 and 2, including these points does not decrease the correlations with Wickelgren’s function. They change from .985 and .984 to .982 and .985, respectively. Thus, Wickelgren’s function can fit curves with points that, on log-log paper, appear to be below a continuous straight line function. It may be noted that if childhood amnesia is defined as a drop below the normal retention function (Wetzler, Note 1), then for Wickelgren’s function, no evidence for childhood amnesia has been collected here. The one zero frequency point at 18 years ago from Experiment 1 not included in the analyses may be seen as some indication that childhood amnesia exists for at least the first year of life, but if more subjects were run, a nonzero value might be obtained for this point and that value might also fit on Wickelgren’s curve.

The choice between the power and single-trace function, cannot be purely an empirical one. The power function will account for most of the variance. While adding the exponential factor to produce the single-trace function adds some systematic explanatory power, it also adds an extra parameter. The main advantage of the addition of the exponential factor is that it provides a tie between the autobiographical memory literature and that of more controlled studies of laboratory learning. Two cautions concerning the addition of the exponential factor are in order. First, unless enough data are collected to provide a smooth empirical curve, the role of the exponential factor at long delays is small enough that it will not be noticeable, even in laboratory studies (Wickelgren, 1975a). Second, it is possible that the drop below the power function decay accounted for by the exponential factor may be due to different causes in the studies performed here, and in those performed by Wickelgren. However, given the similarity in the form of the functions in the various studies, it is difficult to pursue this possibility without further empirical manipulations.

The choice between the power and single-trace functions is one instance of a more general problem. The retention data from list learning and autobiographical memory are quite similar, and at least two functions fit both sets of data quite well. However, there exist many functions that might fit the data if they were tried. That is, given one or two free parameters, many functions can mimic one another over limited ranges. Even logarithmic and linear functions can be difficult to separate empirically (Rubin, 1976).

Of the vast number of commonly used
mathematical functions that could provide the negatively accelerated, monotonically decreasing plot necessary for a retention function, psychologists tend to concentrate on the exponential family used for physical decay processes. The hyperbolic function gets little attention in any kind of recall process (see Bousfield, Sedgewick, & Cohen, 1954; or Gruenewald & Lockhead, 1980, for exceptions). Here it provides an excellent fit for the first two experiments. Unlike the single-trace function and power function, however, it provides a much poorer fit if the long retention interval points dropped from the main analyses are added back in. The .946 and .982 correlations from Experiment 1 and 2 drop to .546 and .877, respectively, when these points are included.

The parabolic curve \[ \log (\text{memories per hour}) = \alpha (\log t)^2 + \beta \log t + \gamma \] also provides an excellent fit, and one which declines only slightly if the long retention points are included. The .984 and .984 correlations from Experiment 1 and 2 drop only slightly to .978 and .983, respectively. The parabola's success is not due simply to the \( \log t \) component, as the beta weight on the \((\log t)^2\) and the \( \log t \) components are roughly equal to each other in the two experiments. An exceedingly large number of functions as seemingly reasonable as a parabola in \( \log t \) could probably be fit to the data with equal success. There are reasons for considering the parabola, however. If the distribution of memories per hour is lognormal, then the logarithm of the memories per hour values would be described by the parabola given earlier in this paragraph (I owe this observation to Davis Howes). As the lognormal distribution has only two free parameters, \( \mu \) and \( \sigma \), the value of the intercept, \( \gamma \), can be calculated in terms of \( \alpha \) and \( \beta \). Unfortunately, when \( \alpha \), \( \beta \), and \( \gamma \) are all free to vary, the predictions of \( \gamma \) from \( \alpha \) and \( \beta \) are not good. Nonetheless, the parabolic function serves to demonstrate that there may be many theoretically motivated functions besides Wickelgren's that could be formulated to account for the data presented.

So far, this paper has considered the decisions among retention functions as a problem in curve fitting. Initially, this is useful because many functions can be eliminated this way, including some commonly assumed to be of value. Choosing among functions that are similar over the range of times considered here, however, is no longer a curve-fitting question, but rather one that requires other methodological and theoretical decisions.

The contribution of the first two experiments, when taken with Wickelgren's work, is to provide some empirical constraints on what kinds of functions will work. Other constraints can also be collected. Jost’s second law (Simon, 1966; Wickelgren, 1972) is a favorite. Boundary conditions, such as a finite number of memories per hour at \( t = 0 \) and zero memories per hour at \( t > \) the lifetime of the subject could also be added. By comparing these and other yet to be discovered empirical observations with the properties of the functions, a decision among functions could be made. It would be more desirable, however, to formulate a more general theory of memory which would postulate an adequate retention function. The uniqueness of the retention function would then no longer be an important question. Instead, the theory that generates the function would be tested using relevant empirical manipulations. One goal of this paper is to help provide an empirical base for such a general theory. In particular, the retention function generated by the theory should not be linear, logarithmic, or exponential. It should be empirically similar to Wickelgren’s single-trace function, which fits both autobiographical and laboratory retention. Possible functions beside the single-trace function are quite diverse mathematically, including power, exponential-power, hyperbolic, and parabolic functions of the form presented here.

A CONSIDERATION OF POSSIBLE ARTIFACTS

The data presented so far were averaged over cues (or a lack of them) and individu-
As either form of averaging could have produced the function obtained, both forms of averaging should be examined. In addition, none of the episodes recorded has been verified and none of the dates checked. The remaining experiments will try to deal with these problems.

In trying to avoid averaging over cues or subjects, it will be necessary to make plots based on less data. Data collected by Robinson (1976) provide an ideal example to demonstrate a histogram technique developed for this purpose, while allowing data from a different laboratory to be examined. Robinson had 24 undergraduates provide descriptions of episodes to 16 object words, 16 activity words, and 16 affect words. The resulting episodes were dated to at least the nearest year and month, and provided 369, 363, and 373 dated memories for the three cue word categories. Robinson was kind enough to supply his dates to me in terms of months ago.

The data from each of Robinson’s three categories were collapsed into roughly equal intervals on a logarithmic scale 1, 2 to 3, 4 to 7, 8 to 15, 16 to 31, 32 to 63, 64 to 127, and 128 to 216 months ago. Only the last interval breaks the geometric progression of a logarithmic scale because it is stopped at 18 years ago—the approximate age of the average subject. Episodes dated within the same calendar month as the experiment were recorded, but because they could have spread over such a wide range of logarithmic time, they were not included in the calculations. The number of memories in each interval was counted, and as in the first two experiments the number of memories per hour calculated. To allow for easy comparison, the number of memory per hour figures were divided by the total number of memories in each group and multiplied by 100, as if there were 100 memories in each group. This normalization also has the effect of leaving the two-parameter power function with only one free parameter to vary.

Given the limited number of points plotted no attempt will be made to try to distin-
Robinson's data just performed indicates that groups of cue words of the same type do produce retention functions of the form found in the first two experiments, but it says nothing about individual cue words.

Method

Subjects. Of the 212 subjects tested, 132 were 18 years old and all were between 17 and 21.

Procedure. Five words were chosen from the 125 words used in Experiment 1. The 125 words from that study were rank ordered by their geometric mean age of memory. From each \( \frac{1}{5} \) of this rank ordering, the word which produced the least missing data was chosen. These five words, the geometric mean age of the memories they evoked, and the percentage of subjects for which the words evoked a memory are: paper, 10 days, 92%; plant, 25 days, 96%; wine, 44 days, 100%; hospital, 61 days, 98%; and fire, 334 days, 100%. Five random orders of these words were made with each word appearing in each serial position once. Approximately one-fifth of the subjects received each order.

The instructions were similar to those used in Experiment 1 with subjects first recording five episodes and then dating them using Crovitz and Schiffman's method.

Results

The histogram method described earlier was used to group the data into ten intervals of equal size on a logarithmic scale ranging from 1 hour ago to 18 years ago. For the five words, 152, 162, 172, 190, and 159 dated episodes entered into the histograms. One interval was left out of the calculations for the word "fire" because it had no episodes. Table 1 presents the values for \( \alpha \) and \( \beta \) in the equation \( \log \) (memories per hour) = \( \alpha \log \) (hours ago) + \( \beta \). The standard errors for the \( \alpha \) values are between .02 and .07.

From the parameters and correlations given in Table 1 it is apparent that not only is averaging over cue words not necessary to produce power function, but also that the parameters associated with that power function change in an orderly fashion.

Experiment 4

A second possible artifact which could yield the retention function found here is averaging over people. Different people could recall episodes from different periods of their lives which average to the distribution described in the first three experiments. That is, the group function may not be representative of the individuals in the group. To investigate this possible problem, data were collected from individual subjects.

Method

Subjects. Ten 18-year-olds took part in the experiment.

Procedure. The 125 words used in Experiment 1 plus 201 additional words drawn randomly from Paivio, Yuille, and Madigan (1968) were arranged in a random order and typed one per line on the pages of a booklet. Half the subjects saw this order and half saw the reverse order. The instructions were similar to those of Experiment 1.

Results

The data for the seven subjects who provided dated episodes for more than two-thirds of the 326 cue words were analyzed using the histogram method described earlier. Three of these seven subjects had memories in all 10 intervals, three had no memories in one of the first two intervals (1 to 3 and 3 to 11 hours), and one subject had no memories in either of the first two inter-
TABE 2
PARAMETERS OF POWER FUNCTIONS FOR INDIVIDUAL SUBJECTS

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>Dated episodes</th>
<th>Intervals omitted</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-.87</td>
<td>.48</td>
<td>288</td>
<td>0</td>
<td>-.980</td>
</tr>
<tr>
<td>-.70</td>
<td>-.10</td>
<td>241</td>
<td>0</td>
<td>-.983</td>
</tr>
<tr>
<td>-.70</td>
<td>-.12</td>
<td>245</td>
<td>0</td>
<td>-.957</td>
</tr>
<tr>
<td>-.68</td>
<td>-.17</td>
<td>299</td>
<td>1</td>
<td>-.928</td>
</tr>
<tr>
<td>-.64</td>
<td>-.42</td>
<td>275</td>
<td>1</td>
<td>-.748</td>
</tr>
<tr>
<td>-.50</td>
<td>-.94</td>
<td>288</td>
<td>2</td>
<td>-.943</td>
</tr>
<tr>
<td>-.48</td>
<td>-1.01</td>
<td>289</td>
<td>1</td>
<td>-.966</td>
</tr>
</tbody>
</table>

vals. These zero memory per hour intervals were not included in the calculations because the logarithm of zero is undefined and it is difficult to decide on a suitable substitute value. The curves for these subjects appear normal in other ways, possibly indicating that their definition of memory did not include recent events. It is more likely, however, that as the intervals left out are quite short and require a minimum number of episodes to provide a reasonable memory per hour figure, this omission is due simply to sampling problems. In particular, the predicted log (memories per hour) per 100 memories in the first interval is less than the intercept of the power function, $\beta$, given in Table 2. For the four subjects with missing intervals, this amounts to approximately 4, 2, 1, and 1 memories in each of the first two intervals with the number of memories collected here.

The values for $\alpha$ and $\beta$ in the equation \( \log(\text{memories per hour}) = \alpha \log(\text{hours ago}) + \beta \), the number of events dated, the number of missing intervals, and the correlation to the power function for the seven individual subjects ordered by their slopes are given in Table 2. The standard errors for the seven slopes are .06, .05, .08, .10, .21, .07, and .05, respectively. Given the high correlations, it is unlikely that the retention function is an artifact of averaging over individuals with functions unlike the group function.

The design of this experiment was not intended to test for individual differences in parameters. Such individual differences, however, do appear large. Using the eight intervals for which all subjects provided data, if the eight points from each subject were assumed to be independent observations then an analysis of covariance (Walker & Lev, 1953, pp. 390–393) would indicate that the slopes are different, $F(6,42 = 5.55, p < .001$. This experiment did not investigate whether differences in the retention function were stable characteristics of the subjects, and if they were stable, whether they reflect individual differences in general memory functioning (Karis, 1979) or just individual differences in the retrieval strategies used for autobiographical memory.

EXPERIMENT 5

The dated episodes analyzed so far may be memories only in the sense that people say that they remember them. No evidence has been put forth that they are recollections of actual events. Similarly, while Robinson (1976) demonstrated that the datings are reliable, no evidence has been presented that they are valid. In some sense the question of veridicality is not important. Memory usually does not provide us with an accurate description of the past, even where there is no pressure to reconstruct, as there is with autobiographical memory (Greenwald, 1980). The autobiographical memories recorded in the first four experiments are part of the conscious verbal records of peoples’ lives on which much of behavior is based. They are important for normal functioning in the world, for setting expectations, for self-evaluation, self-concept, and so forth. As such, these
memories are important independent of the external events that they are supposed to be storing. Nonetheless, if the retention function of laboratory studies is to be shown to describe autobiographical memory, it should at least be demonstrated that the dating of the events, and thus the length of the retention interval, is not biased in a way that would affect the results.

In an attempt to investigate this problem, autobiographical memories were obtained from diary keepers. While diaries, themselves, are records of memories, the retention interval between an event and its recording is usually less than a day, making at least the dating accurate.

Method

Subjects. A questionnaire was administered to all students taking introductory psychology during one semester at Duke. It asked if the students kept a diary and over what period. The questionnaire then requested that the students provide their name and phone number if they would take part in a memory study in which no other person would see their diaries. Remuneration in terms of an unspecified amount of credit toward the experimental subject requirement and/or money was offered.

Of the 394 undergraduate subjects initially questioned, 181 did not keep diaries, and 106 of those that did indicated that they did not wish to take part in the study. Most autobiographical memories in the experiments reported here come from the recent past, approximately half from the last year. Therefore, subjects who would have taken part but who were no longer keeping their diaries were excluded. Of the remaining 48 subjects, the 18 who had kept their diaries the longest were recruited for the experiment. From the 14 subjects who completed the experiment, following all instructions, the 9 who found more than 25% of their memories in their diaries were analyzed. One of these 9 subjects was male. Three of the subjects were 17, 3 were 18, and 3 were 19 years old at the time of the experiment. The 9 subjects had kept their diaries for an average of 6 years with a range of 3 to 10 years.

Procedure. Experiment 2 was replicated for the initial session except that 100 events were recorded and dated. The dates were collected and the subjects were provided with their 100 descriptions and asked to redate them using their diaries at their leisure. The initial datings were removed to prevent an increase in the accuracy of scores caused by a vague description fitting an event on or near the date recorded (Linton, 1975).

Results

The initial datings were examined to see if the diary keepers sampled their memories in a fashion similar to that of other undergraduates. The 879 dated episodes, out of the 900 possible episodes, were analyzed in the same way as those of Experiment 2, and a 10-point histogram like those of Experiment 3 and 4 was formed. One point on the histogram, the 3- to 11-hour interval, had no recorded memories. Based on the remaining 9 points, the best-fitting power function is log (memories per hour) = -.51 log (hours ago) -.81 (r = .939). Thus, the distribution of the initial datings of the memories seems similar in form to that of the other experiments. The slope is somewhat shallower, however, probably because some of the subjects tried to record memories that could later be found in their diaries in spite of instructions to the contrary. A distribution of the memories found in diaries was not made because it would depend more on diary keeping behavior than on memory.

The nine subjects found a total of 513 memories in their diaries. These dates were subtracted from the ones originally given by the subjects. The median dating errors of the nine subjects ranged from −30 days to 0 days with a median of 0 days. Grouping all the subjects' data together, the median
error is 0 days. Thus, the errors do not seem to be biased in any particular time direction. To assess the magnitude of the errors the absolute value of the errors were calculated. The medians of the absolute errors of the nine subjects ranged from 0 to 37 days with a median of 3 days. Grouping all the subjects’ data together, 27% of the dates were on the correct day, 37% within a day, 59% within a week, 74% within a month, 93% within a year, and 97% within 2 years. If these absolute errors are expressed percentages of the elapsed time as measured by the diaries, 25% of the errors are less than 0.0%, 50% are less than 1.6%, and 75% are less than 15.2%. Thus, the errors are quite small, and at least the dating of diary keepers is quite accurate.

The largest error found was 3696 days. A description "seeing Niagra Falls," that was originally dated as occurring in 1970 fit a diary entry from 1980. It is likely that this and some of the other errors were the result of descriptions being less specific than the subjects had originally thought they were when they tried to date them again several days or weeks later (Linton, 1975). This type of error is not likely to be present in the other experiments where the dating follows the recording of the event more closely. One type of error that is likely to occur in the other experiments is apparent here. The distribution of errors as a function of time has a slight peak at one month and a larger peak at one year, indicating that the subjects do use a calendar organization as well as a time continuum to perform their dating (Robinson, 1976). The subject whose data resulted in the largest median errors suffered from this problem with 14 of her 49 possible errors off by approximately 1 year: 13 in the negative direction.

While one can claim that the diary keepers selected for this experiment are different from most other people, the experiment does offer support for the claim that the dating of memories studied in the previous experiments is relatively accurate.

General Discussion

The five experiments performed here indicate that the distribution of memories obtained from autobiographical memory is quite stable over a wide variety of conditions, ruling out several explanations of the distribution based on possible artifacts. Moreover, the distribution obtained is easily interpreted in terms of laboratory studies of retention. A set of functions that will work as empirical descriptions of retention and a set of functions that will not has been described. The best function to use cannot be determined by the curve-fitting approach used here, but must depend on other theoretical and empirical considerations.

Two issues still need to be considered. The first issue is whether the actual values of the parameters obtained here are interpretable. The second issue concerns the nature of the relationship between the sampling of autobiographical memory examined in this paper and the learning of lists in the laboratory to which it has been compared.

In deciding whether the parameters obtained here are of any real value, the power function will be considered. Examining only the power function when many functions fit the data is actually a reasonable enterprise. If the parameters of the power function vary in an interpretable manner, then the data should be orderly enough that the parameters of the other functions would also be interpretable. In addition, by normalizing the data, so that it appears as if 100 dated events were collected in all experiments, only one free parameter remains in the power function, making comparisons among experiments especially easy. Before excluding the single-trace function from discussion, however, it should be noted that the parameter for the exponential decay portion of the single-trace function, which is the portion that makes the single-trace and power function differ, had reasonable small values given the amount of
interference that might be expected among the autobiographical memories recalled. In addition, the values of the parameters for the exponential decay were similar in the two experiments that provided enough data to allow a comparison \((-3.10 \times 10^{-6} \text{ and } -6.00 \times 10^{-6}\), respectively).

The slope of the power function obtained by Crovitz and Schiffman was \(-.78\). The slope from Experiment 1, which was modeled after Crovitz and Schiffman's experiment, was \(-.82\). Crovitz and Schiffman's experiment produced a less steep slope indicating more older memories. This might be expected given the difference in cue words used. Crovitz and Schiffman used 20 high-frequency, high-imagery cue words while Experiment 1 used a broader sample of cue words, and high-imagery words are more likely to produce older memories (Rubin, 1980). The finding that different words systematically evoke memories with different event ages (Rubin, 1980) was supported by the results of Experiment 3 and accounts for the orderly progression of slopes obtained there. The five words had geometric mean ages of memories of 10, 25, 44, 61, and 334 days ago in Rubin (1980), and had slopes of \(-.78\), \(-.72\), \(-.64\), \(-.65\) and \(-.57\) in Experiment 3. Similarly, the reanalysis of Robinson's data provided an orderly change in slope, reflecting the change in the median age in memory across his three categories of cue words. The slopes there being \(-.73\), \(-.83\), and \(-1.18\).

Experiment 2, which used no cue words, produced a slope of \(-.76\). Perhaps this can be taken as the least biased measure of the slope parameter because no external cues were given. The value of the slopes from Experiment 2 and the other two experiments, which sampled a large number of autobiographical memories (Experiment 1 and Crovitz and Schiffman), are in good agreement: \(-.76\), \(-.82\) and, \(-.78\), respectively.

While the slopes produced by groups of undergraduates appear to be quite stable, individual subjects vary considerably. This individual variation in the slope, but not in the shape of the function, needs to be further investigated. Karis' (1979) finding that subjects with good imagery ability can retrieve older memories more easily than subjects with poor imagery ability indicates that the variation in slope among subjects may be more than a variation in temporary search strategy. On the other hand, people can find memories from specific parts of their lives (Chew, 1979; Crovitz & Harvey, 1979; Crovitz et al., 1980; Crovitz & Quina-Holland, 1976; Karis, 1979) and this may account for both the individual differences and the lower, \(-.51\), slope in the diary study. If the diary keepers tried to find memories that would be in their diaries, they would produce older memories, and shallower slopes.

Thus, the slope parameters seem to vary in an orderly fashion when groups of subjects are employed, allowing quantitative predictions to be made about new groups of subjects. With additional study, this claim might be extended to the slopes obtained from individuals. The individual variability in slopes does provide one technical difficulty. While the product of power functions with different slopes is a power function, the sum of power functions with different slopes need not be. Nonetheless, the distributions of individual subjects in the experiments performed here do sum to approximately a power function.

The second issue to be considered is the relationship between the sampling of autobiographical memory and the learning of lists in the laboratory to which it has been compared. Differences which weaken the analogy between these two tasks could weaken the claim that they share the same retention function. Some apparent differences stem from differences in the number of possible items that could be remembered. In a typical laboratory situation subjects remember about half of the items. In fact, if the overall percentage of items recalled gets too small, say, below 10%, the experiment becomes inefficient and subject to floor effects. In the autobiographical memory experiments performed here, sub-
jects were asked to report between 5 and 326 memories from a large set: hundreds or thousands of memories by Galton's (1879) conjecture. Thus, after a single session of these two tasks there would typically be a large difference in the number of items which were not initially remembered. Moreover, there would probably be a large difference in the number of items which were not initially remembered, but could be if more items were requested. This makes the autobiographical memory task seem more like a sampling than a memory problem, but the differences may be mostly in amount, not kind. For both tasks, new items would probably be added, given more time, and for both tasks appropriate cuing might provide new items that would not occur spontaneously. Thus, in neither task could the retention function be considered a forgetting function: in both tasks it must be considered a remembering function.

Nonetheless, at the end of an experimental session subjects would probably claim to have recalled everything they could in a list learning experiment, but not in an autobiographical memory experiment. Moreover, Wickelgren's function comes from forced-choice continuous recognition experiments in which the subjects have to decide whether each item is old or new, a choice which should provide a quite sensitive index of any knowledge subjects have, no matter how limited, making additional recall even less likely. Thus, sampling as well as retrieval may have to be included to understand the relationship between the autobiographical memory task and the list learning task, depending on the theoretical perspective being employed. The simplest initial assumption to make about sampling, and one which would not affect the claims made about a single retention function for the autobiographical memory and list learning tasks, would be that memories are sampled with equal probability from among the accessible memories. The observation that similar functions result no matter whether subjects try to record 5, 50, 100, or 326 events supports this assumption.

Another possible difference between this study and laboratory studies is introduced by the length of the retention interval. Any living organism changes over time. When we examine retention intervals that extend over a significant portion of an organism's life the confounding of such changes in the organism with the lengths of the retention intervals becomes more obvious, though in reality this confounding holds even over the shortest time. Rather than being considered a problem, these changes in the organism can be viewed as the causes for declining retrieval, possibly because the organism encoded events differently at different ages, or because the changes destroy memories, or because the organism is different at the time of recall from the way it was at encoding and can no longer retrieve stored information. Thus, a retention function can be viewed as a means of discovering changes in an organism that affect memory. This view seems at least as reasonable as pretending that memory operates in a static organism.

The five experiments of this paper are part of a series of demonstrations that recall from naturally occurring learning situations can be studied in an exact and quantitative manner (Rubin, 1975, 1977; Rubin & Olson, 1980; Rubin & Kontis, Note 2). Not only is this important in order to extend and test laboratory findings and generalizations to new situations, but also because the phenomena under study are often of importance in themselves. In this case, a quantitative function was studied which describes the distribution of autobiographical memories—memories which largely determine how we think about ourselves.
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