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Abstract

Many modern applications fall into the category of “large-scale” statistical problems, in which both the number of observations $n$ and the number of features or parameters $p$ may be large. Many existing methods focus on point estimation, despite the continued relevance of uncertainty quantification in the sciences, where the number of parameters to estimate often exceeds the sample size, despite huge increases in the value of $n$ typically seen in many fields. Thus, the tendency in some areas of industry to dispense with traditional statistical analysis on the basis that “$n$=all” is of little relevance outside of certain narrow applications. The main result of the Big Data revolution in most fields has instead been to make computation much harder without reducing the importance of uncertainty quantification. Bayesian methods excel at uncertainty quantification, but often scale poorly relative to alternatives. This conflict between the statistical advantages of Bayesian procedures and their substantial computational disadvantages is perhaps the greatest challenge facing modern Bayesian statistics, and is the primary motivation for the work presented here.

Two general strategies for scaling Bayesian inference are considered. The first is the development of methods that lend themselves to faster computation, and the second is design and characterization of computational algorithms that scale better in $n$ or $p$. In the first instance, the focus is on joint inference outside of the standard problem of multivariate continuous data that has been a major focus of previous theoretical work in this area. In the second area, we pursue strategies for improving the
speed of Markov chain Monte Carlo algorithms, and characterizing their performance in large-scale settings. Throughout, the focus is on rigorous theoretical evaluation combined with empirical demonstrations of performance and concordance with the theory.

One topic we consider is modeling the joint distribution of multivariate categorical data, often summarized in a contingency table. Contingency table analysis routinely relies on log-linear models, with latent structure analysis providing a common alternative. Latent structure models lead to a reduced rank tensor factorization of the probability mass function for multivariate categorical data, while log-linear models achieve dimensionality reduction through sparsity. Little is known about the relationship between these notions of dimensionality reduction in the two paradigms. In Chapter 2, we derive several results relating the support of a log-linear model to nonnegative ranks of the associated probability tensor. Motivated by these findings, we propose a new collapsed Tucker class of tensor decompositions, which bridge existing PARAFAC and Tucker decompositions, providing a more flexible framework for parsimoniously characterizing multivariate categorical data. Taking a Bayesian approach to inference, we illustrate empirical advantages of the new decompositions.

Latent class models for the joint distribution of multivariate categorical, such as the PARAFAC decomposition, data play an important role in the analysis of population structure. In this context, the number of latent classes is interpreted as the number of genetically distinct subpopulations of an organism, an important factor in the analysis of evolutionary processes and conservation status. Existing methods focus on point estimates of the number of subpopulations, and lack robust uncertainty quantification. Moreover, whether the number of latent classes in these models is even an identified parameter is an open question. In Chapter 3, we show that when the model is properly specified, the correct number of subpopulations can be recovered almost surely. We then propose an alternative method for estimating
the number of latent subpopulations that provides good quantification of uncertainty, and provide a simple procedure for verifying that the proposed method is consistent for the number of subpopulations. The performance of the model in estimating the number of subpopulations and other common population structure inference problems is assessed in simulations and a real data application.

In contingency table analysis, sparse data is frequently encountered for even modest numbers of variables, resulting in non-existence of maximum likelihood estimates. A common solution is to obtain regularized estimates of the parameters of a log-linear model. Bayesian methods provide a coherent approach to regularization, but are often computationally intensive. Conjugate priors ease computational demands, but the conjugate Diaconis–Ylvisaker priors for the parameters of log-linear models do not give rise to closed form credible regions, complicating posterior inference. In Chapter 4 we derive the optimal Gaussian approximation to the posterior for log-linear models with Diaconis–Ylvisaker priors, and provide convergence rate and finite-sample bounds for the Kullback-Leibler divergence between the exact posterior and the optimal Gaussian approximation. We demonstrate empirically in simulations and a real data application that the approximation is highly accurate, even in relatively small samples. The proposed approximation provides a computationally scalable and principled approach to regularized estimation and approximate Bayesian inference for log-linear models.

Another challenging and somewhat non-standard joint modeling problem is inference on tail dependence in stochastic processes. In applications where extreme dependence is of interest, data are almost always time-indexed. Existing methods for inference and modeling in this setting often cluster extreme events or choose window sizes with the goal of preserving temporal information. In Chapter 5, we propose an alternative paradigm for inference on tail dependence in stochastic processes with arbitrary temporal dependence structure in the extremes, based on the
idea that the information on strength of tail dependence and the temporal structure in this dependence are both encoded in waiting times between exceedances of high thresholds. We construct a class of time-indexed stochastic processes with tail dependence obtained by endowing the support points in de Haan’s spectral representation of max-stable processes with velocities and lifetimes. We extend Smith’s model to these max-stable velocity processes and obtain the distribution of waiting times between extreme events at multiple locations.Motivated by this result, a new definition of tail dependence is proposed that is a function of the distribution of waiting times between threshold exceedances, and an inferential framework is constructed for estimating the strength of extremal dependence and quantifying uncertainty in this paradigm. The method is applied to climatological, financial, and electrophysiology data.

The remainder of this thesis focuses on posterior computation by Markov chain Monte Carlo. The Markov Chain Monte Carlo method is the dominant paradigm for posterior computation in Bayesian analysis. It has long been common to control computation time by making approximations to the Markov transition kernel. Comparatively little attention has been paid to convergence and estimation error in these approximating Markov Chains. In chapter 6, we propose a framework for assessing when to use approximations in MCMC algorithms, and how much error in the transition kernel should be tolerated to obtain optimal estimation performance with respect to a specified loss function and computational budget. The results require only ergodicity of the exact kernel and control of the kernel approximation accuracy. The theoretical framework is applied to approximations based on random subsets of data, low-rank approximations of Gaussian processes, and a novel approximating Markov chain for discrete mixture models.

Data augmentation Gibbs samplers are arguably the most popular class of algorithm for approximately sampling from the posterior distribution for the parameters
of generalized linear models. The truncated Normal and Pólya-Gamma data augmentation samplers are standard examples for probit and logit links, respectively. Motivated by an important problem in quantitative advertising, in Chapter 7 we consider the application of these algorithms to modeling rare events. We show that when the sample size is large but the observed number of successes is small, these data augmentation samplers mix very slowly, with a spectral gap that converges to zero at a rate at least proportional to the reciprocal of the square root of the sample size up to a log factor. In simulation studies, moderate sample sizes result in high autocorrelations and small effective sample sizes. Similar empirical results are observed for related data augmentation samplers for multinomial logit and probit models. When applied to a real quantitative advertising dataset, the data augmentation samplers mix very poorly. Conversely, Hamiltonian Monte Carlo and a type of independence chain Metropolis algorithm show good mixing on the same dataset.
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6.1 Speedup functions used in analysis of compminimax.

6.2 Plot of $\epsilon_c(\tau_{\text{max}})$ (vertical axis) for values of $\tau_{\text{max}} \leq 10^5$ (horizontal axis), assuming $\tau_P(t) = t$. Vertical dashed lines in the top two panels shown at the worst-case $\delta$-mixing times for the values of $\delta$ shown in Table 6.1. Top two panels show results for $D_T$ and bottom two panels show results for $D_L$. Note different horizontal axis scale in the left top and bottom panels – the scales were chosen to make notable features more visible.

6.3 Logistic regression RMSE for estimation of $\beta$ (left) and approximate $W_{1,dK}$ distance to the exact posterior (right) as a function of computation time $\tau$ in seconds.

7.1 Cartoon comparing the posterior mode width and typical move size.

7.2 Estimated autocorrelations at lags 1-100 for the two data augmentation samplers for binomial probit and logit as well as for logit with computation by HMC. Four different values of $n$ are shown. Note that the HMC plot is on a different scale for readability; the maximum absolute correlation at any lag for that algorithm is less than 0.03.

7.3 Estimated autocorrelation functions for synthetic data examples that vary $y$ and $n$.

7.4 Plots of $\log(n)$ versus $\sigma^2(n)$ for different values of $n$. The estimated values of $k$ are 0.86 and 0.84, respectively, for $\sigma^2(n) = O(n^k)$.
7.5 Autocorrelations (left column) and Effective sample sizes (right column) for Polya-Gamma (PG), Albert and Chib (AC), and Hamiltonian Monte Carlo (HMC). The PG and HMC examples use the logit link. The boxplot of autocorrelations shows variation in the autocorrelation function across the 59,317 $\theta_i$ parameters (593 in the case of HMC), whereas the histograms of effective sample sizes also depict variation across the site-specific parameters.

A.1 Graphical representations of hierarchical models inducing PARAFAC, c-Tucker, and Tucker decompositions of $\pi$. Dashed edges indicate that there may or may not be an edge between nodes.

A.2 Examples of nonnegative PARAFAC expansions for matrices. Black indicates cells containing interaction terms, gray indicates cells that do not contain interaction terms, and white indicates cells containing zeros.

A.3 Left figure: box plot of parameter count for PARAFAC model for the simulation study based on example 4.3. Right figure: box plot of parameter count for c-Tucker model for the same simulation study.

D.1 Map with numbers labeling locations of weather stations; the numbers correspond to the order in which the stations appear in the colormap images in Figure 5.4.

D.2 Left: plots of $\hat{\gamma}_d(y_1, y_2)$ for $d = W_{1,\varphi}$ and $d = TV$ for threshold $y_i = \hat{F}^{-1}_i(0.99)$ versus Euclidean distance between points. Right: Posterior estimates of $\eta | \kappa(y_t)$ and $\eta(i,i') | \kappa(i,i')(y_t, y_{t'})$ for $y = F^{-1}(0.99)$.

E.1 RMSE($\pi, t_0, \epsilon$) between ergodic average of $\pi$ for the entire sample path from the exact algorithm and the ergodic average of $\pi$ computed from sample paths from the exact and approximate transition kernels for different computation times $\tau$ with $N = 10^9$.

E.2 RMSE for estimation of $y_{test}$ by its ergodic average (left), MAE for estimation of $y_{test}$ by its sample path median (center), and $L_1$ loss for empirical coverage of 95 percent posterior credible intervals based on the empirical quantiles of the sample path for low-rank GP approximate MCMC algorithms run on Sarcos robot arm data.
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A major focus of modern statistical science is the development of theory and methods for “large-scale” problems. The term “large-scale” refers to settings in which both the number of parameters $p$ and the number of observations $n$ may be large. This focus is driven by the availability of huge quantities of data, a phenomenon that is transforming science, medicine, and industry. The full potential of these data is still limited by the lack of algorithms and methods that provide accurate uncertainty quantification for large-scale problems. Many existing methods, particularly in large $n$ settings, obtain point estimates, despite the importance of uncertainty quantification in the sciences, where the large $n$, huge $p$ paradigm is common. In such instances, the availability of large samples has not lifted the curse of dimensionality. Outside of limited “$n = all$” industrial applications, the $p \gg n$ paradigm remains very relevant for statistical methodology; the main effect of Big Data is to make computation orders of magnitude harder without removing the need for robust uncertainty quantification. Fully Bayesian methods are well-suited to uncertainty quantification in complex scientific problems, but generally scale poorly relative to alternatives. Therefore, continued relevance of Bayesian inference for large-scale
problems will require alleviating this scaling problem.

Here, we focus on two general strategies for improving the scalability of Bayesian inference. The first is development of methods that lend themselves to faster computation, and on theoretical analysis of the properties of these methods relative to canonical, less scalable methods. Our focus in this area is joint inference, which provides many examples of large-scale problems due to the rapid growth of the dimension of the parameter space in the number of variables and the necessity of obtaining relatively large samples to achieve acceptable levels of uncertainty in parameter estimates. The second general strategy is development of more scalable algorithms for posterior computation. Here the focus is Markov chain Monte Carlo, which has long been the dominant computational strategy for fully Bayesian inference but is often unacceptably slow on large datasets. The remainder of this chapter provides some general background on these two areas, then describes the specific research questions and contributions found in later chapters.

1.1 Background and motivation

This section provides general background to motivate the specific research topics that follow.

1.1.1 Large scale joint inference

The scaling problem is particularly acute in joint modeling, where the number of parameters tends to grow very rapidly in the number of variables. Even simple joint models for $p$ variables, such as the multivariate Gaussian model, have order $p^2$ parameters. It is well-known that when a sequence of problem sizes $p_n > n$, traditional statistical estimators fail to even be consistent. As a result, in the large $p$ setting, it is common to impose parsimony in a variety of ways to make consistent estimation possible. In the continuous data setting, common alternatives for imposing parsi-
mony include sparse graphical models and factor models, which are examples of the more general sparsity and low-rank paradigms.

Much of the literature focuses on the case where the variables of interest $y_1, \ldots, y_p$ are continuous random variables. An arguably more challenging problem that has received somewhat less focus in the high-dimensional context is where $y_1, \ldots, y_p$ are categorical, with each $y_j$ taking $d_j$ possible values. In this case, the joint distribution of $y_1, \ldots, y_p$ can be described by a $\prod_j d_j$ probability tensor $\pi$, i.e. a nonnegative tensor with entries adding to one given by

$$\pi_{i_1, \ldots, i_p} = \Pr(y_1 = i_1, \ldots, y_p = i_p), \quad (1.1)$$

for any $i = (i_1, \ldots, i_p) \in \times_{j=1}^p \{1, \ldots, d_j\}$, where $\times$ is the Cartesian product. It is common to summarize the data in a contingency table, another $\prod_j d_j$ nonnegative tensor with entries $n(i)$ the number of observations of $(y_1 = i_1, \ldots, y_p = i_p)$. It is worth noting that, if the variables $y_1, \ldots, y_p$ are latent variables in a hierarchical model, this structure can be used as a general nonparametric approach to modeling the joint distribution of mixed-scale variables. Thus, all of the discussion that follows applies to a more general class of methods for joint modeling, but to simplify the exposition we will assume that $y_1, \ldots, y_p$ are observed.

The low-rank and sparsity paradigms are both relevant approaches for imposing parsimony in this setting. The canonical approach for imposing sparsity is to express $\pi$ as a log-linear model

$$\log \left( \frac{\pi_i}{\pi_0} \right) = \sum_{E \subset V} \theta_E(i_E),$$

where $V = \{1, \ldots, p\}$ and $\theta_E(i_E)$ is a parameter corresponding to the variables in $E$ taking the values $\{i_j, j \in E\}$. A common Bayesian approach to impose sparsity in this setting is to place a prior on the space of all sparse log-linear models, and an independent, conjugate prior on the parameters given the model. This results in
a Bayesian model averaging posterior, which can be expressed as a set of posterior probabilities for each (sparse) model and a posterior distribution for parameters given the model. Since there are $D = \prod d_j - 1$ free parameters in $\theta$, there are $2^D \gg 2^p$ possible sparsity patterns in $\theta$. Even if the model space is restricted to graphical models, the dimension of the model space still grows exponentially in $p$. As a result, typical computational algorithms for Bayesian inference on sparse log-linear models scale very poorly in the number of variables. Even with sophisticated stochastic search methods, the largest scale demonstration of computation for Bayesian model averaging with log-linear models has $p = 16$, which certainly does not fit the modern definition of large $p$.

One means of imposing a low-rank structure on $\pi$ is to express $\pi$ in PARAFAC tensor expansion

$$\pi_{i_1\ldots i_p} = \sum_{h=1}^{K} \nu_h \prod_{j=1}^{p} \lambda^{(j)}_{h_{i_j}},$$

(1.2)

where $\lambda^{(j)}_{h}$ and $\nu$ are probability vectors, i.e. nonnegative vectors with entries adding to 1. Low-rank structure can be encouraged by choosing a prior that favors a relatively small number of mixture components $K$ in (1.2). Another common approach is to fix $K$ at some modest value, then use a stick-breaking or Dirichlet$(1/K, \ldots, 1/K)$ prior on $\nu$; the latter has been shown to asymptotically recover the correct number of mixture components in other settings. Posterior computation under these priors can be performed using a straightforward Gibbs sampler that scales linearly in $p$.

Several demonstrations of related models in the literature have performed inference for $p$ into the thousands. Thus, the fully Bayesian sparse paradigm for log-linear models is not scalable, whereas the low-rank paradigm scales well in $p$.

An important application for the model in (1.2) is inference on population structure from multilocus genotype data. While in many cases the objective of the model
in (1.2) is to obtain a parsimonious representation of the joint distribution of multivariate categorical data, in this setting a focus of inference is estimation of the rank, \( K \). The dominant methods in this application area provide poor or no uncertainty quantification, despite the scientific nature of the application, where hypothesis testing is considered critical. A more fundamental issue is whether \( K \) is an identified parameter, and whether consistent estimators of \( K \) even exist. These questions relate to an interesting area of algebraic statistics that contains a number of open problems.

In cases where \( n \) is not too small relative to \( D \), good performance in estimation of \( \pi \) and \( \theta \) can sometimes be achieved through shrinkage, without utilizing priors that place nonzero mass on sparse \( \theta \). Shrinkage priors generally offer much faster computation than sparsity-inducing priors. In such settings, shrinkage often remains beneficial even when \( n \) is relatively large, since low probability configurations of \( y_1, \ldots, y_p \) are often unobserved, leading to non-existence of classical maximum likelihood estimates. The Bayesian paradigm offers a coherent way to induce shrinkage through the prior. Conjugate priors offer a particularly efficient alternative, since the posterior is available in closed form so that the only computation necessary in the exponential family is the calculation of sufficient statistics. When the number of observations of \( y_1, \ldots, y_p \) is considered fixed at \( N \), the result is the Multinomial\((N, \pi)\) likelihood for the counts \( n(i) \). Since the multinomial is in the exponential family, there exists a conjugate prior of the Diaconis-Ylvisaker class given by

\[
dq(\theta; N_0, n_0) = e^{N_0 n_0^T \theta - N_0 M(\theta)}, \quad N_0 \in \mathbb{R}, n_0 \in \mathbb{R}^D.
\]  

On observing data \( n \) with entries summing to \( N \) and sufficient statistics \( \bar{n} \), the posterior is then also Diaconis–Ylvisaker, with parameters \( N_0 + N, n_0 + \bar{n} \), i.e. \( dq(\theta \mid x) = dp(\theta; N_0 + N, n_0 + \bar{n}) \). Since the data are often provided as the counts \( n(i) \) for \( \{i : n(i) > 0\} \), this approach to inducing shrinkage is essentially computation-free. The main drawback is that \( q \) is a non-standard distribution, which complicates
posterior inference, computation of credible intervals, and hypothesis testing. As a consequence, it is more common to rely on Gaussian priors, with computation by data augmentation Gibbs sampling. Although computation is much more intensive, the resulting MCMC sample paths can be used directly for approximate posterior inference.

Another joint inference problem in which the large \( n \), large \( p \) setting is commonly encountered is that of modeling dependence in the extremes of stochastic processes. Tail dependence is a topic of growing interest in many areas. Following the financial crisis of 2008-2009, many blamed the widespread use of the Gaussian copula, which lacks tail dependence, to model risk in credit derivative portfolios as a contributing factor. Growing concerns about the long-term effects of climate change have induced a fundamental re-examination of how we quantify dependence in catastrophic events. Ultimately, existential risk stems from many “unlikely” events occurring simultaneously, and therefore it is critical to understand whether “worst case” events are likely to co-occur.

The standard model of extremes of stochastic processes is the max-stable process (De Haan (1984), Beirlant et al. (2006), Coles et al. (2001)). A process \( Y(x), x \in \mathcal{X} \) for an index set \( \mathcal{X} \) is max-stable if there exist sequences \( a_n(x), b_n(x) \) and a process \( w(x), x \in \mathcal{X} \) such that for every finite collection of points \( x \), we have

\[
Y(x) = \lim_{n \to \infty} \frac{\max_{i=1}^{n} w_i(x) - a_n(x)}{b_n(x)},
\]

where \( \{w_i\}_{i \leq n} \) are independent copies of \( w(x) \) (De Haan and Ferreira (2007), Beirlant et al. (2006), Schlather (2002)). In the spatial or spatiotemporal setting, one usually takes \( \mathcal{X} = \mathbb{R}^d \) for some integer \( d \). This model is quite general in the sense that if there exist \( \mathcal{X} \)-indexed sequences \( a_n(x) \) and \( b_n(x) \) such that normalized maxima of the form (5.1) converge, then the limit must be a max-stable process De Haan and Ferreira (2007). Fitting max-stable processes to data is inherently a high-dimensional
problem because there is no finite-dimensional parametric model of a max-stable process. This contrasts with other stochastic processes commonly encountered in statistics, such as the Gaussian process, where the entire process can be modeled in terms of a positive-definite kernel function with only a few parameters.

One way to construct max-stable processes is to utilize de Haan’s spectral characterization. Define a stochastic process $Z$ by

$$Z(x) = \sup_j u_j k(x, \xi_j)$$

(1.5)

where $k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ is a nonnegative kernel, $p(u) \propto u^{-2}$, and $\xi$ are points of a homogeneous Poisson process. This process has a max-stable distribution (Schlather (2002)). A common choice for $k$ is the isotropic Gaussian kernel $k(x, x') = \frac{1}{\sqrt{2\pi}} \exp(- (x - x')^2 / 2)$, which was initially proposed by Smith. This choice leads to tractable joint distributions for the process at pairs of locations. Despite this, fitting the process to data is challenging. To begin with, data are usually transformed prior to model fitting by taking maxima over windows or discarding data that do not exceed some high threshold, since only the extreme observations are well-approximated by a max-stable process, and data near the center of the distribution would tend to swamp the extreme observations in any likelihood-based (e.g. Bayesian) modeling approach. Thus, one generally needs to start with large $n$ to have sufficient data left after taking maxima or thresholding. Moreover, even with the Gaussian choice for $k$, computation remains a major challenge, because of the infinite number of unknown support points in the Poisson process and the intractability of the likelihood. As a result, fully Bayesian inference on tail dependence is practically infeasible, and the literature has focused on approximations and optimization-based computation.
1.1.2 Bayesian computation and MCMC

Thus far we have focused on scalability from a methodological perspective, using the challenging context of joint inference as a canonical example. From this perspective, some methods are more amenable to computation than others, and thus scaling Bayesian inference to large-scale problems is associated with proposing methods that lend themselves to faster computation. When utilizing this strategy, quantifying theoretically the tradeoffs in choosing a method because of the availability of a scalable algorithm rather than purely based on its statistical properties is of fundamental importance. Another perspective from which to view this problem is to propose new computational algorithms for Bayesian computation that make more methods tractable for large-scale problems. This approach has the advantage of avoiding the tradeoff resulting from choosing a method that is in some sense sub-optimal for the question of inferential interest simply for its computational tractability.

Arguably the dominant method for posterior computation is Markov chain Monte Carlo (MCMC). While a number of alternatives, such as variational approximations, are generally more scalable, they tend to be inferior to MCMC in uncertainty quantification. Since robust quantification of uncertainty is an important motivation for using Bayesian methods, MCMC has remained very popular among practitioners. MCMC proceeds by constructing a transition kernel $\mathcal{P}$ of an ergodic Markov chain $\theta_1, \ldots, \theta_T$ with invariant measure the posterior $\Pi(\theta \mid y)$, then collects sample paths from the chain. Expectations of functionals are then approximated from their ergodic averages $\Pi(\theta \mid y)(f) \approx \frac{1}{T} \sum_{t=0}^{T} f(\theta_t)$. Other posterior quantities of interest can also be approximated based on samples from the chain, such as approximating quantiles of the posterior by sample quantiles of the chain, or the full posterior by the empirical measure of the sample path.

The computational complexity of MCMC can be understood in terms of three
quantities: (1) the computational complexity of taking a single step from the transition kernel $P$; (2) the number of steps necessary for the measure of the next step of the chain to be “close” to the invariant measure; and (3) the number of steps required at or near the stationary measure to achieve acceptable simulation error in approximating posterior quantities of interest. The first can be studied via computational complexity analysis common in computer science, while the second and the third are associated with the convergence rate and autocorrelation function of the Markov chain. The overall computational complexity of the chain scales like the product of (1) and the least efficient of (2) and (3). For example, if the computational complexity of a single step is $O(np)$, $O(n\sqrt{p})$ steps are required to get “close” to the invariant measure, and $O(n^2p)$ samples are required at stationarity to achieve the desired simulation error, then the overall computational complexity of the MCMC algorithm is $O(n^3p^2)$.

One approach to improving the computational scalability of MCMC is to reduce the computational complexity of taking a single step from $P$ by making approximations. In particular, suppose that $P_\epsilon$ is a transition kernel that provides a uniform approximation to $P$, i.e. that satisfies

$$\sup_{\theta,\theta'\in\Theta} ||P(\theta; \cdot) - P(\theta'; \cdot)||_{TV} < \epsilon,$$  

(1.6)

where $||P - Q||_{TV}$ is the total variation distance between probability measures $P$ and $Q$ given by

$$||P - Q||_{TV} = \sup_{A\in\Theta} |P(A) - Q(A)|,$$

and $\Theta$ is the parameter space, which is also the state space of the Markov chain. Then, if $P_\epsilon$ has lower computational complexity per step than $P$, a more scalable MCMC algorithm can potentially be constructed by substituting $P_\epsilon$ for $P$. This practice – largely unacknowledged – has long been common in applied Bayesian
statistics, but has very little theoretical support. Critically, \( P_e \) will not have invariant measure \( \Pi \), and thus any quantities computed based on sample paths from \( P_e \) will be biased, possibly negating the computational advantage of using \( P_e \) in the first place. On the other hand, \( P_e \) may have a different convergence rate and autocorrelation function than \( P \), which could either improve or erode the computational advantage of \( P_e \). It is therefore of substantial interest to develop a better theoretical framework for assessing the performance of such transition kernel approximations in Bayesian computation.

Understanding the computational complexity of MCMC is an important problem beyond the context of approximating transition kernels. Often, MCMC algorithms that perform well with moderate \( p \) and \( n \) can become unacceptably inefficient in large \( n \) or large \( p \) problems. One way to address this is to study the limiting behavior of MCMC algorithms as either \( n \) or \( p \) approach \( \infty \). While the computational complexity of taking a single step from \( P \) is usually straightforward to compute, understanding the overall scaling behavior of the algorithm requires studying the scaling behavior of the convergence rate and the autocorrelation function, which is often mathematically challenging. These types of studies are quite common in the probability and computational physics literature, but relatively rare in the statistics literature. However, if MCMC is to remain the principal computational paradigm in Bayesian statistics, more such investigations will need to be done, particularly for the MCMC algorithms most commonly used by applied statisticians. This would likely result in the proposal of alternative MCMC algorithms when commonly used algorithms are found to exhibit poor limiting behavior. Of particular interest is what should be considered “scalable” in this context. The traditional notion in computer science is that exponential time algorithms are unacceptably slow, while polynomial time algorithms are often “good enough.” However, some have suggested that in the large-scale setting, polynomial time is often unacceptable, making it necessary
to search for quasilinear time algorithms for most problems. Which of these notions is closer to the truth remains somewhat of an open question.

1.2 Research topics and principal contributions

1.2.1 Tensor decompositions and sparse log-linear models

The discussion in the previous section regarding contingency table analysis makes clear that, when the data generating process corresponds to a relatively low-rank probability tensor $\pi$, Bayesian inference for latent structure models is highly scalable. On the other hand, while sparse log-linear models can be very parsimonious, Bayesian computation for these models scales very poorly in the number of parameters $p$. While one option is to simply choose the latent structure model, sparse log-linear models are often highly appealing because of the interpretation of sparsity in $\theta$ as corresponding to conditional independence relationships between the variables $y_1, \ldots, y_p$. Therefore, an appealing possibility is to perform computation in the latent structure parametrization, then use the posterior for $\pi$ to perform inference in the log-linear parametrization.

A basic requirement for this approach to be feasible is a relationship between the sparse and low-rank notions of parsimony for $\pi$. In particular, if the true joint probability distribution $\pi$ corresponds to a sparse log-linear model, there must exist a relatively low-rank PARAFAC representation for $\pi$. This is the basic question that we address in Chapter 2, by attempting to upper bound the PARAFAC rank of $\pi$ as a function of the sparsity of $\theta$. We show that such a relationship does exist, and that certain classes of sparse log-linear models are associated with low-rank tensors, while other classes may have tensor ranks that grow much more rapidly than the number of nonzero entries of $\pi$. Motivated by these findings, we propose a completely new family of latent class models, corresponding to a new type of tensor factorization, and show that these models offer parsimonious representations of a larger family of sparse
log-linear models without sacrificing computational scalability. We show in a series of simulation studies that the parameters of a large class of sparse log-linear models can be recovered from the posterior of the new latent class models with minimal estimation loss, providing support for the feasibility of this strategy. In addition, the techniques used in showing the bounds are likely to be of substantial independent interest.

1.2.2 Estimation of tensor rank and its application in population structure analysis

When the variables $y_1, \ldots, y_p$ in (1.1) correspond to alleles of genes at $p$ loci, the model in (1.2) is often employed for inference on the genetic structure of a population. Of particular interest is estimation of $K$, the PARAFAC tensor rank of $\pi$. The currently dominant method in biology offers no uncertainty quantification, and a number of papers in the statistics literature raise questions about whether it is possible to reliably estimate $K$. In Chapter 3, we address these issues by proposing an alternative prior on $K$ that allows for computation by a split-merge Gibbs sampler and produces a full posterior distribution for $K$ that can be employed to quantify uncertainty in this parameter. We also address the issue of whether $K$ can be estimated from data by showing that under very general conditions, when the true $\pi$ is generated by a random PARAFAC decomposition of rank $K$, then there exists a lower-rank representation of $\pi$ with probability zero. In conjunction with existing results in algebraic statistics, this provides theoretical support for estimation of $K$. We also provide a numeric procedure for checking formal identifiability of $K$ for a problem size (value of $p$ and $d_j, j = 1, \ldots, p$) of interest.

1.2.3 Optimal Gaussian approximations to the posterior for log-linear models with conjugate priors

The posterior under the Diaconis-Ylvisaker prior in (4.7) provides essentially computation-free shrinkage estimation for log-linear models, but the resulting posterior is non-
standard, complicating inference and hypothesis testing. A more tractable approximation to the posterior under the Diaconis-Ylvisaker prior is therefore of substantial interest. In Chapter 4, we propose a Gaussian approximation to the Diaconis-Ylvisaker posterior, and show that it is the optimal Gaussian approximation in the Kullback-Leibler sense. Empirically, the proposed approximation provides a better approximation to the posterior than the more commonly used Laplace approximation. This observation is of broader interest, since the Laplace approximation is commonly used in exponential families. If the result that the Laplace approximation is not optimal extends beyond the case of the Multinomial likelihood considered here, then it suggests an alternative class of default Gaussian approximations for exponential families.

1.2.4 Tail waiting times and extremes of stochastic processes

Inference on dependence in the extremes of stochastic processes focuses on the case where some transformation of the data – e.g. maxima over windows or the data that exceed some threshold – are thought to be approximately realizations of the max-stable process defined in (1.4). In applications, it is almost always the case that one has a set of observations \( w(x, t) = (w(x_1, t), \ldots, w(x_n, t)) \) on a stochastic process \( \{W(x, t)\} \) at a collection of points \( x_1, \ldots, x_n \) and times \( t_1, \ldots, t_p \). These observations could represent hourly precipitation, maximum daily wind speed, or, if we treat the spatial index set \( \mathcal{X} \) as a latent coordinate in an attribute space, essentially any multivariate time series, such as daily stock prices. Incorporating temporal dependence within existing methods for inference in this setting is often cumbersome, with many of the proposed approaches requiring multi-stage estimation procedures that sacrifice efficiency. In this context, data are almost always temporally dependent, so this is a substantial shortcoming of current approaches. Moreover, the max-stable process itself does not typically include a time-indexed dimension, so that
if time is introduced as an added dimension in $\mathcal{X}$, dependence across time would be governed by the same process as dependence across space.

The spectral characterization of the max-stable process provides motivation for how one might develop a class of heavy-tailed stochastic processes better suited to modeling temporal and spatially dependent extreme events. A useful physical heuristic for the expression in (1.5) takes the support points $\xi_j$ to be the centers of storms, the kernels $k$ their shapes, and the magnitudes $u_j$ their intensities. In this rubric, the value of $Z$ can be taken to be extreme weather events, caused by the most intense storm to occur at any location over some period of time. This heuristic suggests some shortcomings of the generic max-stable process for modeling weather events and other physical phenomena, since the “storms” are static in space and time, unlike real storms. This motivates the development of a novel class of heavy-tailed stochastic processes that we refer to as max-stable velocity processes, discussed in Chapter 5. This process explicitly includes a time-indexed domain with different dynamics than the spatial margins of the process. Informally, a max-stable velocity process arises when the “storms” in the spectral characterization of the max-stable process are endowed with finite lifetimes and nonzero velocities.

Direct inference on the parameters of a max-stable velocity process is computationally intensive. To circumvent this, while preserving temporal and dependence information, we utilize waiting times between threshold exceedances at pairs of points as data. We obtain several results showing that the waiting time distribution in a max-stable velocity process can be well approximated by finite mixtures of exponentials. We also propose a method to utilize the posterior distribution under a finite exponential mixture model to perform inference on the strength of extreme dependence, and hypothesis testing for tail independence. The method is computationally efficient and simple.

We then apply this method to analysis of four real datasets: (1) daily precipi-
tation data for U.S. cities; (2) exchange rates; (3) daily prices of the 30 stocks that comprise the Dow Jones Industrial Average; and (4) electrical potential at single neurons in the brain of a mouse exploring a maze. The method compares favorably with existing methods when extremes tend to occur simultaneously, while detecting tail dependence that occurs at time lags that other methods miss, and providing a quantitative measure of the strength of tail dependence that is meaningful in both cases. The use of waiting times between exceedances represents a new paradigm in statistical inference on tail dependence.

1.2.5 “Approximate” Markov chains in large-scale Bayesian inference.

Substituting a transition kernel $P_\epsilon$ satisfying the uniform approximation error condition in (1.6) for a transition kernel $P$ with invariant measure $\Pi$ can potentially lead to improved computational speed and scaling in $n$ and $p$. However, the extent of this advantage depends on several characteristics of both $P$ and $P_\epsilon$, as well as on the inferential goals and loss function chosen. In Chapter 6, we show a number of theoretical results relating the approximation error $\epsilon$ and the convergence rate of the original kernel $P$ to estimation error for ergodic averages of sample paths from $P$ and $P_\epsilon$. We then introduce an optimality concept that provides a decision rule for whether to use $P_\epsilon$ or $P$ given a loss function measuring the cost of incorrectly estimating $\Pi f$ and a computational budget $\tau$. This concept is referred to as compminimax. The compminimax decision rule is computed by thresholding a relative efficiency function. This function depends on $\epsilon$ and $\tau$ as well as the speedup $s_\epsilon$ of the kernel $P_\epsilon$, which is the number of steps that can be taken with $P_\epsilon$ in the time required to take one step from $P$. The conclusion is that for relatively small computational budgets, aMCMC is compminimax optimal. As the computational budget increases, the advantage of aMCMC diminishes and eventually exact MCMC is compminimax optimal.
Using the theoretical results and optimality concept described above, we analyze three non-trivial aMCMC algorithms: Gibbs sampling for logistic regression using random minibatches of data; low-rank approximations to Gaussian process regression, and a novel approximate algorithm we propose for computation of the tensor decomposition model described in Chapter 2. An important conclusion is that to achieve control of the approximation error to the posterior, many aMCMC algorithms must adapt to the current state of the Markov chain. Empirical studies showed that in all three cases, it is possible to achieve significant speedup with minimal loss of estimation accuracy for certain parameters and functionals. Thus, another important conclusion is that tradeoffs between estimation accuracy and computation time must be assessed in the context of inferential goals.

1.2.6 Scaling behavior of MCMC samplers for generalized linear models.

The scaling properties of MCMC algorithms as $n$ or $p$ grow without bound are useful in understanding the performance of these algorithms in large-scale problems. This generally must be addressed on a case-by-case basis for different MCMC algorithms. As yet, little work has been done to characterize these properties for MCMC algorithms for generalized linear models, despite the importance of these models in applied statistics. The most common MCMC algorithms for generalized linear models utilize data augmentation Gibbs sampling. Motivated by a challenging dataset from quantitative advertising, we show in Chapter 7 that these algorithms exhibit poor mixing and convergence properties in large samples. The cause of this deficit is not specific to a particular algorithm, but rather a feature of data augmentation that is difficult to avoid. Additionally, the results imply that the usual paradigm in machine learning and computer science of characterizing polynomial time algorithms as “scalable” or “fast” is not always relevant to MCMC. The algorithms we study have convergence times that grow polynomially in $n$, but are practically useless in
large samples, providing support that quasilinear time algorithms may be required to ensure practical performance in large-scale problems.
2

Tensor Decompositions and Sparse Log-linear Models

2.1 Introduction

Parsimonious models for contingency tables are of growing interest due to the routine collection of data on moderate to large numbers of categorical variables. We study the relationship between two paradigms for inference in contingency tables: the log-linear model (Fienberg and Rinaldo (2007), Bishop et al. (2007), Agresti (2002)) and latent structure models (Stouffer et al. (1950), Gibson (1955), Lazarsfeld and Henry (1968), Anderson (1954), Madansky (1960), Haberman (1974), Goodman (1974)) that induce a tensor decomposition of the joint probability mass function (Dunson and Xing (2009), Bhattacharya and Dunson (2012)). We aim to understand situations where the joint probability corresponding to a sparse log-linear model has a low rank tensor factorization. Connecting the seemingly distinct notions of parsimony in the two parameterizations can motivate the use of factorizations having a combination of computational tractability and flexibility.

Let $V = \{1, \ldots, p\}$ denote a set of $p$ categorical variables. We use $(y_j, j \in V)$
to denote variables, with $y_j \in \mathcal{I}_j$ having $d_j = |\mathcal{I}_j|$ levels. Without loss of generality, we assume $\mathcal{I}_j = \{1, \ldots, d_j\}$. Let $\mathcal{I}_V = \times_{j \in V} \mathcal{I}_j$. Elements of $\mathcal{I}_V$ are referred to as cells of the contingency table; there are $\prod_{j=1}^{p} d_j$ cells in total. We generically denote a cell by $\mathbf{i}$, with $\mathbf{i} = (i_1, \ldots, i_p) \in \mathcal{I}_V$. The joint probability mass function of $\mathbf{y} = (y_1, \ldots, y_p)$ is denoted by $\pi$, with

$$\pi_{i_1 \ldots i_p} = \Pr(y_1 = i_1, \ldots, y_p = i_p), \quad \mathbf{i} \in \mathcal{I}_V. \tag{2.1}$$

A $p$-way tensor $M \in \mathbb{R}^{d_1 \times \cdots \times d_p}$ is a multiway-array which generalizes matrices to higher dimensions Kolda and Bader (2009). Two common forms of tensor decomposition which extend the matrix singular value decomposition are the PARAFAC Harshman (1970) and Tucker Tucker (1966); De Lathauwer et al. (2000a,b) decompositions. Note that $\pi = (\pi_{i_1 \ldots i_p})_{\mathbf{i} \in \mathcal{I}_V}$ can be identified with a $\mathbb{R}^{d_1 \times \cdots \times d_p}$-probability tensor, which is a non-negative tensor with entries summing to one. Given $n$ i.i.d. replicates of $\mathbf{y}$, let $n(\mathbf{i})$ denote the cell-count of cell $\mathbf{i}$. We assume the cell counts are multinomially distributed according to the probabilities in $\pi$.

Inference for contingency tables often employs log-linear models that express the logarithms of the entries in $\pi$ as a linear function of parameters related to the index of each cell. Most of these parameters relate to interactions between the variables Agresti (2002). A saturated log-linear model has as many parameters as $\pi$ has cells. To reduce dimensionality, it is common to assume a large subset of the interaction parameters are zero, and estimate the model using $L_1$ regularization Roth and Fischer (2008); Nardi and Rinaldo (2012), decomposition approaches Dahinden et al. (2010), or Bayesian model averaging Dobra and Lenkoski (2011); Dobra et al. (2004); Massam et al. (2009). Zero interaction terms are easily interpreted in terms of conditional and marginal independence relationships among the variables. A significant literature exists on Bayesian inference for log-linear models, focusing mainly on the development of novel conjugate priors Dawid and Lauritzen (1993); Massam et al.
An alternative approach is to assume that the $p$ variables are conditionally independent given one or more discrete latent class indices, with dependence induced upon marginalization over the latent variable(s). The attractiveness of such latent class models arises partly from easy model fitting using data-augmentation, with a Bayesian nonparametric formulation allowing the number of latent classes to be learned from the data Dunson and Xing (2009). Dunson and Xing (2009) showed that a single latent class model is equivalent to a reduced-rank non-negative PARAFAC decomposition of the joint probability tensor $\pi$, while the multiple latent class model in Bhattacharya and Dunson (2012) implied a Tucker decomposition. See also Zhou et al. (2013) and Kunihama and Dunson (2012) for extensions of these models to more complex settings.

Latent class models and log-linear models can be unified within a larger class of graphical models with observed and unobserved variables (see e.g. Lauritzen (1996); Humphreys and Titterington (2003)). In particular, Geiger et al. (2001) describes relationships between the number of components in a PARAFAC expansion of $\pi$ and the topological structure of the corresponding parameter space of a log-linear model, with consequences for estimation and selection in latent structure models. Others have established additional connections between latent structure models and the algebraic topology of the log-linear model Settimi and Smith (1998); Smith and Croft (2003); Rusakov and Geiger (2002); Garcia et al. (2005); Fienberg et al. (2007); Letac and Massam (2012).

These two classes of models impose sparsity (or parsimony) in seemingly different ways, and to best of our knowledge, no connection has been established yet in this regard. The class of sparse log-linear models is often considered a desirable data
generating class in high dimensional settings for flexibility and ease of interpret-
ation, and it is important to determine whether there exist low rank expansions for
probability tensors corresponding to sparse log-linear models. Determining whether
a nontrivial relationship exists is a major focus of the paper. Working with a class
of weakly hierarchical log-linear models, we provide precise bounds on the tensor
ranks of sparse log-linear models. There are limited results on ranks of higher-order
tensors, and the techniques developed here may be of independent interest.

The complementary goal of this work is to leverage insights from our theoretical
study to develop improved classes of factorization models that provide computa-
tionally tractable alternatives to sparse log-linear models. Sparse log-linear models
are appealing in terms of interpretation and flexibility but unfortunately cannot be
implemented practically in high dimensions. Motivated by our theoretical results
that usual latent class models require many extra parameters to characterize sparse
log-linear models, we propose a new class of collapsed Tucker (c-Tucker) factoriza-
tions. These factorizations can parsimoniously characterize complex interactions in
categorical data, including data generated from sparse log-linear models. We pro-
pose Bayesian methods for analyzing data under c-Tucker models, demonstrating
advantages over usual PARAFAC-type latent class models.

This paper is organized as follows. Section 2 introduces notation and provides
background relevant to log-linear models and latent structure models. Section 3 pro-
vides our main theoretical results on the rank of probability tensors corresponding to
sparse log-linear models, and defines classes of sparse log-linear models correspond-
ing to relatively low rank probability tensors. Section 4 introduces and motivates
the proposed collapsed Tucker model. Section 5 presents a numerical study of the
Bayesian collapsed Tucker model, focusing on its performance in estimation of \( \pi \) and
the parameters of a log-linear model; we also show close agreement to an alternative
method on a real data example. Section 6 gives further discussion of results and
implications.

2.2 Notation and background

We introduce some notation and background on log-linear models and tensor decompositions. Additional notation will be introduced in Section 3.

2.2.1 Log-linear models

A standard approach to contingency table analysis parametrizes $\pi$ as a log-linear model satisfying certain constraints. For a subset of variables $E \subset V$, we adopt the notation of Massam et al. (2009) to denote by $i_E$ the cells in the marginal $E$-table, so that $i_E \in I_E := \times_{j \in E} I_j$. Let $\theta_E(i_E)$ denote the interaction among the variables in $E$ corresponding to the levels in $i_E$. With this notation, a log-linear model assumes the form

$$\log(\pi_{i}) = \sum_{E \subset V} \theta_E(i_E). \quad (2.2)$$

As a convention, $\theta_\emptyset$ corresponds to $E = \emptyset$. To identify the model we choose the corner parameterization Agresti (2002); Massam et al. (2009), which sets $\theta_E(i_E) = 0$ if there exists $j \in E$ such that $i_j = 1$. In the binary setting ($d_j = 2$ for all $j$) with corner parametrization, any $E$ for which $\theta_E(i_E) \neq 0$ must have every element of $i_E$ equal to 2. In this case we will represent $\theta_E(i_E)$ as $\theta_E$ since there is no ambiguity. When $d > 2$, the notation $\theta_E$ refers to the collection of parameters $\{\theta_E(i_E) : i_E \in I_E\}$, and $\theta_E = 0$ indicates $\theta_E(i_E) = 0$ for all $i_E \in I_E$.

Let $\theta = \{\theta_E(i_E) : i_\gamma \neq 1, \forall \gamma \in E\}$ denote the collection of free model parameters and $S_\theta$ denote the collection of nonzero elements of $\theta$. A saturated model includes all free model parameters, so that $|S_\theta| = \prod_j d_j - 1$. Although any model that is not saturated is technically sparse, when we refer to sparse log-linear models we have in mind settings where $|S_\theta| \ll \prod_j d_j - 1$. We will be primarily concerned with how the
degree and structure of sparsity affects the nonnegative tensor rank of $\pi$.

An attractive feature of log-linear models is that the parameters are interpretable as defining conditional and marginal independence relationships between the $y_j$’s. A log-linear model is hierarchical Massam et al. (2009); Dellaportas and Forster (1999); Darroch et al. (1980) if for every $E \subset V$ for which $\theta_E = 0$, we have $\theta_F = 0$ for all $F \supseteq E$. Here we work with a more general class of log-linear models that contains hierarchical models. We refer to this class as weakly hierarchical.

**Definition 2.2.1.** A log-linear model is weakly hierarchical when the following condition is satisfied: if $\theta_E(i_E) = 0$ for $E \subset V$ and $i_E \in \mathcal{I}_E$, then $\theta_F(i'_F) = 0$ for every $F \supseteq E$ and $i'_F \in \mathcal{I}_F$ such that $i'_j = i_j$ for all $j \in E$.

When $d_j = 2$ for all $j$, weakly hierarchical models and hierarchical models define identical subsets of log-linear models, but if any $d_j > 2$, the collection of hierarchical models is a proper subset of the collection of weakly hierarchical models. To see this, suppose a model is weakly hierarchical. Assume $\theta_E = 0$. Then, $\theta_E(i_E) = 0$ for all $i_E \in \mathcal{I}_E$. Let $F \supseteq E$. For any $i'_F \in \mathcal{I}_F$, $\theta_F(i'_F) = 0$ by weak hierarchicality, since $\theta_E(i'_E) = 0$. Since $i'_F$ is arbitrary, we must have $\theta_F = 0$, proving hierarchicality.

The essential difference between hierarchical and weakly hierarchical models is illustrated by the following example. Let $V = \{1, 2, 3\}$ and $d_1 = d_2 = d_3 = 4$. Suppose

$$S_{\theta} = \{\theta_{\{1\}}(2), \theta_{\{2\}}(2), \theta_{\{3\}}(2), \theta_{\{1,2\}}(2,2), \theta_{\{1,3\}}(2,2), \theta_{\{2,3\}}(2,2), \theta_{\{1,2,3\}}(2,2,2)\}.$$  

In other words, any interactions that correspond to all variables in $E$ taking level 2 are nonzero, and all others are zero. This model is weakly hierarchical but not hierarchical. For a model to be hierarchical, the collection of nonzero parameters must be uniquely specified by a generator – a collection of subsets of $V$. For weakly hierarchical models, some interactions corresponding to a single subset $E$ may be zero and others nonzero, so long as Definition 2.2.1 is satisfied.
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2.2.2 Tensor Factorization Models

An alternative to log-linear models is latent structure analysis (Stouffer et al. (1950); Gibson (1955); Lazarsfeld and Henry (1968); Anderson (1954); Madansky (1960); Haberman (1974); Goodman (1974)), which assumes the $y_1, \ldots, y_p$ are conditionally independent given one or more latent class variables. In marginalizing out the latent class variables, one obtains a tensor decomposition of $\pi$. Latent structure models inducing PARAFAC and Tucker decompositions are briefly reviewed below.

**PARAFAC models**

An $m$-component non-negative PARAFAC decomposition Harshman (1970) of a probability tensor $\pi$ is given by

$$\pi = \sum_{h=1}^{m} \nu_h \lambda_h^{(1)} \otimes \ldots \otimes \lambda_h^{(p)} = \sum_{h=1}^{m} \nu_h \bigotimes_{j=1}^{p} \lambda_h^{(j)},$$

(2.3)

where $\otimes$ denotes an outer product, each $\lambda_h^{(j)} \in \Delta^{(d_j-1)}$ is an element of the $(d_j - 1)$ dimensional simplex, and $\nu \in \Delta^{(m-1)}$. Element wise, $\pi_{i_1 \ldots i_p} = \sum_{h=1}^{m} \nu_h \prod_{j=1}^{p} \lambda_h^{(j)}$.

By constraining $\nu$ and the $\lambda_h^{(j)}$s to be probability vectors, it is ensured that the entries of $\pi$ are non-negative and sum to one. The vectors $\lambda_h^{(j)}$ are referred to as the arms of the tensor decomposition.

A probabilistic PARAFAC decomposition (Dunson and Xing (2009)) of $\pi$ can be induced by a single index latent class model

$$y_j \mid z \sim \text{Multi}\{1, \ldots, d_j\}, \lambda_h^{(j)}, \ldots, \lambda_{zd_j}^{(j)}),$$

$$\Pr(z = h) = \nu_h, h = 1, \ldots, m.$$

(2.4)

Marginalizing over the latent variable $z$, we obtain expression (2.3).

---

1. $(\otimes_{j=1}^{p} \lambda_h^{(j)})_{i_1 \ldots i_p} = \prod_{j=1}^{p} \lambda_h^{(j)}$

2. $\Delta^{(r-1)} = \{x \in \mathbb{R}^r : x_j \geq 0 \forall j, \sum_{j=1}^{r} x_j = 1\}$
Unlike matrices, there is no unambiguous definition of the rank of a tensor. A notion of tensor rank is derived restricting attention to PARAFAC expansions. The nonnegative PARAFAC rank of a nonnegative tensor \( M \) is the minimal value of \( m \) for which there exist nonnegative vectors \( \tilde{\lambda}_h^{(j)} \) such that
\[
M = \sum_{h=1}^{m} \bigotimes_{j=1}^{p} \tilde{\lambda}_h^{(j)}. \tag{2.5}
\]
We will denote the nonnegative PARAFAC rank of a tensor \( M \) as \( \text{rnk}^{+}_P(M) \). In the case of probability tensors, the definition in (2.5) is equivalent to the minimum \( m \) such that (2.3) holds, since the weights \( \nu_h \) can be absorbed into the arms \( \lambda_h^{(j)} \). For probability tensors, we can always write a trivial PARAFAC expansion exploiting the probabilistic structure as
\[
\pi_{i_1\ldots i_p} = Pr(y_1 = i_1 \mid y_2 = i_2, \ldots, y_p = i_p) Pr(y_2 = i_2, \ldots, y_p = i_p) \tag{2.6}
\]
\[
= \sum_{c_2 \in I_2} \ldots \sum_{c_p \in I_p} Pr(y_1 = i_1 \mid y_2 = c_2, \ldots, y_p = c_p) \mathbb{1}_{(c_2 = i_2, \ldots, c_p = i_p)}
\times Pr(y_2 = c_2, \ldots, y_p = c_p).
\]
To see the correspondence with (2.3), introduce one level of \( h \) for each distinct value of the multi-index \((c_2, \ldots, c_p)\) so that \( m = \prod_{j=2}^{p} d_j \), and set \( \nu_h = Pr(y_2 = c_2, \ldots, y_p = c_p) \), \( \lambda^{(1)}_{h1} = Pr(y_1 = i_1 \mid y_2 = c_2, \ldots, y_p = c_p) \) and \( \lambda^{(j)}_{hi} = \mathbb{1}_{(i_j = c_j)} \) for \( j = 2, \ldots, p \). As a consequence, we obtain an upper bound of \( d^{p-1} \) on the nonnegative PARAFAC rank \( \text{rnk}^{+}_P(\pi) \) when \( d_j = d \) for all \( j \). Thus, every nonnegative tensor has finite nonnegative PARAFAC rank, and the single latent class model has full support.

**Tucker models**

An \( m \)-component nonnegative Tucker decomposition Tucker (1966); De Lathauwer et al. (2000a) alternatively expresses the entries in \( \pi \) as
\[
\pi_{c_1\ldots c_p} = \sum_{h_1=1}^{m} \ldots \sum_{h_p=1}^{m} \phi_{h_1\ldots h_p} \prod_{j=1}^{p} \lambda^{(j)}_{h_j c_j}, \tag{2.7}
\]
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where $\phi$ is an $m^p$ core probability tensor and $\lambda^{(j)}_h \in \Delta^{d_j-1}$ for every $h$ and $j$. The Tucker decomposition can be thought of as a weighted sum of $m^p$ tensors each having PARAFAC rank one with weights given by the entries in $\phi$; conversely, the PARAFAC is a special case of the Tucker decomposition where the core is an $m \times 1$ probability vector.

A probabilistic Tucker expansion of a probability tensor $\pi$ can be induced by a latent class model with a vector of latent class indicators $z = (z_1, \ldots, z_p)$,

$$y_j \mid z \overset{\text{ind.}}{\sim} \text{Multi}(\{1, \ldots, d_j\}, \lambda^{(j)}_{z_j1}, \ldots, \lambda^{(j)}_{z_jd_j})$$

$$\Pr(z_1 = h_1, \ldots, z_p = h_p) = \phi_{h_1 \ldots h_p}.$$  \hspace{0.5cm} (2.8)

From this, it is clear that $\phi$ parametrizes the joint distribution of the latent variables $z_1, \ldots, z_p$. See Bhattacharya and Dunson (2012) for a class of hierarchical models that induce a structured Tucker decomposition of a probability tensor.

The Tucker decomposition gives rise to an alternative definition of the nonnegative tensor rank of a tensor $M$ as the minimal value of $m$ such that $M$ can be expressed exactly by an expansion of the form in (2.7). We will denote the nonnegative Tucker rank of a tensor $M$ as $\text{rnk}_T^+(M)$. In the case where $d_j = d$ for all $j$, an argument similar to the one in (2.6) shows that for probability tensors $\pi$,

$$\text{rnk}_T^+(\pi) \leq d.$$  \hspace{0.5cm} (2.9)

The scale of Tucker ranks is quite different from that of PARAFAC ranks because the core itself has dimension $m^p$. Therefore, in modeling it is common to choose a parsimonious representation of the core, an issue we revisit in Section 2.4.

2.3 Main results: PARAFAC rank of sparse log-linear models

2.3.1 PARAFAC rank result for general $p$ and $d$

We now provide bounds on the non-negative PARAFAC rank of joint probability tensors. There are few results on ranks of tensors beyond three dimensions and
the techniques developed here are likely to be of independent interest. All proofs are deferred to the Appendix. In addition to the bounds developed in this section based on probabilistic arguments, we provide algebraic constructions in the two-dimensional case in a supplementary document (see Johndrow et al. (2014a)).

In the results that follow, we exploit the fact that a PARAFAC expansion of a probability tensor has a dual representation as a latent variable model (2.4), and the PARAFAC rank of a probability tensor can be defined in terms of the support of the corresponding latent class variable. Remark 2.3.1 re-expresses an observation from Lim and Comon (2009) that formalizes this relationship. For a nonnegative integer-valued random variable \( w \), denote \( \text{spt}(w) = \{ h : Pr(w = h) > 0 \} \).

**Remark 2.3.1.** Suppose \( \pi \) is a product \( p \) probability tensor, and let \( y_1, \ldots, y_p \) be categorical random variables with joint distribution defined by \( \pi \). Then \( \text{rnk}_P^\pi(\pi) = \bigwedge_{z \in Z} |\text{spt}(z)| \), where \( Z \) is the collection of all finitely-supported, discrete latent variables \( z \) such that

\[
Pr(y_1 = i_1, \ldots, y_p = i_p | z = h) = \prod_{j=1}^{p} Pr(y_j = i_j | z = h),
\]

for all \( h \in \text{spt}(z) \) and \( i \in \mathcal{I}_V \).

Therefore, if a latent variable \( z \) satisfying (2.9) can be constructed, then the rank of \( \pi \) can be at most \( |\text{spt}(z)| \). Our recipe to create such discrete random variables \( z \) is to partition the probability space \( \mathcal{Y} \) on which \( (y_1, \ldots, y_p) \) is defined and assign \( z \) a constant value on each partition set. Since \( y \) is a mapping from \( \mathcal{Y} \) to \( \mathcal{I}_V \), for any partition of \( \mathcal{I}_V \), the inverse images of the partition sets under the mapping \( y \) define a partition of \( \mathcal{Y} \). We shall restrict our attention to such partitions of \( \mathcal{Y} \). As a convention to simplify notations, we shall continue to use \( Pr \) to denote probabilities under the probability measure induced on \( \mathcal{I}_V \) via the measurable map \( y \). For subsets \( B_j \subset \mathcal{I}_j \), it follows from a standard property that \( Pr(y_1 \in B_1, \ldots, y_p \in B_p) = Pr(\times_{j=1}^{p} B_j) \),
with the first probability defined on the $\sigma$-algebra on $\mathcal{Y}$ and the second on the product $\sigma$-algebra on $\mathcal{I}_V$. We shall henceforth identify the event \{\(y_1 \in B_1, \ldots, y_p \in B_p\)\} in $\mathcal{Y}$ with the event \(\times_{j=1}^p B_j\) in $\mathcal{I}_V$. For a set \(A \in \mathcal{I}_V\), \(Pr(y_1 \in B_1, \ldots, y_p \in B_p \mid A)\) is defined as \(Pr[(\times_{j=1}^p B_j) \cap A]/Pr(A)\).

We now elaborate on the construction of $z$. For a partition $\mathcal{P}$ of $\mathcal{I}_V$, with \(\{A_1, \ldots, A_{|\mathcal{P}|}\}\) denoting an (arbitrary) enumeration of the sets in $\mathcal{P}$, we define a discrete random variable $z = z_{\mathcal{P}}$ on $\mathcal{Y}$ corresponding to $\mathcal{P}$ as
\[
z = h\mathbb{1}_{A_h}(y), \quad h = 1, \ldots, |\mathcal{P}|.
\]
(2.10)

In particular, for partitions $\mathcal{P}_j$ of $\mathcal{I}_j$, we can define the product partition $\mathcal{P}$ as
\[
\mathcal{P} = \times_{j=1}^p \mathcal{P}_j := \left\{ \times_{j=1}^p B_j : B_j \in \mathcal{P}_j \right\}.
\]
(2.11)

It follows from properties of the Cartesian product that $\mathcal{P}$ indeed forms a partition of $\mathcal{I}_V$ and $|\mathcal{P}| = \prod_{j=1}^p |\mathcal{P}_j|$.

Clearly, for any $z$ as in (2.10), (2.9) is equivalent to
\[
Pr(y_1 = i_1, \ldots, y_p = i_p \mid A_h) = \prod_{j=1}^p Pr(y_j = i_j \mid A_h),
\]
(2.12)

for all $h = 1, \ldots, |\mathcal{P}|$ and $i \in \mathcal{I}_V$. We now proceed to create partitions $\mathcal{P}$ satisfying (2.12). First, observe that the trivial PARAFAC expansion in (2.6) corresponds to the product partition (2.11) with $\mathcal{P}_1 = \mathcal{I}_1$ and $\mathcal{P}_j = \{\{c_j\} : c_j \in \mathcal{I}_j\}$ for $j \geq 2$, so that the event \(\{z = h\}\) for each $h$ designates an event of the form $\mathcal{I}_1 \times \{c_2\} \times \ldots \times \{c_p\}$.

Clearly, $|\mathcal{P}| = d_{\max}^{p-1}$; the trivial upper bound. Our main target is to show that much tighter bounds can be achieved under the assumption of weak hierarchicality.

We introduce some additional notation here. For a variable $j \in V$, let $\mathcal{C}_\theta^{(j)}$ denote the levels of variable $j$ that share a non-zero two-way or higher order interaction with at least one other variable. For weakly hierarchical models, it is sufficient
to only search over the non-zero two-way interactions, so that $C_{\theta}^{(j)} = \{c_j \in \mathcal{I}_j : \text{there exists } j' \neq j \text{ and } c_{j'} \in \mathcal{I}_{j'} \text{ such that } \theta_{\{j,j'\}}(c_j, c_{j'}) \neq 0\}$. For any $\theta$, let $C_{\theta} := \{(E, i_E) : |E| \geq 2, \theta_E(i_E) \neq 0\}$ and $C_{\theta,2} := \{(E, i_E) : |E| = 2, \theta_E(i_E) \neq 0\}$. Note that $C_{\theta}$ is not the collection of non-zero second or higher order interactions; elements of $C_{\theta}$ are tuples $(E, i_E)$ such that there is a non-zero interaction among variables in $E$ corresponding to the levels in $i_E$. $C_{\theta,2}$ is constructed similarly for the non-zero two-way interactions only.

If the model is weakly hierarchical, it follows from Definition 2.2.1 that for any subset $C'$ of $(C_{\theta}^{(j)})^c$, $y_{j} 1_{C'}(y_j) \perp y_{[-j]}$, where $y_{[-j]} = (y_1, \ldots, y_{j-1}, y_{j+1}, \ldots, y_p)$ and for random variables $x_1, x_2$, $x_1 \perp x_2$ indicates marginal independence. Thus, instead of having to let the levels of $z$ vary over all events of the form $\{\{c_2\} \cap \ldots \cap \{c_p\}\}$, one can coarsen the partition $\mathcal{P}$ in (2.11) by pooling together all the levels in $(C_{\theta}^{(j)})^c$ to form a single element of $\mathcal{P}_j$. Further improvement can be achieved by scanning through the variables in a particular order and only considering the subset of $C_{\theta}^{(j)}$ that correspond to non-zero two-way interactions with variables that appear later in the ordering. We formalize this observation in Theorem 2.3.1 below.

**Theorem 2.3.1.** Suppose $\pi$ is a $d^p$ probability tensor corresponding to a weakly hierarchical log-linear model. Let $\sigma$ be a permutation on $V$. For each $j = 1, \ldots, p-1$, denote $G_\sigma^{(j)} = \{\sigma(j+1), \ldots, \sigma(p)\}$ and define $B_{\sigma(j)}$ to be the following subset of $C_{\theta}^{(j)}$:

$$B_{\sigma(j)} = \{i_{\sigma(j)} \in \mathcal{I}_{\sigma(j)} : \exists f \in G_\sigma^{(j)} \text{ and } i_f \in \mathcal{I}_f \text{ s.t. } \theta_{\{\sigma(j), f\}}(i_{\sigma(j)}, i_f) \neq 0\}.$$  

Then, the PARAFAC rank $\text{rnk}_p^+(\pi)$ of $\pi$ is at most

$$\bigwedge_{\sigma} \prod_{j=1}^{p-1} (|B_{\sigma(j)}| + 1).$$

The bound in Theorem 2.3.1 gives the correct upper bound $d^p - 1$ when the model is saturated, since then for any permutation $\sigma$ we have $|B_{\sigma(j)}| = (d - 1)$ for $j =$
1, \ldots, p - 1. More importantly, it is easy to compute and provides a useful estimate of the order of the PARAFAC rank in \(d\) and/or \(p\) when the interactions are uniformly spread. However, if the interactions are highly structured, Theorem 2.3.1 may yield the trivial upper bound irrespective of the true rank, as seen in Example 2.3.3 below.

Our next result provides sharper bounds on the PARAFAC rank. In the first part of Theorem 2.3.2, we provide a “dimension-free” upper bound that is unaffected by increasing \(d\) as long as the true PARAFAC rank is constant. We then present a tight upper bound in the second part of Theorem 2.3.2 which cannot be globally improved in the class of weakly hierarchical log-linear models.

**Theorem 2.3.2.** Suppose \(\pi\) is a probability tensor corresponding to a weakly hierarchical log-linear model. Let \(H = \{H_1, \ldots, H_p\}\) denote collections of sets of indices, where each \(H_j \subset \mathcal{I}_j\). Given \(H\), define \(T_{(C_\theta,H)} = \{(E,i_E) \in C_\theta : i_j \in H_j \text{ for some } j \in E\}\) and let

\[
\mathcal{H} = \{H : T_{(C_\theta,H)} = C_\theta\}.
\]  

(2.13)

Assume \(C_\theta^{(j)} \neq \emptyset\) for all \(j\). Then,

\[
rnk_p^+(\pi) \leq \bigwedge_{H \in \mathcal{H}} \left( \prod_{j \in V} (|H_j| + 1) \right).
\]  

(2.14)

For any \(l \in V\), set \(W_l = \{j \in V \setminus \{l\} : |H_j| = d - 1\}\) and \(\bar{W}_l = V \setminus W_l\). Then, a tight upper bound on \(rnk_p^+(\pi)\) is

\[
\bigwedge_{H \in \mathcal{H}} \bigwedge_{l \in V} \left( \prod_{j \in V} (|H_j| + 1) - \left[ \prod_{j \in W_l} (|H_j| + 1) \right] \left[ \prod_{j \in \bar{W}_l} |H_j| \right] \right).
\]  

(2.15)

The full proof of Theorem 2.3.2 is provided in Appendix A.1; Example 2.3.4 illustrates the main ideas of the proof.

**Remark 2.3.2.** By definition, \(T_{(C_\theta,H)} \subset C_\theta\), so the condition \(T_{(C_\theta,H)} = C_\theta\) in the definition of \(\mathcal{H}\) in (2.13) equivalently requires that for every \((E,i_E) \in C_\theta, i_j \in H_j\) for
some $j \in E$. Moreover, for weakly hierarchical models, $T_{(C_\theta,H)} = C_\theta \iff T_{(C_\theta,2,H)} = C_{\theta,2}$.  

**Remark 2.3.3.** Theorem 2.3.2 assumes $C^{(j)}_\theta \neq \emptyset$ for all $j$, i.e., every variable shares at least one second order interaction. Clearly, the set of variables which do not satisfy the condition are marginally independent of all other variables and do not contribute to the rank. Letting $U = \{j : C^{(j)}_\theta = \emptyset\}$, the statement of Theorem 2.3.2 will continue to hold without this assumption as long as we replace all instances of $V$ by $V^* = V \setminus U$.

### 2.3.2 Illustrative Examples

In this subsection, we present two examples to highlight the refinement of the bounds in Theorem 2.3.2 over Theorem 2.3.1 and illustrate the main ideas behind the proof of Theorem 2.3.2.

In the setting of Example 2.3.3 below, the expressions in (2.14) and (2.15) can be explicitly calculated to illustrate the improvement over Theorem 2.3.1.

**Example 2.3.3.** Suppose $p = 2$ and $d_1 = d_2 = d$. Assume $\theta_{\{1,2\}}(2, c_2) \neq 0$ for all $c_2 \geq 2$, $\theta_{\{1,2\}}(c_1, 2) \neq 0$ for all $c_1 \geq 2$ and $\theta_{\{1,2\}}(c_1, c_2) = 0$ otherwise. Thus, level 2 of variable 1 interacts with all levels except 1 of variable 2, and similarly, level 2 of variable 2 interacts with all levels except 1 of variable 1. In addition, for convenience of illustration, also assume that all main effects are zero\(^3\), so that

$$
\log \pi_{i_1i_2} = \theta_0 + \theta_{\{1,2\}}(i_1, i_2)1_{i_1=2, i_2 \geq 2} + \theta_{\{1,2\}}(i_1, i_2)1_{i_1 \geq 2, i_2=2}.
$$

Letting $J_d$ denote the $d \times d$ matrix given by $v_1 \otimes v_2$, where $\{v_1\}_{i_1} = 1_{i_1 \neq 2}$ and $\{v_2\}_{i_2} = 1_{i_2 \neq 2}$, we can write $\pi = e^{\theta_0}J_d + \tilde{\pi}$, where $\tilde{\pi}$ is a $d \times d$ non-negative matrix.

\(^3\) Here and in several later examples, we assume that the main effects $\{\theta_E(i_E) : |E| = 1\}$ are zero for notational brevity. While formally these models are not weakly hierarchical, the inclusion of nonzero main effects do not influence the PARAFAC rank and hence this assumption can be made without loss of generality.
with entries
\[ \tilde{\pi}_{i_1i_2} = e^{\theta_0 + \theta_{1,2}(i_1,2)l_{(i_2=2)} + \theta_{2,2}(i_2,2)l_{(i_1=2)}} l_{(i_1=2 \text{ or } i_2=2)}. \]

Note that \( \tilde{\pi} \) is everywhere zero except in the second row and column. In case of non-negative matrices, \( \text{rnk}_P^+(A) \) equals the ordinary matrix rank \( \text{rnk}(A) \) when \( \text{rnk}(A) \leq 2 \) (see Gregory and Pullman (1983)). It is easy to see that the ordinary matrix rank of \( \tilde{\pi} \) is 2, since there are at most two linearly independent columns. Hence, \( \text{rnk}_P^+(\tilde{\pi}) = 2 \) and applying Lemma A.1.1 in the Appendix, we conclude \( \text{rnk}_P^+(\pi) \leq 1 + \text{rnk}_P^+(\tilde{\pi}) \leq 3 \). Barring pathological cases, the ordinary rank \( \text{rnk}(\pi) \) will always be 3, and since \( \text{rnk}_P^+(A) \geq \text{rnk}(A) \) for matrices (Cohen and Rothblum (1993)), \( \text{rnk}_P^+(\pi) \) will also be exactly 3.

In applying Theorem 2.3.1, we have \( |B_1| = |B_2| = d - 1 \), so that we always get the trivial upper bound \( d \) irrespective of the choice of \( \sigma \).

Next, apply Theorem 2.3.2. Observe that \( H = \{\{2\}, \{2\}\} \in \mathcal{H} \), since all of the interaction terms have either \( c_1 = 2 \) or \( c_2 = 2 \), and hence the upper bound in (2.14) is reduced to 4 irrespective of the value of \( d \). With this choice of \( H \), the expression inside the minimum in (2.15) becomes \( (|H_1|+1)(|H_2|+1) - |H_1||H_2| = 4 - 1 = 3 \), which returns the exact rank.

As in case of Theorem 2.3.1, the main strategy of proving Theorem 2.3.2 is to carefully construct a partition \( \mathcal{P} \) of \( \mathcal{I}_V \) and define \( z \) as in (2.10). In this case generate a partition utilizing the sets \( H_j \) and establish the conditional independence (2.12) exploiting the definition of \( \mathcal{H} \). Let \( \bar{H}_j = \mathcal{I}_j \setminus H_j \) and let \( \mathcal{P}_{H,j} \) denote the partition of \( \mathcal{I}_j \) consisting of the singleton sets \( \{i_j\} \) for \( i_j \in H_j \) and the set \( \bar{H}_j \). Define a partition \( \mathcal{P}_H^0 \) of \( \mathcal{I}_V \) as the Cartesian product (2.11) of the partitions \( \mathcal{P}_{H,j} \). It is then immediate that \( |\mathcal{P}_j| = |H_j|+1 \) and hence \( |\mathcal{P}| = \prod_{j=1}^p(|H_j|+1) \). The non-trivial aspect of the proof of (2.14) is to show that for any \( H \in \mathcal{H} \), \( y_1, \ldots, y_p \) are conditionally independent given any set \( A \in \mathcal{P}_H^0 \). The tight upper bound in (2.15) of Theorem
2.3.2 exploits that certain sets in $\mathcal{P}_H^0$ can be merged without sacrificing conditional independence. Although detailed proofs of these facts are provided in Appendix A.1, we highlight the salient features in Example 2.3.4, which is an extension of Example 2.3.3 to higher dimensions with a more complicated interaction structure.

**Example 2.3.4.** Let $p = 5$ with $d \geq 4$ and suppose $S_\theta$ is given by

\[
\begin{align*}
\theta_{\{1,2\}}(2, c_2) &\neq 0 \text{ for } c_2 \geq 2 & \theta_{\{2,3\}}(2, c_3) &\neq 0 \text{ for } c_3 \geq 2 \\
\theta_{\{3,4\}}(2, c_4) &\neq 0 \text{ for } c_4 \geq 2 & \theta_{\{4,5\}}(2, c_5) &\neq 0 \text{ for } c_5 \geq 2 \\
\theta_{\{1,5\}}(c_1, 2) &\neq 0 \text{ for } c_1 \geq 2 & \theta_{\{2,4\}}(2, c_4) &\neq 0 \text{ for } c_4 \geq 2 \\
\theta_{\{1,4\}}(2, c_4) &\neq 0 \text{ for } c_4 \geq 2 & \theta_{\{1,2,4\}}(2, 2, 4) &\neq 0 \\
\theta_{\{2,5\}}(2, c_5) &\neq 0 \text{ for } c_5 \geq 2 & \theta_{\{1,5\}}(2, c_5) &\neq 0 \text{ for } c_5 \geq 2 \\
\theta_{\{1,2,5\}}(2, 2, 4) &\neq 0,
\end{align*}
\]

so there are two nonzero three-way interactions. It is not difficult to see that Theorem 3.1 gives the trivial bound of $d^4$ for all $5! = 120$ permutations. Now, let $H_j = \{2\}$ for each $j$, so that $H = \{\{2\}, \{2\}, \{2\}, \{2\}, \{2\}\}$. From (2.3.2), we can verify that $H \in \mathcal{H}$. Hence, the conclusion of (2.14) holds and $\text{rank}_{\pi}^+(\pi) \leq 2^5 = 32$, a massive reduction.

As an illustration of the proof technique, we now show that

1. (2.12) holds with a specific $A \in \mathcal{P}_H^0$ and a specific cell $i \in A$, providing intuition for the proof of (2.14);
2. (2.12) continues to hold when two example sets in $\mathcal{P}_H^0$ that have $(|V| - 1)$ identical coordinate projections that are singleton sets are merged, providing intuition for the proof of (2.15); and,
3. that (2.12) fails when two example sets in $\mathcal{P}_H^0$ that do not have $(|V| - 1)$ identical coordinate projections that are singleton sets are merged, providing a heuristic for the tightness of (2.15).
Since $H_j = \{2\}$, $\bar{H}_j = \{1, 3, \ldots, d\}$; we shall denote this by $\{\neq 2\}$ for brevity. The partition $\mathcal{P}_{H,j}$ of $\mathcal{L}_j$ therefore consist of the two sets $\{2\}$ and $\{\neq 2\}$ for each $j = 1, \ldots, 5$ and the partition $\mathcal{P}_H^0$ has 32 elements.

Part 1

Consider the event $A = \{2\} \times \{2\} \times \{2\} \times \{\neq 2\} \times \{\neq 2\} \in \mathcal{P}_H^0$ and the cell $i = (2, 2, 4, 4, 4)$. We show that (2.12) holds with $A$ and $i$, i.e., if $A^*$ denotes the event $\{y = i\}$ then

$$Pr(A^* | A) = Pr(y_1 = 2 | A) Pr(y_2 = 2 | A) Pr(y_3 = 2 | A) \times Pr(y_4 = 4 | A) Pr(y_5 = 4 | A)$$

$$= 1 \times 1 \times 1 \times Pr(y_4 = 4 | A) Pr(y_5 = 5 | A). \quad (2.16)$$

Now notice that

$$Pr(y_4 = 4 | A) = \sum_{c_5 \neq 2} \frac{\pi_{2224c_5}}{Pr(A)} = Pr(A^* | A) \sum_{c_5 \neq 2} \frac{\pi_{2224c_5}}{\pi_{22244}}$$

and similarly

$$Pr(y_5 = 4 | A) = \sum_{c_4 \neq 2} \frac{\pi_{222c_4^4}}{Pr(A)} = Pr(A^* | A) \sum_{c_4 \neq 2} \frac{\pi_{222c_4^4}}{\pi_{22244}}.$$

So (2.16) is equivalent to showing

$$\frac{Pr(A)}{\pi_{22244}} = \sum_{c_4 \neq 2} \sum_{c_5 \neq 2} \frac{\pi_{2224c_5}}{\pi_{22244}} \frac{\pi_{222c_4^4}}{\pi_{22244}}.$$

Since

$$\frac{Pr(A)}{\pi_{22244}} = \sum_{c_4 \neq 2} \sum_{c_5 \neq 2} \frac{\pi_{222c_4c_5}}{\pi_{22244}} = \sum_{c_4 \neq 2} \sum_{c_5 \neq 2} \frac{\pi_{222c_4c_5}}{\pi_{222c_4^4}} \frac{\pi_{222c_4^4}}{\pi_{22244}},$$

we need to show that

$$\frac{\pi_{222c_4c_5}}{\pi_{222c_4^4}} = \frac{\pi_{2224c_5}}{\pi_{22244}}. \quad (2.17)$$
All main effects and interactions that correspond to variables $y_1, \ldots, y_4$ will be eliminated in the ratios on both sides, so we focus only on those involving $y_5$. This gives us that the LHS of (2.17) – assuming $c_5 \neq 4$ – is
\[
\exp \left( \theta_{\{5\}}(c_5) - \theta_{\{5\}}(4) + \theta_{\{1,5\}}(2, c_5) - \theta_{\{1,5\}}(2, 4) + \theta_{\{2,5\}}(2, c_5) - \theta_{\{2,5\}}(2, 4) - \theta_{\{1,2,5\}}(2, 2, 4) \right)
\]
The RHS differs only in the value of $y_4$, but since there are no $\{4, 5\}$ interactions at these levels of the variables and the level of $y_4$ is the same in the numerator and denominator on the RHS, equality holds in (2.17), despite the fact that there are nonzero three-way interactions. Note that $\theta_{\{1,2,4\}}(2, 2, 4)$ cancelled on the RHS and was either zero or cancelled on the LHS as well (the latter occurring when $c_4 = 4$).

\textit{Part 2}

Fix $l = 5$. The partition $\mathcal{P}_H^0$ contains the sets
\[
A^\delta = \{\{2\} \times \{2\} \times \{2\} \times \{2\} \times \{2\}\}
\]
\[
A^\beta = \{\{2\} \times \{2\} \times \{2\} \times \{2\} \times \{\neq 2\}\}.
\]
These sets share $|V|-1=4$ coordinate projections that are singleton sets, e.g. the set $\{2\}$ corresponding to variables 1 through 4. Now set
\[
A^\epsilon = A^\delta \cup A^\beta = \{\{2\} \times \{2\} \times \{2\} \times \{2\} \times \mathcal{I}_5\}
\]
and put $\mathcal{P}_H^1 = (\mathcal{P}_H^0 \setminus A^\beta, A^\delta) + A^\epsilon$. Following the argument in the display after (2.11), we have conditional independence given $A^\epsilon$. Since this is the only set in $\mathcal{P}_H^1$ that is not in $\mathcal{P}_H^0$, $\mathcal{P}_H^1$ satisfies (2.12). Therefore, we see that it is possible to merge two sets that have $(|V|-1)$ identical coordinate projections that are singleton sets to create a coarser partition that continues to satisfy (2.12). Though we do not show it rigorously in this example, it is only possible to merge two sets of this form in $\mathcal{P}_H^0$ while maintaining conditional independence, giving us the upper bound $\operatorname{rnk}_p^\pi(\pi) = 2^5 - 1 = 31$. The same value is given by (2.15).
We now utilize the same setup to demonstrate the key argument as to why (2.15) is tight. This principle can be described succinctly as the failure of conditional independence upon replacing sets in the partition $A_0^H$ with their union when these sets do not have in common at least $|V| - 1$ identical singleton events. Let $A^\beta$ and $A^*$ be as in Parts 2 and 1, respectively, and set

$$A^\gamma = \{\{2\}, \{2\}, \{2\}, \{\neq 2\}, \{\neq 2\}\}$$

and note that $A^\gamma$ and $A^\beta$ share $3 = |V| - 2$ identical coordinate projections which are singleton events. Then

$$A^\gamma \cup A^\beta = \{\{2\}, \{2\}, \{2\}, I_4, \{\neq 2\}\}.$$  

Since $A^\gamma$ and $A^\beta$ share only $|V| - 2$ singleton coordinate projections, (2.12) should fail if we merge these sets. So we want to show that

$$Pr(A^* \mid A) \neq Pr(I_4 \mid A)Pr(\{\neq 2\} \mid A).$$

This will be true iff

$$\frac{\pi_{2224c_5}}{\pi_{2224c_4}} \neq \frac{\pi_{2224c_5}}{\pi_{22244}} \quad (2.18)$$

for one or more values of $c_4 \in A_4, c_5 \in A_5$. Here, unlike our previous example using this setup, $c_4$ can take any value in $I_4$, including the value 2. However, $\theta_{(4,5)}(2, c_5) \neq 0$ for any $c_5 \geq 2$. So now on the LHS of (2.18) we get

$$\exp \{\theta_{(5)}(c_5) - \theta_{(5)}(4) + \theta_{(1,5)}(2, c_5) - \theta_{(1,5)}(2, 4) + \theta_{(2,5)}(2, c_5) - \theta_{(2,5)}(2, 4) - \theta_{(1,2,5)}(2, 2, 4) + \theta_{(4,5)}(2, c_5) - \theta_{(4,5)}(2, 4)\}.$$

when $c_4 = 2$ and $c_5 \neq 4$. But on the RHS we still get

$$\exp \{\theta_{(5)}(c_5) - \theta_{(5)}(4) + \theta_{(1,5)}(2, c_5) - \theta_{(1,5)}(2, 4) + \theta_{(2,5)}(2, c_5) - \theta_{(2,5)}(2, 4) - \theta_{(1,2,5)}(2, 2, 4)\}$$

always, so there are events contained in $A$ where the equality fails, and therefore conditional independence does not hold.
As a concluding comment, in all the examples where we could calculate the exact rank explicitly, the bound in (2.15) produced the exact rank. However, to show that (2.15) provides the exact rank, we need an additional condition; see Remark 2.3.4 below (a proof is provided in the supplement Johndrow et al. (2014a)).

**Remark 2.3.4.** Suppose for every $H \in \mathcal{H}$ for which there exists $H^* \in \mathcal{H}$ such that $H_j^* \subseteq H_j$ for every $j$, the smallest partition $\mathcal{P}^\inf_H$ satisfying (2.9) that can be formed from unions of the events in $\mathcal{P}^0_H$ satisfies $|\mathcal{P}^\inf_H| \geq |\mathcal{P}^\inf_{H^*}|$. Then (2.15) gives the exact value of $\text{rnk}_P^+(\pi)$.

### 2.3.3 Practical consequences of rank results

We provide corollaries to Theorem 2.3.1 that give insight into cases where a relatively low PARAFAC rank can be expected. These corollaries motivate subsequent analysis of the statistical properties of latent class models. The number of parameters in a PARAFAC decomposition is given by $(k - 1) + k \sum_{j=1}^p d_j$, where $k = \text{rnk}_P^+(\pi)$. Hence, the PARAFAC rank determines precisely the parameter complexity of the related latent class model, and bounding the rank is sufficient to bound parameter complexity.

The results in this section make some additional assumptions about the support of the log-linear model. As a basis for comparison across the different cases, we will consider the order of the PARAFAC rank as a function of $p$ or $d$ under different scenarios for the support of the log-linear model. This provides a rough indication of the extent of dimension reduction that is achievable with PARAFAC decompositions in different cases.

Corollary 2.3.5 shows that when the maximum number of interacting levels of all variables is small relative to $d$ the rank will be substantially reduced.

**Corollary 2.3.5.** If $|C^{(j)}_g| < \eta - 1$ for all $j$, $\text{rnk}_P^+(\pi) < \eta^{p-1}$.  
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Proof. This follows immediately from Theorem 2.3.1 by noting that the condition $|C^j_\theta| < \eta - 1$ implies that $|B_{\sigma(j)}| < \eta - 1$ for every permutation $\sigma$ and every $j$.

In the case where $\eta \ll d$, the condition in Corollary 2.3.5 reduces the PARAFAC rank by a factor of $(d/\eta)^{p-1}$. However, the PARAFAC rank is still exponential in $p$, so this assumption is unhelpful in controlling the PARAFAC rank as a function of $p$. By Theorem 2.3.2, the exact rank is also exponential in $p$, so in general the order of the exact PARAFAC rank as a function of $p$ is the same as that given by Corollary 2.3.5, which relies on Theorem 2.3.1.

If we also assume that certain types of conditional independence exist, useful bounds on the PARAFAC rank as a function of both $d$ and $p$ can be obtained. Corollary 2.3.6 gives one such result.

**Corollary 2.3.6.** Suppose that the conditions in Corollary 2.3.5 hold and for $J \subset V$, set $y_{(J)} = \{y_j : j \in J\}$. Then if $y_{(J^c)}$ are independent given the variables $y_{(J)}$, $\text{rnk}_p^+(\pi) \leq \eta^{|J|}$.

The simplest such case is represented by the graphical log-linear model in Ex. 1 of Figure 2.1: a single star-graph, where $y_\gamma$ is the hub variable. More generally, if we consider the special case of graphical models, the setting in Corollary 2.3.6 has a graphical representation where all edges involve at least one of the variables in $J$. The PARAFAC rank is then exponential in $|J|$, not $p$. With $\eta \leq \log d$ and $|J| \leq \log p$, we obtain $\text{rnk}_p^+(\pi) \leq (\log d)^{\log p}$, so the rank becomes at most exponential in $\log p$.

Similar bounds can be obtained when marginal independence exists, which is represented by the graphical model in Ex. 2 in Figure 2.1 and formalized for general weakly hierarchical models in Corollary 2.3.7.

---

4 While we use graphical representations to simplify exposition, none of the results presented in this section require that the log-linear model is graphical; it is sufficient that it be weakly hierarchical.
Ex. 1: Star graph Ex. 2: Marginal independence

Ex. 3: Two cliques, empty separators

Figure 2.1: Graphical representations of certain sparse log-linear models. Ex. 1 and Ex. 2 are graphs associated with sparse weakly hierarchical log-linear models that have low PARAFAC rank. The model need not be graphical for the rank to be low; any weakly hierarchical log-linear model with these dependence graphs will have low rank relative to the maximal rank. Ex. 1 is a canonical example of extensive conditional independence, which, by Corollary 2.3.6 leads to low PARAFAC rank. Ex. 2 has extensive marginal independence, as discussed in Corollary 2.3.7. Ex. 3 corresponds to a sparse log-linear model that has high PARAFAC rank (one half of the maximal rank).

Corollary 2.3.7. Suppose the conditions of Corollary 2.3.5 hold, and suppose there exists $J \subset V$ with the property that $j \in J^c \Rightarrow y_j \perp y_{[-j]}$. Then $\text{rank}_p^+(\pi) \leq \eta^{|J|}$.

Thus, in this case the PARAFAC rank will depend only on the number of variables that are not marginally independent; the same result that we obtained in Corollary 2.3.6 with conditional independence. It follows we can also achieve the $(\log d)^{\log p}$ order of the PARAFAC rank in $p$ and $d$ with the same assumptions on $\eta$ and $|J|$.

The previous results in this section were corollaries to Theorem 2.3.1, which provides a relatively easy way to calculate bounds on the PARAFAC rank and allows us to clarify cases in which the PARAFAC rank of weakly hierarchical log-linear models will be small. However, this bound is not tight, as illustrated in Example 2.3.3, and thus when a specific weakly hierarchical interaction structure or class of structures is under consideration, it is necessary to utilize Theorem 2.3.2 to obtain a tight bound on the rank. We illustrate below through a concrete example that the conclusion of Theorem 2.3.2 is not simply of theoretical importance, the posterior
distribution on the number of components indeed increasingly concentrates on the upper bound implied by Theorem 2.3.2 as sample size increases.

**Example 2.3.8.** Set \( p = 5 \) and \( d_j = d = 5 \), so that we have a \( 5^5 = 3125 \) cell tensor. Let \( \mathbf{n} \sim \text{Multinomial}(N, \pi_0) \), where \( \pi_0 \) corresponds to the weakly hierarchical log-linear model with all main effects nonzero and

\[
\begin{align*}
\theta_{\{1,2\}}(2, c_2) &\neq 0 \text{ for all } c_2 \geq 2, \\
\theta_{\{1,3\}}(2, c_3) &\neq 0 \text{ for all } c_3 \geq 2, \\
\theta_{\{2,3\}}(2, c_3) &\neq 0 \text{ for all } c_3 \geq 2, \\
\theta_{\{1,2,3\}}(2, 2, c_3) &\neq 0 \text{ for all } c_3 \geq 2,
\end{align*}
\]

with all other interaction terms identically zero and \( \theta_{\emptyset} = 0 \) for identification. It can be verified that the minimal \( H \) for this model is \( \{\{2\}, \{2\}, \emptyset, \emptyset, \emptyset\} \), so the PARAFAC rank is at most 4.

A simulation study was performed to assess performance of the Bayes PARAFAC model when the data are generated by the sparse weakly hierarchical log-linear model in Example 2.3.8. The nonzero entries of \( \boldsymbol{\theta} \) were sampled from \( N(0, 1) \), truncated to lie in the set \((-\infty, -0.2] \cup [0.2, \infty)\). The sampling of the \( \boldsymbol{\theta} \) parameters was repeated ten times, and for each sample of the log-linear model parameters, \( \mathbf{n} \) was sampled independently for \( N = 1000, 5000, \) and \( 10,000 \) – sample sizes that range from about one third of the number of cells in the table to about three times the number of cells.

We then performed MCMC computation for the Bayes PARAFAC model using the Gibbs sampling algorithm in Dunson and Xing (2009). For comparison, we also fit a regularized log-linear model using Lasso with ten-fold cross-validation to select the penalty, as implemented in the \texttt{glmnet} package for R, and the oracle model – i.e. a log-linear model for only the nonzero entries of \( \boldsymbol{\theta} \) – by maximum likelihood. These comparison methods are used in all subsequent simulation examples.

Figure 2.2 shows, on the left, a boxplot of the cumulative sum for the largest ten class probabilities (for the class probabilities in descending order of magnitude). The
first five class probabilities nearly sum to one in every simulation, with the first four summing to at least 0.95 in each case. Thus, the posterior for the PARAFAC rank concentrates around the theoretical rank of 4. Figure 2.3 summarizes performance in estimation of $\theta$ and $\pi$. Specifically, in this and all subsequent simulation examples, we use the samples of the PARAFAC parameters to obtain samples of $\pi$ and of $\theta$ – the latter by way of the Möbius transformation (see Massam et al. (2009)) – then use the ergodic average and median as point estimates for $\theta$ and $\pi$, respectively. Normalized root mean squared error ($\text{RMSE}(\hat{\theta})/\text{sd}(\theta)$) for estimation of $\theta$, as well as the $L_1$ loss for estimation of $\pi$, are shown in Figure 2.3. Here, $\text{sd}(\theta)$ is the true standard deviation of the entries of $\theta$ in the simulations. Also shown for comparison are the identical quantities for the Lasso estimator and the oracle MLE. PARAFAC is seen to perform competitively with Lasso for estimating $\theta$ and is superior for estimation of $\pi$, despite the fact that generating data from a sparse log-linear model seemingly favors Lasso, which also benefits from cross-validation. There are clear problems with identification for the oracle estimator in the smaller sample sizes resulting from sparsity of the sampled table.

2.4 Collapsed Tucker decompositions

Corollaries 2.3.6 and 2.3.7 demonstrate the main ways in which exponential scaling of the PARAFAC rank in $p$ can be avoided. However, these settings correspond to special cases of conditional independence mediated by a few variables or extensive marginal independence. More generally, Theorem 2.3.2 shows that low PARAFAC rank requires that all of the interactions can be accounted for by a small number of levels of the variables, as is the case in Example 2.3.8. Outside this relatively limited class, PARAFAC rank, and therefore parameter complexity, scales unfavorably in the dimension of the contingency table. As such, statistical efficiency relative to the log-linear model is expected to degrade as dimensions increase. This is likely most
Figure 2.2: Boxplot of posterior mean of cumulative sum of largest $h$ class probabilities for $h = 1, \ldots, 10$ from PARAFAC model estimated on data generated from ten replicate simulations from the log-linear model in Example 2.3.8. The boxes within each panel are the posterior means for $\sum_{l \leq h} \nu_l$ for $h = 1, \ldots, 10$ and the different panels represent sample sizes $N = 1000$ (left), $N = 5000$ (center) and $N = 10000$ (right).

evident in poor recovery of log-linear model parameters, as there may exist low rank expansions that well-approximate $\pi$ but have quite different values of $\theta$. We show several simulation examples in the sequel in which this degradation of statistical performance of the PARAFAC model occurs, particularly for estimation of $\theta$.

As $p$ grows, the number of classes in the PARAFAC model must grow rapidly to represent complex dependence among the variables. The Tucker decomposition, on the other hand, has $p$ latent class variables and thus the number of latent classes does not depend on $p$ at all, as shown in the following corollary to Theorem 2.3.2.

**Corollary 2.4.1.** If $\pi$ is a probability tensor corresponding to a sparse log-linear model then the Tucker rank

$$r_{\text{T}}^t(\pi) \leq \bigwedge_{H \in \mathcal{H}} \bigvee_{j \in V} (|H_j| + 1),$$

where $\mathcal{H}$ is the collection defined in the statement of Theorem 2.3.2.

The parsimony gained in the Tucker model by requiring few latent classes is offset to varying degrees by the need to model the dependence between the $p$ latent
categorical variables through the \([ \text{rnk}_T^2(\pi) ]^p \) core tensor – the parameter \( \phi \) in (2.7). Clearly, unless \( \text{rnk}_T^2(\pi) \ll \max_j d_j \), the core is nearly as large as \( \pi \). Therefore, while PARAFAC rank is an appropriate measure of parameter complexity in single latent class models, the Tucker rank is less meaningful unless \( d_j \) is large for most \( j \). When \( p \) is even modest in size, parsimony and effective number of parameters in a Tucker model is mainly a function of how the core is parametrized. As a result, it becomes critical to count parameters in hierarchical models that induce Tucker decompositions of \( \pi \) rather than simply relying on the rank. For example, Bhattacharya and Dunson (2012) used a hierarchical random effects model to borrow information across the entries in the core tensor, greatly reducing parameter complexity relative to having an unstructured prior on the entries of \( \phi \).

In what follows, we motivate and develop a meta-family of tensor decompositions obtained by allowing the dimension of the core tensor to be any value between 1 (the PARAFAC) and \( p \) (the Tucker). We refer to these as collapsed Tucker (c-Tucker) decompositions. These decompositions can be induced by hierarchical latent class models where the number of latent class variables is between 1 and \( p \). To control
parameter complexity, we choose to model the core through a latent PARAFAC decomposition. This is a modeling choice, and is not required to induce a c-Tucker decomposition. For example, one could instead choose an analogue of the random effects model of Bhattacharya and Dunson (2012) to model the core. To illustrate the advantages of c-Tucker factorizations, we focus on data generated from sparse log-linear models with groups of variables in which there is arbitrary dependence for variables within a group but independence or structured dependence across groups.

2.4.1 Independent PARAFACs

To motivate the c-Tucker decomposition, we first show how a variation of the PARAFAC decomposition can eliminate the exponential factor of \( \log(p) \) that appears in Corollary 2.3.7 in cases where there are multiple groups of variables that are marginally independent of all the other groups. An example of a graphical model with this dependence structure is shown in Ex. 3 in Figure 2.1: two cliques with empty separators.

Divide \( y_1, \ldots, y_p \) into \( k \) groups, and let \( s_j \) indicate the group membership of variable \( j \). For each \( s \in \{1, \ldots, k\} \) define a PARAFAC expansion for the marginal probability tensor corresponding to \( \pi^{(s)} = Pr(\{y_j : s_j = s\}) \), as

\[
\pi^{(s)} = \sum_{h=1}^{m_s} \nu_{sh} \bigotimes_{j : s_j = s} \lambda_h^{(j)}.
\]

We define the joint distribution of \( y_1, \ldots, y_p \) as

\[
\pi_{c_1, \ldots, c_p} = \prod_{s=1}^{k} \prod_{j : s_j = s} \pi_c^{(s)}.
\]

This model can be described succinctly as \( k \) independent PARAFACs. This is a generalization of the sparse PARAFAC (sp-PARAFAC) model of Zhou et al. (2013) to the case of more than two groups, and gives much stronger control over parameter
growth than PARAFAC when the truth consists of marginally independent groups of variables. This is shown formally for the special case of graphical models with empty separators in Theorem 2.4.2.

**Theorem 2.4.2.** Consider a graphical log-linear model for binary data defined by parameters \( \theta \). Let \( \mathcal{F} \) be the collection of all cliques, and suppose \(| \mathcal{F} | = o(k)\). Then if \( |F| = o(\log_2(p)) \) and all separators are empty, the tensor \( \pi \) can be expressed by \( k \) independent tensors \( \pi^{(1)}, \ldots, \pi^{(k)} \) with \( \sum_{s=1}^{k} \text{rk}_p^+(\pi^{(s)}) = o(kp) \).

**Remark 2.4.1.** In the special case where \( \log_2(p) \) is an integer and all cliques have identical cardinality, we obtain \( \sum_{s=1}^{k} \text{rk}_p^+(\pi^{(s)}) = o(p^2/\log_2(p)) \).

**Remark 2.4.2.** The result in Theorem 2.4.2 also holds for any weakly hierarchical log-linear model with the same dependence structure, since the graphical model has the maximum number of nonzero interaction terms for any set of dependence/independence relationships.

It follows that where marginally independent sets of variables exist, grouping variables and performing independent PARAFAC decompositions for each of the marginal probability tensors corresponding to the groups can reduce the effective number of parameters drastically. Although Theorem 2.4.2 is stated for the special case of binary outcomes, conceptually it applies for general \( d_j \) and the advantage is borne out empirically, as we show with the following example.

**Example 2.4.3.** Let \( \pi \) be a \( d^5 \) probability tensor corresponding to a sparse log-linear model where all main effects are nonzero and in addition

\[
\begin{align*}
\theta_{\{1,2\}}(2, c_2) & \neq 0 \text{ for } c_2 \geq 2 & \theta_{\{3,4\}}(c_3, 2) & \neq 0 \text{ for } c_3 \geq 2 \\
\theta_{\{1,2\}}(c_1, 2) & \neq 0 \text{ for } c_1 \geq 2 & \theta_{\{3,5\}}(c_3, 2) & \neq 0 \text{ for } c_3 \geq 2 \\
\theta_{\{3,4\}}(2, c_4) & \neq 0 \text{ for } c_4 \geq 2 & \theta_{\{4,5\}}(2, c_5) & \neq 0 \text{ for } c_4 \geq 2
\end{align*}
\]
\[ \theta_{\{3,5\}}(2, c_5) \neq 0 \text{ for } c_5 \geq 2 \quad \theta_{\{4,5\}}(c_4, 2) \neq 0 \text{ for } c_4 \geq 2, \]

with all other interaction terms equal to zero. Letting \( H = \{\{2\}, \{2\}, \{2\}, \{2\}, \{2\} \} \in \mathcal{H} \), we know \( \text{rnk}^+(\pi) \leq 2^5 = 32 \), so the PARAFAC decomposition has approximately \( 31 + 32 \times 20 = 674 \) parameters. The structure of sparsity guarantees that \( y_1, y_2 \perp y_3, y_4, y_5 \). As a result, the number of parameters in two independent PARAFAC decompositions is only \( (3 + 4 \times 8) + (7 + 8 \times 12) = 138 \).

We simulated data from the model in Example 2.4.3 with \( d = 5 \) using the same distribution for the nonzero log-linear model parameters as in the simulation study for Example 2.3.8. We performed computation by MCMC for the PARAFAC model as well as the independent PARAFAC model with two variable groups: \( y_1, y_2 \) and \( y_3, y_4, y_5 \). Figure 2.4 shows normalized RMSE for estimation of \( \theta \) and \( L_1 \) loss for estimation of \( \pi \) for PARAFAC, independent PARAFAC, Lasso, and the oracle MLE. PARAFAC performs poorly relative to Lasso in estimation of \( \theta \) but is comparable to Lasso for estimation of \( \pi \), suggesting that the posterior concentrates around a lower-rank tensor with entries that are very similar to \( \pi \) but for which the equivalent log-linear model has a rather different value of \( \theta \). This is probably a consequence of the fact that the true PARAFAC rank in Example 2.4.3 is much larger than the PARAFAC rank in Example 2.3.8, so that the exact expansion has high parameter complexity. In contrast, the independent PARAFAC performs slightly better than Lasso for estimation of \( \theta \) and substantially better for estimation of \( \pi \), despite the fact that the data generating model is a sparse log-linear model.

The approach outlined above is limited to cases in which the variable groups are marginally independent, which in the special case of graphical models corresponds to empty separators. However, additional flexibility can be gained by introducing another set of parameters to control dependence between the groups. This is the essence of the collapsed Tucker model, where we project \( p \) dimensional \( y \) to \( k \ll p \).
RMSE(\(\hat{\theta}\))/sd(\(\theta\))

\[
\text{L}_1 \text{ loss for } \pi
\]

**Figure 2.4:** Left figure: Boxplot of RMSE(\(\hat{\theta}\))/sd(\(\theta\)) for PARAFAC (P), independent PARAFAC (IP), lasso (L), and oracle MLE (O) estimated on data generated from ten replicate simulations from the log-linear model in Example 2.4.3. The three sub-panels of the figure show results for three different sample sizes \(N = 1000, 5000, 10,000\). Right figure: identical arrangement, but here the plotted values are the \(L_1\) loss for estimation of \(\pi\)

dimensional \(z\) and model the joint p.m.f. of \(z\) via a PARAFAC.

### 2.4.2 Latent class models inducing collapsed Tucker decompositions

We now define c-Tucker decompositions. Specifically, let

\[
\pi_{c_1 \ldots c_p} = \sum_{h_1=1}^{m} \ldots \sum_{h_k=1}^{m} \phi_{h_1 \ldots h_k} \prod_{j=1}^{p} \lambda^{(j)}_{h^*_j c_j},
\]

(2.19)

where \(h^*_j = h_{s_j}\) with \(s_j \in \{1, \ldots, k\}\) for \(j = 1, \ldots, p\) and \(k \ll p\) when \(p\) is moderate to large. The \(s_j\)'s are group indices for \(\{y_j : j \in V\}\), with \(s_j = \rho\) denoting that \(y_j\) is allocated to group \(\rho\). For a particular configuration of the \(s_j\)'s, the \(p\) variables are assigned to \(k\) groups, and \(s_j = s_{j'}\) indicates that \(y_j\) and \(y_{j'}\) belong to the same group.

We refer to (2.19) as a \(m\)-component collapsed Tucker (c-Tucker) factorization.

c-Tucker is a latent class model with \(k\) latent class indices. Letting \(z = (z_1, \ldots, z_k)^T\) denote a vector of group indices, the c-Tucker model in (2.19) has a hierarchical representation where given \(z\), \(y_1, \ldots, y_p\) are conditionally independent with \(\Pr(y_j = c_j | z, s_j) = \lambda^{(j)}_{z_j, c_j}\). The parameter \(\phi\) is a \(m^k\) nonnegative core tensor; it is a probability tensor that parameterizes the joint distribution of the latent categorical variables \(z_1, \ldots, z_k\). Clearly, for \(k = 1\) we recover the PARAFAC decomposition and for \(k = p\)
we obtain the Tucker decomposition. Graphical representations of dependence between observed and latent variables in PARAFAC, Tucker, and c-Tucker models are shown in Figure A.1 in the Appendix.

The number of parameters in the core $\phi$ grows exponentially in $k$, so superficially the problem of rapidly growing parameter complexity remains. To control this, we model $\phi$ using a PARAFAC decomposition

$$\phi_{h_1 \ldots h_k} = \sum_{l=1}^{r} \xi_l \prod_{s=1}^{k} \psi^{(s)}_{lh_s}, \quad (2.20)$$

where $\xi = \{\xi_l\}$ is a vector of probabilities, $\psi^{(s)}_{lh} = \{\psi^{(s)}_{lh_s}\}$ are probability vectors of dimension $m$ for $s = \{1, \ldots, k\}$, and $1 < k < p$. If $r = 1$ we obtain a $k$-group independent PARAFAC model as in section 2.4.1. Under (2.20), the number of free parameters in a c-Tucker expansion scales as

$$r - 1 + r(m - 1)k + m \sum_{j=1}^{p} (d_j - 1). \quad (2.21)$$

This effective parameter count depends not only on the number of components $m$ but also on $r$ and $k$, suggesting that unlike in the PARAFAC case the rank is not useful by itself as a measure of parsimony. Hence, we focus on parameter count (2.21) and rank of the core $r$ instead of $m$ in what follows. The first two terms in (2.21) are specific to the choice of a PARAFAC factorization for the core $\phi$, while the term $m \sum_{j=1}^{p} (d_j - 1)$ appears in the parameter count for any c-Tucker factorization.

We can obtain insight into what types of log-linear models might be parsimonious in the c-Tucker representation but not the PARAFAC representation by considering the setup in Theorem 2.4.2: binary variables consisting of $k$ independent groups.

---

5 These are upper bounds rather than exact expressions. That the effective dimension of the parameter space for a PARAFAC model can in some cases be smaller than the nominal number of parameters in the expansion has been well documented, see e.g. Geiger et al. (2001) and Fienberg et al. (2007).
each with at most \( \log_2(p) \) members. In general, if \( k \) marginally independent groups of variables exist and all outcomes are binary, the PARAFAC rank will be of the order \( 2^{p-k} \). The proof of this is straightforward and is omitted. Therefore, Theorem 2.4.2 gives conditions under which the ordinary PARAFAC rank is approximately \( 2^{p-k} \), with parameter complexity \( 2^{p-k} - 1 + p2^{p-k} \). Under the same conditions, c-Tucker has parameter complexity of approximately \( kp - k + p^2 \), obtained from (2.21) with \( r = 1, m = p \), and \( d_j = 2 \) for all \( j \).\(^6\) This is quadratic in \( p \) instead of exponential.

2.5 Estimation and applications for c-Tucker models

We present an algorithm for inference and computation for c-Tucker models in the Bayesian paradigm. The model is illustrated in simulation studies and an application to the functional disability data from the national long term care survey (NLTCS).

2.5.1 Bayesian inference for c-Tucker models

Bayesian inference for c-Tucker models requires priors on the parameters of the core, arms, and the group memberships of the variables. We choose conjugate Dirichlet priors on the arms \( \lambda_{h_j c_j}^{(j)} \). We specify truncated stick-breaking priors Ishwaran and James (2001) on the latent class probabilities \( Pr(z_{ih} = h) \) and fix the maximum number of latent classes. A similar approach is used for the arms \( \{\zeta_{s}^{(s)}\} \) in the PARAFAC expansion of the core. When group memberships are inferred, we use a Dirichlet(\(1/k, \ldots, 1/k\)) prior on variable group membership probabilities.

The Bayesian c-Tucker model can be expressed in hierarchical form as

\[
\begin{align*}
y_{ij} \mid z_{i1}, \ldots, z_{ik}, \lambda^{(j)} & \sim \text{Multi}\{1, \ldots, d_j\}, \lambda^{(j)}_{z_{ih}s_j 1}, \ldots, \lambda^{(j)}_{z_{ih}s_j d_j}, \\
\lambda^{(j)}_h & \sim \text{Diri}(a_{h1}, \ldots, a_{hd_j}), \\
z_{is} \mid w_i, \psi^{(s)} & \sim \text{Multi}\{1, \ldots, m\}, \psi^{(s)}_{w_{is} 1}, \ldots, \psi^{(s)}_{w_{is} m}
\end{align*}
\]

\(^6\) the difference between this expression and that in Theorem 2.4.2 is simply a result of the latter being the sum of PARAFAC ranks and the former a count of free parameters.
\[ \text{pr}(w_i = l) = \nu_l^s \prod_{i \leq l} (1 - \nu_i^s), \nu_l^s \sim \text{beta}(1, \beta) \]

\[ \psi^{(s)}_{lh} = \zeta^{(s)}_{lh} \prod_{h' < h} (1 - \zeta^{(s)}_{s'h'}), \zeta^{(s)}_{lh} \sim \text{beta}(1, \delta_s) \]

\[ s_1, \ldots, s_p \sim \text{Multi}([1, \ldots, k], \xi_1, \ldots, \xi_k) \]

\[ \xi \sim \text{Dirichlet}(1/k, \ldots, 1/k), \]

where the index \( i = 1, \ldots, n \) is a scalar subject index – not the multi-index \( i \) of a cell of the corresponding contingency table – and \( y_i \) is a \( p \)-vector of categorical observations for the \( i \)th subject. Bayesian computation for this model can be performed using a straightforward Gibbs sampler. Details of the computation are given in the supplement Johndrow et al. (2014a).

### 2.5.2 Simulation studies and application for c-Tucker model

We revisit Example 2.4.3 to illustrate the performance of the c-Tucker model in the case of marginally independent variable groups. Using data from the simulation procedure in section 2.4.1, we performed computation for the c-Tucker model by MCMC using the algorithm in Johndrow et al. (2014a), first by fixing two variable groups \((y_1, y_2 \text{ and } y_3, y_4, y_5)\) and letting the algorithm learn the rank of the core, and then by setting the number of groups to be two and allowing the algorithm to learn both the groups and the rank of the core. In the latter case, the group membership was initialized by performing agglomerative clustering using one minus the pairwise Cramér’s V statistic as a dissimilarity matrix for the variables.

Figure 2.5 shows boxplots of \( \sum_{l \leq h} \nu_l \) (for \( \nu \) in descending magnitude order) for the PARAFAC and c-Tucker model with fixed groups. When \( N = 1000 \), the PARAFAC has approximate posterior rank five – judged by counting the minimal number of classes such that the cumulative class probability is at least 0.99 – as does the c-Tucker core tensor, \( \phi \). However, as the sample size increases, the approximate
PARAFAC rank grows, whereas the rank of the c-Tucker core \( \phi \) decreases. With \( N = 10,000 \), the approximate rank of the c-Tucker core decreases to three, with most of the weight on the largest class, whereas the approximate PARAFAC rank increases to seven, and the weight on the largest class decreases. Recalling that the PARAFAC rank in this example is 32, while the rank of the c-Tucker core is one, this result is consistent with the ranks converging toward their true values as the sample size grows.

Figure 2.6 shows performance of PARAFAC, independent PARAFAC, c-Tucker with fixed groups, and c-Tucker with learned groups in estimation of \( \theta \) and \( \pi \) (the results for PARAFAC and independent PARAFAC are identical to those in figure 2.4 but are shown for ease of comparison). The performance of c-Tucker is seen to be virtually identical to that of independent PARAFAC at each sample size, regardless of whether groups are fixed or learned, showing that the enhanced flexibility of c-Tucker need not result in loss of performance when the truth is exactly an independent PARAFAC. Recalling that independent PARAFAC is superior to Lasso in this simulation on these loss functions, this indicates better performance for c-Tucker as well. PARAFAC performs poorly relative to methods that incorporate variable grouping, which is as expected for the reasons described in section 2.4.1. The superior performance of c-Tucker is consistent with the theoretical results in sections 2.3 and 2.4. In this example, the effective posterior parameter complexity in the PARAFAC and c-Tucker models – computed using (2.21) – is roughly equivalent, as shown in Figure S.2 in Johndrow et al. (2014a). Thus, c-Tucker provides lower estimation error with similar parameter complexity.

A final simulation illustrates the c-Tucker model in the more challenging case when there are no marginally independent groups of variables, based on Example 2.3.4. The nonzero entries of \( \theta \) were sampled as described in section 2.4.1, and ten replicates of each simulation were performed for sample sizes \( N = 1000, 5000, \) and
We apply the c-Tucker model with learned groups to analysis of functional disability data from the national long term care survey (NLTCS). The data take the form of a $2^{16}$ contingency table, and are extensively described in Dobra and Lenkoski.

\footnote{The effective dimension may be smaller than this – see Geiger et al. (2001).}
Figure 2.6: Left figure: Boxplot of \( \text{RMSE}(\hat{\theta})/\text{sd}(\theta) \) for PARAFAC (P), independent PARAFAC (IP), c-Tucker with fixed groups (C), and c-Tucker with learned groups (CL) estimated on data from ten replicate simulations from the log-linear model in Example 2.4.3. The three sub-panels of the figure show results for three different sample sizes \( N = 1000, 5000, 10,000 \). Right figure: identical arrangement, but here the plotted values are the \( L_1 \) loss for estimation of \( \pi \).

Figure 2.7: Left figure: Boxplot of \( \text{RMSE}(\hat{\theta})/\text{sd}(\theta) \) for PARAFAC (P), c-Tucker with learned groups (CL), Lasso (L), and oracle MLE (O) estimated on data from ten replicate simulations from the log-linear model in Example 2.3.4. The three sub-panels of the figure show results for three different sample sizes \( N = 1000, 5000, 10,000 \). Right figure: identical arrangement, but here the plotted values are the \( L_1 \) loss for estimation of \( \pi \).

(2011), who applied a novel copula Gaussian graphical model. Their model is extremely flexible while favoring parsimony, but has the primary disadvantage of being highly computationally intensive, lacking scalability beyond relatively small tables. Our interest here is in assessing whether the much more computationally efficient c-Tucker model can perform comparably to the Dobra and Lenkoski (2011) approach for these data. We performed posterior computation using the MCMC algorithm.
described in Johndrow et al. (2014a). Table S.1 in Johndrow et al. (2014a) shows the posterior means of pairwise Cramér’s V and $Pr(H_{1,\rho}|\mathbf{y})$, where $H_{1,\rho} = \mathbb{1}(\rho > 0.1)$ and $\rho$ is the pairwise Cramér’s V. For comparison, we reproduce the same results based on posterior samples for the copula Gaussian graphical model from Dobra and Lenkoski (2011) in Table S.2 in Johndrow et al. (2014a). Our results demonstrate close agreement with Dobra and Lenkoski (2011).

2.6 Conclusion

The relationship between the sparsity of a log-linear model and the rank of the associated probability tensor derived here makes clear that a large class of very sparse log-linear models nonetheless has high PARAFAC tensor rank. The statistical consequence of this result is that estimation performance for single latent class models for the joint distribution of multivariate categorical data will tend to degrade as the number of variables grows large, unless dependence in the true model can be accounted for by a small number of levels of the variables, as is the case when marginal independence or highly structured conditional independence exists.

This motivates development of more flexible tensor factorizations that can parsimoniously characterize a broader class of interactions in multivariate categorical data. Tucker factorizations are promising in this regard, and we obtain theory on parameter complexity of Tucker factorizations of sparse log-linear models. These results lead naturally to a novel meta-class of tensor decompositions we refer to as collapsed Tucker. These decompositions are considerably more flexible than either Tucker or PARAFAC, and are highly promising in broad applications. We illustrate some of this promise in simulation examples and an application to real data showing similar results to those obtained with sophisticated graphical modeling methods, which are much more computationally intensive. In fact, computational algorithms for estimation in tensor factorization models in the classes we consider are vastly more
scalable to high-dimensional data than algorithms for estimation of sparse log-linear models, so the theoretical results and methods developed here are of substantial practical consequence for high-dimensional statistics with discrete data.
3

Rank Identifiability of Mixture Models

3.1 Introduction

In many areas of biology and psychology, estimation of the number of latent sub-populations of subjects is an important inferential goal. For example, in population genetics, there is often interest in estimating the number of genetically distinct sub-populations of an organism. This can allow researchers to test hypotheses about the evolutionary history of the organism, and is important in assessing the conservation status of extant populations. Thus, whether the number of latent classes of certain mixture models can be reliably estimated is of fundamental importance in these application areas.

Arguably the most common methods used in population genetics for estimating genetically distinct populations were proposed by Pritchard et al. (2000) and implemented in the popular STRUCTURE software package. Two basic models were proposed, one for situations in which the subpopulations are thought to be admixed, and one for populations without admixture. The term admixture refers to the setting in which individuals may have mixed class memberships, or, in biological terms, breed-
ing takes place between the genetic subpopulations. Here, we focus on the model for non-admixed populations. The motivation for this choice is that estimating the number of subpopulations is necessarily easier without admixture, and thus if reliable estimation is not possible in this context, it is unlikely to be possible in the presence of admixture.

A slight variation on the model of Pritchard et al. (2000) without admixture is given by

\[
\mathbb{P}[y_{i1} = c_1, \ldots, y_{ip} = c_p \mid z_i = h] = \prod_{j=1}^{p} \lambda_{h}^{(j)}
\]  

(3.1)

\[
\lambda_{h}^{(j)} \sim \text{Dirichlet}(a_{1}^{(j)}, \ldots, a_{d_j}^{(j)}), \quad \mathbb{P}[z_i = h] = \nu_h, \quad \nu_h \sim \text{Dirichlet}(\alpha, \ldots, \alpha)
\]  

(3.2)

Here, there are assumed to be \(K\) subpopulations, \(y_{i1}, \ldots, y_{ip}\) are observed alleles at \(p\) loci in the diploid genome of individual \(i\), and \(\lambda_{h}^{(j)}\) is the population-level allele frequency at locus \(j\) in subpopulation \(h\). One difference between the model in (3.10)-(3.11) and that of Pritchard et al. (2000) is that we do not treat the mixture weights as known. This certainly makes sense, since in general we do not know the weights \textit{a priori} and should attempt to learn them from the data. The other difference between the model in (3.10)-(3.11) and the original model is that the latter restricts the allele frequencies for both copies of each gene in diploid genomes to be equal. The choice in Pritchard et al. (2000) is clearly correct in the context of this application, and later when we apply this model for inference on population structure we do the same. However, the theory and simulation studies we present first apply to models of the form in (3.10)-(3.11) more generally, so to simplify exposition and make clear the broader relevance of the results in most of this paper, we keep with this general form of the model until the genetics application in Section 3.5.

The procedure suggested in Pritchard et al. (2000) for estimation of \(K\) is to perform computation for the model with different values of \(K\) via Markov chain
Monte Carlo (MCMC), then use these approximate posterior samples under fixed $K$ to estimate the posterior evidence $p(K \mid y) \propto p(y \mid K)p(K)$. This procedure is rather *ad hoc* and lacks theoretical support, a point made more than once in Pritchard et al. (2000). As a result, the authors suggest using this procedure only to provide a rough guide to which values of $K$ are most consistent with the observed data, and not for rigorous statistical hypothesis testing and inference. Nonetheless, researchers routinely used this procedure to obtain estimates of $K$ until the publication of Evanno et al. (2005), which suggests an alternative procedure. That procedure computes a statistic, $\Delta K$, from MCMC sample paths obtained for different values of $K$, and uses this statistic to make a point estimate of $K$. This procedure also lacks theory support and the justification was entirely based on simulation results. Moreover, it is purely a point estimation procedure and provides no quantification of uncertainty in the estimate of $K$. That Pritchard et al. (2000) and Evanno et al. (2005) have been cited 15,645 and 7,219 times, respectively, provides some measure of the level of scientific interest in this problem and the associated statistical methods.

Estimating the number of mixture components using Bayesian methods has been investigated in the more general context by a number of authors. The approach taken in Pritchard et al. (2000) and Evanno et al. (2005) is unusual in relying on parameter estimates obtained under a range of fixed values of $K$. In particular, this method assumes that the negative log-likelihood is well-approximated by a Gaussian distribution, which in the relatively small samples often encountered in genetics is unlikely to be the case. Since the procedure in Evanno et al. (2005) relies upon this approximation, the same concerns apply. A more common approach in the statistics literature is to use the posterior for the number of clusters in a Dirichlet process mixture (DPM) to make inferences about the true number of subpopulations (see Huelsenbeck and Andolfatto (2007), Medvedovic and Sivaganesan (2002), Otranto and Gallo (2002), Xing et al. (2006), Fearnhead (2004)). However, a others have
observed that when the data are generated by a finite mixture, the posterior for
the number of components in a DPM tends to overestimate the true number of
components (see West and Escobar (1993) and Onogi et al. (2011) for examples).
More recently, Miller and Harrison (2014) showed that under very general conditions,
when the truth is a finite mixture, the posterior under a DPM is not even consistent
for the number of components.

An alternative to the Dirichlet process when the data are thought to originate
from a finite mixture with an unknown number of components is a variable-dimension
mixture. A Bayesian approach to variable-dimension mixtures is to simply place a
prior on the number of components, an approach for which there are numerous
precedents (see Nobile (1994), Richardson and Green (1997), Green and Richardson
(2001), and Nobile and Fearnside (2007)). We refer to this approach as a mixture of
finite mixtures (MFM). Miller (2014) shows that when the model satisfies a mixture
identifiability condition that is weaker than the usual notion of identifiability, then
the posterior under an MFM model is consistent for the number of components,
assuming the data are iid from a finite mixture model. Therefore, when the number
of mixture components is the target of inference, MFM provides theoretical support
for good performance, at least asymptotically.

The mixture identifiability condition used in Miller (2014) does not hold trivially,
and thus must be checked on a case-by-case basis. One case in which this condition
fails to hold for all K that is relevant to our setting is for the model in (3.10)-(3.11).
Thus, the approach in Miller (2014) cannot be used directly to prove consistency
for the number of subpopulations using a MFM prior for this model. The main
theoretical contributions of this work are the following. First, we characterize the
nature of the mixture identifiability problem for finite mixtures of the form in (3.10)-
(3.11), and show by counterexample why the condition does not hold for every K.
We then show a weaker condition that provides a first step to showing consistency for
the number of mixture components using MFM models in the general case, without truncating the prior on \( K \). We then show how it is possible to check whether the condition holds for a problem size of interest, thus allowing verification of mixture identifiability, and therefore consistency for \( K \), on a case-by-case basis.

Taken together, the theoretical work suggests that MFM is a more reliable alternative to the methods of Pritchard et al. (2000) and Evanno et al. (2005) for estimating \( K \). We provide empirical evidence that MFM can recover the true value of \( K \) in simulation studies, while also providing the uncertainty quantification that is lacking in existing methods. We then apply MFM to a real dataset on redwing blackbird populations, and show that the posterior mode for \( K \) is the same as the value of \( K \) selected using the method of Evanno et al. (2005). However, the full posterior distribution for \( K \) indicates that there is substantial uncertainty in the actual value of \( K \). We also provide a discussion of prior choice and some empirical studies of sensitivity of the posterior for \( K \) to the prior on the \( \lambda \) parameters.

3.2 Background

In this section we provide further development of the model in (3.10)-(3.11), then provide some necessary algebraic preliminaries for the result that follows.

3.2.1 Mixture models and nonnegative tensor decompositions

\( N \) observations on \( y_1, \ldots, y_p \) in (3.10)-(3.11) can equivalently be represented as a contingency table, and it is in this context that we develop the theoretical results. Let \( V = \{1, \ldots, p\} \) be an index set for \( p \) categorical variables \( y_j, j \in V \). For each \( j \in V \), \( \text{spt}(y_j) = \{1, \ldots, d_j\} \), where \( \text{spt}(y) = \{c : P(y = c) > 0\} \). Let \( \mathcal{I}_j = \{1, \ldots, d_j\} \) and \( \mathcal{I}_V = \times_{j \in V} \mathcal{I}_j \). We will use \( i \) to represent a generic element of \( \mathcal{I}_V \), and \( \pi \) to represent a \( \prod_j d_j \) dimensional probability tensor – i.e. such that the entries of \( \pi \) are nonnegative and sum to one. For a sample from Multinomial\((N, \pi)\), let \( n(i) \) be the observed count
for cell $i$, and $\eta$ a random variable with distribution Multinomial($N, \pi$). The model in (3.10)-(3.11) represents $\pi$ in nonnegative rank $K$ PARAFAC expansion, i.e.

$$\pi = \sum_{h=1}^{k} \nu_h \bigotimes_{j=1}^{p} \lambda_h^{(j)}, \quad (3.3)$$

where $\nu \in \Delta^{k-1}$ and $\lambda_h^{(j)} \in \Delta^{d_j-1}$, and $\Delta^s$ is the $s$-dimensional simplex. Explicitly incorporating the constraints on $\lambda_h^{(j)}$ and $\nu$, we can express (3.3) as

$$\pi_{c_1, \ldots, c_p} = \sum_{h=1}^{K-1} \nu_h \left( \prod_{j: c_j < d_j} \lambda_h^{(j)} \right) \left( \prod_{j: c_j = d_j} \left( 1 - \sum_{c < d_j} \lambda_h^{(j)} \right) \right)$$

$$+ \left( 1 - \sum_{h < K} \nu_h \right) \left( \prod_{j: c_j < d_j} \lambda_h^{(j)} \right) \left( \prod_{j: c_j = d_j} \left( 1 - \sum_{c < d_j} \lambda_h^{(j)} \right) \right),$$

or in the equivalent multinomial logit parametrization,

$$\pi_{c_1, \ldots, c_p} = \sum_{h=1}^{K-1} \frac{e^\gamma_h}{1 + \sum_{l < K} e^{\gamma_l}} \left( \prod_{j: c_j < d_j} \frac{e^{\theta_{hcj}}}{1 + \sum_{c < d_j} e^{\theta_{hc}^{(j)}}} \right) \left( \prod_{j: c_j = d_j} \frac{1}{1 + \sum_{c < d_j} e^{\theta_{hc}^{(j)}}} \right)$$

$$+ \frac{1}{1 + \sum_{l < K} e^{\gamma_l}} \left( \prod_{j: c_j < d_j} \frac{e^{\theta_{hcj}}}{1 + \sum_{c < d_j} e^{\theta_{hc}^{(j)}}} \right) \left( \prod_{j: c_j = d_j} \frac{1}{1 + \sum_{c < d_j} e^{\theta_{hc}^{(j)}}} \right),$$

which is more convenient for computing derivatives. These expressions define transformations $g_1 : (\nu, \lambda) \rightarrow \pi$ and $g_2 : (\gamma, \theta) \rightarrow \pi$. It turns out that the mixture identifiability condition in Miller (2014) is equivalent to the requirement that the Jacobian matrix $J_{g_1}$ of the transformation $g_1$ (or, equivalently, $J_{g_2}$) be full-rank. When the Jacobian for a $K$ component expansion is full-rank, we say that the model has the expected dimension, which is given by the parameter count

$$C(K) = \left( K - 1 + K \sum_{j=1}^{p} (d_j - 1) \right) \wedge \left( \prod_{j} d_j - 1 \right). \quad (3.4)$$
The minimum ensures that the model is not trivially overparametrized, which occurs when the number of parameters in the expansion exceeds the number of free entries in $\pi$. Thus, mixture identifiability would require that for every finite $p$, collection of finite integers $\{d_j\}_{j=1,...,p}$, and every $K$ for which $C(K) < \left(\prod_j d_j - 1\right)$, the Jacobian is full-rank. Unfortunately, there are several well-known counterexamples, the simplest of which is the following.

**Example 3.2.1** (Rank-deficient PARAFAC expansion). Let $p = 4$, $K = 3$, and $d_j = 2$ for every $j$. Then $C(K) = 2 + 3(4) = 14$ but $\text{rnk}(J_{g_2}) = \text{rnk}(J_{g_1}) = 13$, where $\text{rnk}(J)$ is the rank of the matrix $J$. Thus $J_{g_2}$ is rank-deficient, and the mixture identifiability condition does not hold in this case.

It is interesting to note that all such examples that we are aware of occur for values of $K$ for which $C(K+1) = \prod_j d_j - 1$. For the case above, $3 + 4(4) = 19 > 2^4 - 1$, so $C(4) = 2^4$. Some other examples are given Fienberg et al. (2007), all of which share this characteristic. It is tempting to conjecture that such dimension defects only occur for values of $K$ satisfying $C(K+1) = \prod_j d_j - 1$, but we are aware of no such proof nor is there an obvious path to such a result.

**3.2.2 Algebraic preliminaries**

We now review some algebraic concepts which allow us to prove a result that effectively limits how large dimension defects such as that in Example 3.2.1 can ever be. The discussion in this section follows chapter 4 of Drton et al. (2009). Let $\mathbb{K}$ be a field and consider the affine varieties $V, W \subset \mathbb{K}^k$. The join of $V$ and $W$ is the affine algebraic variety

$$\mathcal{J}(V,W) := \{\lambda v + (1 -\lambda)w : v \in V, w \in W, \lambda \in \mathbb{K}\}, \quad (3.5)$$

where for any set $A$, $\bar{A}$ is the Zariski closure of $A$, given in Definition 3.2.2.
Definition 3.2.2 (Zariski closed sets). Let $\mathcal{F}$ be a subset of the polynomial ring in $n$ indeterminants over an infinite field $k$. Let $\mathbb{A}^n$ denote affine $n$-space over $k$, so a point of $\mathbb{A}^n$ is an $n$-tuple $(a_1, \ldots, a_n)$ with each $a_i \in k$. Then a set of the form

$$V(\mathcal{F}) = \{ x \in \mathbb{A}^n : f(x) = 0 \ \forall \ f \in \mathcal{F} \}$$

is a closed set in the Zariski topology.

Therefore, the join defined in 3.5 is the Zariski closure of the set of all points lying on lines spanned by a point in $V$ and a point in $W$. If $W = V$ this is the secant variety of $V$, which we write as $\text{Sec}^2(V) = \mathcal{J}(V, V)$. The $s$-th secant variety is defined by the recursion

$$\text{Sec}^1(V) = V, \quad \text{Sec}^s(V) = \mathcal{J}(\text{Sec}^{s-1}(V), V). \quad (3.6)$$

Often in statistics, the parameter spaces of models are semi-algebraic sets, not algebraic varieties.

Definition 3.2.3 (Semi-algebraic set). Let $V$ be a semi-algebraic set, and $f_i, i = 1, \ldots, m_1$ and $h_j, j = 1, \ldots, m_2$ collections of polynomials. Then $V$ can be represented as a finite union of sets of the form

$$\{ x \in \mathbb{R}^n : f_i(x) > 0, h_j(x) = 0 \}. \quad (3.7)$$

In many statistical models, the sets $V, W$ will be subsets of $\mathbb{R}^k$. In particular, we are interested in the case where $V$ corresponds to the set of all $d^p$ nonnegative tensors of nonnegative PARAFAC rank 1. The following remark ensures that $V$ is a semi-algebraic set.

Remark 3.2.1. $V$ is a semi-algebraic set.

In the previous section, we described the relationship between the Jacobian of the map $g_1$ and mixture identifiability. The following Theorem from Geiger et al.
(2001) shows that the Jacobian rank is equal to the dimension of a semialgebraic set, providing the algebraic context for studying mixture identifiability for models of the form (3.3).

**Theorem 3.2.4** (Geiger et al. 2001, Theorem 10). Let $g : A \subseteq \mathbb{R}^m \rightarrow \mathbb{R}^n$ be a polynomial mapping where $A$ is a semialgebraic open set. Let $J(x) = \partial g/\partial x$ be the Jacobian matrix at $x$. Then the maximal rank of $J(x)$ is equal to the dimension of $g(A)$.

The model in (3.10)-(3.11) is a mixture model, which also has an algebraic equivalent. The mixture of $V$ and $W$ is the set

$$\text{Mixt}(V, W) = \{\nu v + (1 - \nu)w, v \in V, w \in W, \nu \in [0, 1]\},$$

with higher order mixtures defined by

$$\text{Mixt}^1(V) = V, \quad \text{Mixt}^s(V) = \text{Mixt}(\text{Mixt}^{s-1}(V), V),$$

which can be written explicitly as

$$\text{Mixt}^s(V) = \left\{ \sum_{h=1}^{K} \nu_h v_h, v_h \in V, \nu \in \Delta^{K-1} \right\}. \quad (3.8)$$

Note the correspondence between (3.8) and (3.3). For large $K$, this operation stabilizes, resulting in the convex hull of $V$. This gives an algebraic intuition for the minimum in the expression for $C(K)$ in (3.4); beyond a certain point, every value of $K$ results in the convex hull of the set of rank-1 nonnegative probability tensors.

The following result provides a relationship between mixtures and secant varieties.

**Proposition 3.2.5.** If $V$ is a semi-algebraic set, then the secant variety $\text{Sec}^s(\bar{V})$ is the Zariski closure of the mixture $\text{Mixt}^s(V)$.

We now give a result that says that while dimension defects may exist, and thus models of the form (3.3) are not always mixture identifiable, they are “rank
identifiable” in the sense that if the model is properly specified and data are generated from the prior with $K$ mixture components, then the resulting parameter $\pi$ will have rank $K$ almost surely.

**Theorem 3.2.6** (Rank identifiability of PARAFAC models). Let $V$ be the set of all $\prod_j d_j$ probability tensors with nonnegative PARAFAC rank $\leq 1$. Let $V_K$ be the space of $\prod_{j=1}^P d_j$ probability tensors defined by

$$V_K := \left\{ \pi : \pi = \sum_{h=1}^K \nu_h \bigotimes_{j=1}^P \lambda_h^{(j)} \right\},$$

where $\nu \in \Delta_{K-1}$ and $\lambda_h^{(j)} \in \Delta_{d_j-1}$ for each $h$ and $j$. Equivalently, $V_K = \text{Mixt}^R(V)$.

Assume $K + (K + 1) \sum_j (d_j - 1) < \prod_j d_j - 1$, and that $K < \min_l \prod_{j \neq l} d_j$. Let $\nu \sim \mu_\nu$ and $\lambda_h^{(j)} \sim \mu_\lambda^{(j)}$ be probability measures on $\Delta_{K-1}$ and $\Delta_{d_j-1}$, respectively, that are jointly absolutely continuous with respect to Lebesgue measure. Let $\mu$ be the probability measure on $\text{Mixt}^R(V)$ induced by assigning the measures $\mu_\nu, \{\mu_\lambda^{(j)}\}_{j \leq p, h \leq K}$ independently to the model parameters. Then

$$\mu(\text{Mixt}^{K-1}(V)) = 0.$$

Although we do not prove it here, this result should be sufficient to show that the posterior concentrates on the correct number of components in large samples.

### 3.2.3 Checking mixture identifiability

The result in Theorem 3.2.4 provides a practical means to check for dimension deficiency in mixture models of the form (3.3) when combined with the following lemma

**Lemma 3.2.1** (Geiger et al. 2001, Lemma 9). Let $g : \mathbb{R}^m \to \mathbb{R}^n$ be a polynomial mapping. Let $J(x) = \partial g/\partial x$ be the Jacobian matrix at $x$. Then the rank of $J(x)$ equals the maximal rank almost everywhere.
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Thus, one can compute the rank of the Jacobian by calculating its entries – this can be done analytically for the map $g_2$ – then computing its rank at an arbitrary point. This will give the maximal rank with probability 1. An algorithm of this sort is proposed in Geiger et al. (2001).

This suggests an approach for manually checking the mixture identifiability conditions prior to computation for a particular dataset using the following procedure

1. Compute $p$ and $d_j$ for each $j$.
2. Calculate the maximal value of $K$ for which $C(K) < \prod_j d_j$. Call this $K_{\text{max}}$. Compute $C(K)$ for every $K < K_{\text{max}}$.
3. Compute analytically the entries of $J_{g_2}(K)$ for each $K$.
4. For every $K < K_{\text{max}}$, compute the rank of $J_{g_2}(K)$ at an arbitrary point and compare it to $C(K)$.

If every $C(K)$ is equal to the rank of $J_{g_2}(K)$, then this particular model is mixture identifiable. Note that because the model is equivalent for every $K > K_{\text{max}}$, there are always finitely many ranks to compute. When $K_{\text{max}}$ is large, we generally expect the true value of $K$ to be small relative to $K_{\text{max}}$, and thus it may be warranted to restrict the prior to values of $K \ll K_{\text{max}}$, further reducing the computational demand of computing Jacobian ranks. Nonetheless, this procedure is only practical when $C(K)$ for the largest value of $K$ assigned any prior mass is not too large; otherwise, numeric methods for computing the rank of $J_{g_2}$ will be both numerically unstable and very computationally intensive. The main implication of this is that in many cases, one can actually verify directly the mixture identifiability condition, and therefore consistency for $K$, on a case-by-case basis using a relatively straightforward procedure. As such, the model in (3.10)-(3.11) with the MFM prior we describe in Section 3.3 will probably be consistent for $K$ in most cases, and the consistency
condition can actually be checked using the procedure described above in conjunction with the results in Miller (2014).

3.3 A MFM model for inferring population structure

The result in Theorem and the procedure described in Section 3.2.3 suggest that (1) MFM models may well be consistent for the number of classes $K$ for models of the form (3.3) and (2) it is possible to check whether there is any cause for concern about consistency using a relatively simple procedure, at least for cases in which $p$ and $d_j$ are not too large. Given the lack of any theoretical support for the methods of Pritchard et al. (2000) and Evanno et al. (2005) and the demonstrated inconsistency of DPMs for the number of components, MFM models would seem to offer a far superior approach to inference on population structure. Here we develop one such model.

To begin, we modify the model in (3.10)-(3.11) to place a prior on $K$, $K \sim p(K)$. Although in principle any probability mass function can be chosen for $p(K)$, we follow the recommendation in Miller (2014) and put $\log p(K) \propto \log(1/10) + (K - 1) \log(9/10)$. With a proper prior on $K$, we obtain a proper posterior distribution for $K$ that offers Bayes point estimates as well as uncertainty quantification via the posterior distribution. A fully Bayesian specification of the model is completed by choosing values for the prior hyperparameters $\lambda_{h(j)}$ and $\nu$. We consider two choices for $a(j)$: $a_{c(j)} = 1$ and $a_{c(j)} = 1/d_j$. The latter has the advantage of being dimension-free, unlike the Dirichlet(1, 1, ..., 1) prior, which corresponds to increasing numbers of “prior observations” with increasing $d_j$. On the other hand, the Dirichlet(1, 1, ..., 1) is the default choice of Pritchard et al. (2000), so it has probably been used in the vast majority of previous analyses with STRUCTURE software; moreover, it is a common “default” Dirichlet prior in similar models, see e.g. Dunson and Xing.
(2009). The choice of $a(c^j_d) = 1$ corresponds to prior belief that the allele frequencies are roughly equal in the population, whereas $a(c^j_d) = 1/d_j$ corresponds to the prior belief that there are a few very common alleles and the rest are relatively rare. Ultimately, where some prior knowledge exists to guide this choice, it is always preferred to the use of a “default” prior that may be informative, as is the case with both choices we consider. For $\nu$, we are restricted to choose a symmetric Dirichlet prior to make inference computationally feasible (see Miller (2014)). We elect to put $\nu = (1, 1, \ldots, 1)$, favoring subpopulations of roughly equal sizes. If one had special prior knowledge that there are likely to exist one or more very small subpopulations, it would make sense to modify this choice. Regardless, any choice here is preferred to the approach in Pritchard et al. (2000) of fixing these parameters at $1/K$, since we are allowing the data to inform about them.

Computation for this model is performed by a split-merge Gibbs sampler. The sampler is virtually identical to that outlined in Miller and Harrison (2015). The marginal likelihoods $m(y)$ appearing in various steps of the sampler are the Dirichlet-Multinomial likelihoods arising from marginalizing over $\lambda^{(j)}_h$ in (3.11), given by

$$
\log m(y \mid a^{(j)}_h) = \log \Gamma \left( \sum_{c_j=1}^{d_j} a^{(j)}_{h,c_j} \right) - \log \Gamma \left( \sum_{i=1}^{N} \mathbb{I}_{\{z_i = h\}} + \sum_{c_j=1}^{d_j} a^{(j)}_{h,c_j} \right)
+ \sum_{c_j=1}^{d_j} \left[ \log \Gamma \left( a^{(j)}_{h,c_j} + \sum_{i: z_i = h} \mathbb{I}_{\{y(i)^{(j)} = c_j\}} \right) - \log \Gamma \left( a^{(j)}_{h,c_j} \right) \right].
$$

(3.9)

3.4 Simulation studies

We conduct a simulation study to assess the performance of the MFM prior on $K$ for the model in (3.10)-(3.11) in estimating $K$ when the model is properly specified. Data are simulated using the following procedure

1. Fix $p$, $K$, and $d_j$ for each $j = 1, \ldots, p$. Sample $\lambda^{(j)}_h \sim \text{Dirichlet}(a, \ldots, a)$ for
\[ j = 1, \ldots, p, \ h = 1, \ldots, K. \]

2. Fix \( \nu \) and \( N \) and sample \( z_i \sim \text{Categorical}(\nu) \) for \( i = 1, \ldots, N \).

3. Sample \( y_{ij} \mid z_i \sim \text{Categorical}(\lambda_{h_zi}) \) for \( i = 1, \ldots, N, \ j = 1, \ldots, p_0 \).

In all of the simulations, we simulate data with \( p = 10, \ K = 4, \ d_j = 4 \) for every \( j \), and \( \nu = (0.5, 0.2, 0.1, 0.1) \). We choose \( a \) to be either 1 or 1/p, and conduct simulations with \( N = 100, \ N = 1000, \) and \( N = 10,000 \). Note that the dimension of \( \pi \) is \( 4^{10} = 2^{20} \approx 10^6 \), so that the sample size is always much smaller than the dimension of the full parameter space. However, the true value of \( C(K) = 3 + 4(3)(10) = 123 \), so that the expected dimension of the model is comparable to the sample size when \( N = 100 \) and smaller than the the sample size for the other values of \( N \).

After data are simulated, computation is performed for the model in (3.10)-(3.11) using the split-merge Gibbs sampler described in Miller and Harrison (2015) and Section 3.3. We retain 1000 samples for inference from 4500 samples taken after a burn-in period of 500 iterations, for a thinning factor of 9. In each case, we set the prior hyperparameter \( a_{h_zi}^{(j)} \) to the same value used in simulating data. For comparison, we also estimate a DPM. This model can be defined using the stick-breaking representation of the Dirichlet process by

\[
P[y_{1} = c_{1}, \ldots, y_{p} = c_{p} \mid z_i] = \prod_{j} \lambda_{z_i c_j}^{(j)}
\]

\[
L_1, L_2, \ldots \sim_{iid} \times_{j=1}^{p} \text{Dirichlet}(a_{1}^{(j)}, \ldots, a_{d_j}^{(j)})
\]

\[
z_1, \ldots, z_N \sim_{iid} \nu, \quad \nu = (\nu_1, \nu_2, \ldots), \quad \nu_h = \nu_h^* \prod_{l=1}^{h-1} (1 - \nu_l^*)
\]

\[
\nu_1^*, \nu_2^*, \ldots \sim_{iid} \text{Beta}(1, \alpha),
\]
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where here \( L_h = \{\lambda_h^{(j)}\}_{j=1,...,p} \) and \( \times \) denotes a product measure. We use the hyper-prior \( p(\alpha) \propto e^{-\alpha} \) on the concentration parameter \( \alpha \). Computation for the DPM is performed using the computational algorithm in Miller and Harrison (2015), which is almost identical to the computational algorithm used for the MFM prior.

We focus exclusively on estimation of \( K \), which is always 4. The posterior under the MFM prior gives explicitly a posterior distribution \( K \mid y_1, \ldots, y_p = p(k \mid y_1, \ldots, y_p) \) for the parameter \( K \). This is denoted by \( p(k \mid \text{data}) \) in the figures; some authors refer to \( K \) as the number of components and \( p(k \mid \text{data}) \) as the posterior distribution on the number of components. In the DPM, \( K = \infty \); there are infinitely many components so \( K \) is not a parameter of the model. Thus, to estimate the true value of \( K \) when the data are thought to originate using a finite mixture, it is common to use an estimate of the posterior distribution for the number of occupied clusters as though it is a posterior distribution for \( K \). We denote this as \( p(t \mid \text{data}) \) in the figures, and it is shown for both the DPM and MFM for comparison. For a detailed discussion of the distinction between components and clusters and how \( p(t \mid \text{data}) \) and \( p(k \mid \text{data}) \) are computed, see Miller and Harrison (2015).

Figure 3.1 shows results for the six simulations (two values of \( a \) and three values of \( n \)). Shown are the posterior distribution on the number of components \( p(k \mid \text{data}) \) for the MFM and the posterior on the number of clusters \( p(t \mid \text{data}) \) for both the DPM and MFM. When \( a = 1/p \), the distribution \( p(t \mid \text{data}) \) actually performs slightly better than either \( p(k \mid \text{data}) \) or \( p(t \mid \text{data}) \) when using the posterior mode of either distribution as a point estimate of \( K \). It is possible, however, that this distribution understates the uncertainty in \( K \). With \( a = 1/p \), for \( N = 1000 \) and \( N = 10,000 \), the posterior is highly concentrated on the true value of \( K = 4 \); only for \( N = 100 \) is there meaningful uncertainty, and then only under the MFM model. The results for \( a = 1 \) are quite different. In this case, for \( N = 100 \), there is noticeable uncertainty in
all three distributions. Although all three have a mode at the true value of \( K = 4 \), \( p(k \mid \text{data}) \) and \( p(t \mid \text{data}) \) under the MFM are more concentrated around this value than \( p(t \mid \text{data}) \). As \( N \) increases, the MFM posterior becomes more concentrated on the true value of \( K \), while the DPM continues to place substantial mass on larger numbers of clusters. This behavior of the DPM is consistent with the theoretical results in Miller and Harrison (2014).
Figure 3.1: Plots showing the posterior distribution on the number of components $p(k \mid \text{data})$ for the MFM and the posterior distribution on the number of clusters $p(t \mid \text{data})$ for both the DPM and MFM.
3.5 Application to red-winged blackbird data

3.5.1 Model

We now apply the model in (3.10)-(3.11) to estimate the number of distinct genetic populations of red-winged blackbirds. To begin, we modify the model to the specific application of multilocus genotype data from a diploid genome, consistent with Pritchard et al. (2000), i.e.

$$\lambda^{(j)}_h \sim \text{Dirichlet}(a_1^{(j)}, \ldots, a_d^{(j)})$$

(3.11)

$$P\left[y_{1i} = c_{11}, y_{1i}^{(2)} = c_{12}, \ldots, y_{ip}^{(1)} = c_{p1}, y_{ip}^{(2)} = c_{p2} \mid z_i = h\right] = \prod_{j=1}^{p} \prod_{r=1}^{2} \lambda^{(j)}_{hcjr}$$

(3.10)

Here, $y_{ij}^{(1)}, y_{ij}^{(2)}$ are the two alleles of gene $j$ in the diploid genome of subject $i$. Inference and computation for this model with MFM prior, and the analogous Dirichlet process mixture, is very similar to that for the generic model in (3.10)-(3.11).

The main practical difference is that the sufficient statistics used in computing the log marginal likelihood in (3.9) replace the expression $\sum_{i:z_i = h} \mathbb{1}_{\{y_{ij} = c_j\}}$ with $\sum_{i:z_i = h} \mathbb{1}_{\{y_{ij}^{(1)} = c_j\}} + \mathbb{1}_{\{y_{ij}^{(2)} = c_j\}}$, to account for the fact that each individual now contributes two observations at each locus. From a modeling standpoint, the effect of this change is to appropriately incorporate the knowledge that the population-level allele frequencies are the same for $y_{ij}^{(1)}$ and $y_{ij}^{(2)}$. Marginalizing over the latent class variable $z$, we can represent the joint distribution of the $y$ variables as a (self) outer product of a PARAFAC tensor factorization. In other words, if $\pi_{c_{11}, c_{12}, \ldots, c_{p1}, c_{p2}} = P\left[y_{1i}^{(1)} = c_{11}, y_{1i}^{(2)} = c_{12}, \ldots, y_{ip}^{(1)} = c_{p1}, y_{ip}^{(2)} = c_{p2}\right]$, then $\pi$ is a $\left(\prod_j d_j\right)^2$ probability tensor given by

$$\pi = \pi^* \otimes \pi^*, \quad \pi^* = \sum_{h=1}^{K} \nu_h \bigotimes_{j=1}^{p} \lambda^{(j)}_h.$$
3.5.2 Data and results

The data are multilocus genotype data at ten loci from red-winged blackbirds in eight locations: Kentucky, New York, Michigan, Ontario, Wisconsin, Washington, Pennsylvania, and the Bahamas. The data are described extensively in Liu et al. (2015). The largest number of unique alleles at any locus observed in the data is 68; the smallest is 2. The corresponding contingency table, with parameter \( \pi \) given in (4.1), has \((2.9 \times 10^{14})^2\) cells, so this application is relatively high-dimensional. There are a total of \( N = 306 \) individuals in the data. The largest number of individuals from any geographic region is 66 from the Bahamas, the smallest is 13 from Ontario. When applied to these data, the method of Evanno et al. (2005) gives a point estimate of \( K = 2 \) unique subpopulations. We applied the MFM and corresponding DPM models described in Section 3.5.1 to estimation of \( K \) in these data. Our main interest is in assessing (1) agreement with the method of Evanno et al. (2005) in point estimation and (2) uncertainty quantification for \( K \) using the posterior distribution under the MFM and DPM models.

To test sensitivity to the prior distribution on \( \lambda_h^{(j)} \), we consider two choices for \( a^{(j)} \): \( a_c^{(j)} = 1 \), and \( a_c^{(j)} = 1/d_j \). The former is the default choice in Pritchard et al. (2000) and in the STRUCTURE software commonly used in biology. The latter is a the unit information prior and a common symmetric alternative. Figure 3.2 shows the approximate posterior distribution of \( K \) based on 1000 samples retained from 19,000 samples taken after a burn-in period of 1000 samples. Regardless of the model, when \( a_c^{(j)} = 1 \), the posterior mode for \( K \) is consistent with the point estimate of \( K = 2 \) obtained using the Evanno et al. (2005) method, the posterior probability that \( K \neq 2 \) is less than 0.01. However, when \( a_c^{(j)} = 1/d_j \), the mode actually occurs at \( K = 3 \) with both the MFM and DPM models, and the MFM posterior \( p(k \mid \text{data}) \) places significant mass on \( K = 2, 3, 4 \). Thus, estimation of \( K \) is highly sensitive to the prior
choice in this dataset.

\[ a_c^{(j)} = 1/d_j \]

\[ a_c^{(j)} = 1 \]

**Figure 3.2: Plots showing the posterior distribution on the number of components \( p(k \mid \text{data}) \) for the MFM and the posterior distribution on the number of clusters \( p(t \mid \text{data}) \) for both the DPM and MFM for \( a_h^{(j)} = 1/d_j \) and \( a_h^{(j)} = 1 \). Models are estimated on red-winged blackbird multilocus genotype data.**

Additional results from the model suggest that uncertainty in \( K \) may not be biologically significant. We use the MCMC output from the MFM model with either choice for \( a_c^{(j)} \) to assess how the latent population structure relates to the geographic subpopulations in the data. One question of interest is whether the Bahamas population is genetically distinct from the continental populations, and whether there are any distinct subpopulations within the continental populations. The analysis in Liu et al. (2015) using the method of Pritchard et al. (2000) suggested that when \( K = 2 \), the Bahamas population is genetically distinct from the continental populations. To assess this structure, we compute the average (across individuals) posterior probability of membership in each latent class for each geographic subpopulation. To identify the latent classes, at every iteration we assign the latent classes a numeric index corresponding to their relative size, with the largest class assigned the numeric index 1. Table 3.1 shows results for \( a_c^{(j)} = 1/d_j \) and Table 3.2 shows results for \( a_c^{(j)} = 1 \). In both cases, the largest class consists of almost all of the continental individuals with high probability, and the second largest class consists of exclusively individuals from the Bahamas, and in most cases, it consists of all of the Bahamas.
individuals. When $a_c^{(j)} = 1$, no other classes appear in the 1000 samples taken. When $a_c^{(j)} = 1/d_j$, two other classes appear, but these classes have very low weight and are often unoccupied. The largest share of either of classes 3 or 4 of the posterior weight of any geographic subpopulation is 0.02 for New York. Thus, while the posterior for $K$ suggests that there may in fact be more than two distinct genetic subpopulations if we have strong prior preference for $a_c^{(j)} = 1/d_j$, these genetic subpopulations are very small and do not correlate strongly with any of the geographic subpopulations. As such, they are unlikely to be biologically meaningful.

Table 3.1: Approximate average posterior probability of class membership within the eight geographic populations with $a_h^{(j)} = 1/d_j$.

<table>
<thead>
<tr>
<th></th>
<th>Bah</th>
<th>KY</th>
<th>MI</th>
<th>NY</th>
<th>Ont</th>
<th>PA</th>
<th>WA</th>
<th>WI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0004</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9789</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9995</td>
<td>0.9996</td>
</tr>
<tr>
<td>2</td>
<td>0.9996</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0200</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0003</td>
<td>0.0003</td>
</tr>
<tr>
<td>4</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0011</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 3.2: Approximate average posterior probability of class membership within the eight geographic populations with $a_h^{(j)} = 1$.

<table>
<thead>
<tr>
<th></th>
<th>Bah</th>
<th>KY</th>
<th>MI</th>
<th>NY</th>
<th>Ont</th>
<th>PA</th>
<th>WA</th>
<th>WI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0007</td>
<td>0.9645</td>
<td>0.9930</td>
<td>0.9893</td>
<td>0.9995</td>
<td>0.9980</td>
<td>0.9972</td>
<td>0.9389</td>
</tr>
<tr>
<td>2</td>
<td>0.9993</td>
<td>0.0355</td>
<td>0.0070</td>
<td>0.0107</td>
<td>0.0005</td>
<td>0.0019</td>
<td>0.0028</td>
<td>0.0611</td>
</tr>
</tbody>
</table>

3.6 Discussion

The analysis of population structure using multilocus genotype data relies heavily on latent class models for multivariate categorical data. In this context, the number of latent classes is interpreted as the number of genetically distinct subpopulations of an organism, which is relevant to assessing evolutionary history and conservation status. Here we have described some weaknesses in the popular methods of Pritchard et al. (2000) and Evanno et al. (2005) for estimating the number of latent classes.
The weaknesses in these methods are plainly acknowledged in the original paper of Pritchard et al. (2000), but the fact that Evanno et al. (2005) has been cited over 7,000 times and deals only with estimation of $K$ based on the model of Pritchard et al. (2000) suggests that researchers in population genetics rely heavily on these methods for inference on $K$.

Here we have proposed an alternative approach for inference on $K$. Like the methods of Pritchard et al. (2000), our approach is fully Bayesian. However, we do not rely on approximations to marginal likelihoods from multiple MCMC sample paths to assess posterior evidence for different values of $K$, but instead place a prior on $K$ and perform joint inference on $K$ and the other model parameters. We provide some theoretical support for the proposed method and characterize its performance empirically. We also give a numerical method for checking on a case-by-case basis whether the model we propose is mixture identifiable. Since mixture identifiability implies consistency for $K$ via the approach in Miller and Harrison (2015), the consistency of the method for estimation of $K$ can be checked on a case-by-case basis. That the MFM prior structure we recommend has strong theoretical support provides a greater degree of confidence in our approach. Most importantly, uncertainty quantification is a critical aspect of science, and the methods of Pritchard et al. (2000) and Evanno et al. (2005) do not provide robust quantification of uncertainty in $K$, whereas our method does. As such, we suggest the use of our method to provide quantification of uncertainty in $K$, minimally as a check on the current default methods of Pritchard et al. (2000) and Evanno et al. (2005).
Optimal Gaussian approximations to the posterior for log-linear models with Diaconis–Ylvisaker priors

4.1 Introduction

Contingency table analysis routinely relies on log-linear models, which represent the logarithm of cell probabilities as an additive model (Agresti, 2002). With the standard choice of Multinomial or Poisson likelihood, these are exponential family models, and are routinely fit through maximum likelihood estimation (Fienberg and Rinaldo, 2007). However, sparsity in the observed cell counts often makes maximum likelihood estimation infeasible (see Haberman (1974) and Bishop et al. (2007)) in practical applications. In such cases, regularization is often used to obtain unique parameter estimates (Park and Hastie, 2007; Zou and Hastie, 2005).

A common Bayesian approach to inference in high-dimensional contingency tables is to place a conjugate prior on the parameters of a graphical or hierarchical log-linear model, and an independent prior over the space of all such models (see e.g. Massam et al. (2009)). This leads to a standard model-averaged posterior (Hoeting et al., 1998), where all possible sparse log-linear models in the chosen class are
weighted by their posterior evidence. Use of non-conjugate (e.g. Gaussian) priors with computation by Markov chain Monte Carlo (Gelfand and Smith, 1990) has also been proposed (Dellaportas and Forster, 1999). Although model averaging is generally considered ideal in high dimensional settings, computational algorithms for posterior inference scale exceedingly poorly in $p$. Since the smallest contingency table corresponding to cross-classification of $p$ categorical variables has $2^p$ cells, the corresponding log-linear model has $2^p - 1$ free parameters, so the model space grows super-exponentially in $p$. Accordingly, posterior computation is essentially infeasible for $p > 15$, the largest case demonstrated to date in the literature (Dobra and Massam, 2010) to the best of our knowledge.

Alternatively, one can place a Gaussian prior on the parameters of a saturated log-linear model to induce Tikhonov type regularization, and then perform computation by Markov chain Monte Carlo. This approach is well-suited to situations in which the sample size is not tiny relative to the table dimension, but where zero counts nonetheless exist in some cells. In this case, data augmentation Gibbs samplers such as that proposed by Polson et al. (2013) provide for conditionally conjugate updates. However, this by itself is computationally intensive relative to alternatives such as elastic net (Zou and Hastie, 2005), and can suffer from poor mixing. In principle, a more scalable Bayesian approach for producing Tikhonov regularized point estimates would be to utilize the Diaconis–Ylvisaker conjugate prior (Diaconis and Ylvisaker, 1979) on the parameters of the log-linear model, which is essentially computation free. The main drawback is that the resulting posterior distribution is difficult to work with, lacking closed form expressions for even marginal credible intervals or fast algorithms for sampling from the posterior. An accurate and more tractable approximation to this posterior is therefore of practical interest.

Approximations to the posterior distribution have a long history in Bayesian statistics, with the Laplace approximation perhaps the most common and simple
alternative (Tierney and Kadane, 1986; Shun and McCullagh, 1995). More sophisticated approximations, such as those obtained using variational methods (Attias, 1999) may in some cases be more accurate but require computation similar to that for generic EM algorithms. Moreover, there exist no theoretical guarantees of the approximation error in finite samples, and these approximations are known to be inadequate in relatively simple models (Wang and Titterington, 2004, 2005).

In this article, we propose a Gaussian approximation to the posterior for log-linear models with Diaconis–Ylvisaker priors. The approximation is shown to be the optimal Gaussian approximation to the posterior in the Kullback–Leibler divergence, and convergence rates to the exact posterior and a finite-sample Kullback–Leibler error bound are provided. The approximation is shown empirically to be accurate even for modest sample sizes; effectively, the empirical results suggest that the approximation is accurate enough to be used in place of the exact posterior within the range of sample sizes for which the posterior is sufficiently concentrated to be statistically useful. We also show how the approximation can be used to perform model selection using the penalized credible region method (Bondell and Reich, 2012). In a real data application, the method performs favorably in model selection for graphical log-linear models compared to methods requiring vastly greater computational resources.

4.2 Background

We first provide a brief review of exponential families. We then describe the family of conjugate priors for the natural parameter of an exponential family, referred to as Diaconis–Ylvisaker priors. We then provide more detailed background on log-linear models for Multinomial likelihoods and the associated Diaconis–Ylvisaker prior.
4.2.1 Exponential families

Following Diaconis and Ylvisaker (1979), let $\mu$ be a $\sigma$-finite measure defined on $(\mathbb{R}^p, \mathcal{B})$, where $\mathcal{B}$ denotes all Borel sets on $\mathbb{R}^p$. Let $\text{supp}(\mu) = \{ y \in \mathbb{R}^p : d\mu(y) > 0 \}$ be the support of $\mu$, and define $\mathcal{Y}$ as the interior of the convex hull of $\text{supp}(\mu)$. For $\theta \in \mathbb{R}^p$, define $M(\theta) = \log \int_{\mathcal{Y}} e^{\theta^T y} d\mu(y)$, and let $\Theta = \{ \theta \in \mathbb{R}^p : M(\theta) < \infty \}$, which we assume is an open set. We refer to $\Theta$ as the natural parameter space. The exponential family of probability measures $\{ P(\cdot; \theta) \}$ indexed by a parameter $\theta \in \Theta$ is defined by

$$dP(y; \theta) = e^{\theta^T y - M(\theta)} d\mu(y), \quad \theta \in \Theta. \quad (4.1)$$

This family includes many of the probability distributions commonly used as sampling models in likelihood-based statistics. Diaconis and Ylvisaker (1979) develop the family of conjugate priors for the parameter $\theta$ of regular exponential family likelihoods. These Diaconis–Ylvisaker priors are given by

$$d\pi(\theta; n_0, y_0) = e^{n_0 y_0^T \theta - n_0 M(\theta)}, \quad n_0 \in \mathbb{R}, y_0 \in \mathbb{R}^d. \quad (4.2)$$

On observing data $y$ consisting of $n$ observations with sufficient statistics $\bar{y}$, the posterior is then also Diaconis–Ylvisaker, with parameters $n_0 + n, y_0 + \bar{y}$, i.e. $d\pi(\theta | y) = d\pi(\theta; n_0 + n, y_0 + \bar{y})$. In the sequel we focus on one member of the exponential family, the multinomial. In the natural parametrization, the multinomial likelihood gives rise to the log-linear model and the closely related multinomial logit model, which we now describe.

4.2.2 Log-linear models

Let $S^d = \{ (x_1, \ldots, x_d) \in [0, 1]^d : \sum_{j=1}^d x_j \leq 1 \}$ denote the $d$-dimensional unit simplex. Consider $N$ independent samples from a categorical variable with $(d + 1)$ levels. We denote the levels of the variable by $0, 1, \ldots, d$, without loss of generality. Let $y_j$ denote the number of times the $j$th level is observed in the $N$ samples and
set $y = (y_0, y_1, \ldots, y_d)^T$; clearly $\sum_{j=0}^d y_j = N$. The joint distribution of $y$ is given by a multinomial distribution, denoted $y \sim \text{Multinomial}(N, \pi)$, which is parametrized by $\pi = (\pi_1, \ldots, \pi_d)^T \in S^d$, where $\pi_j$ is the probability of observing the $j$th level for $j = 1, \ldots, d$.

The log-linear model is a generalized linear model for multinomial likelihoods obtained by choosing the logistic link function, which also results in the natural exponential family parametrization. Define the logistic transformation $\ell : \mathbb{R}^d \to S^d$ and its inverse log ratio transformation $\ell^{-1} : S^d \to \mathbb{R}^d$ as

$$
\pi_j = \frac{e^{\theta_j}}{1 + \sum_{l=1}^d e^{\theta_l}}, \quad \theta_j = \log(\pi_j/\pi_0), \quad (j = 1, \ldots, d), \quad (4.3)
$$

where $\pi_0 = 1 - \sum_{j=1}^d \pi_j$, and $\theta_0 = 0$. We shall write $\pi = \ell(\theta)$ and $\theta = \ell^{-1}(\pi) = \log(\pi/\pi_0)$, respectively, to denote the transformations in (4.3). Using (4.3), the multinomial likelihood in the log-linear parameterization can be expressed as

$$
f(y \mid \theta) \propto \exp\left(\sum_{j=1}^d y_j \theta_j\right) \frac{\exp\left(\sum_{j=1}^d y_j \theta_j\right)}{(1 + \sum_{l=1}^d e^{\theta_l})^N}. \quad (4.4)
$$

An important motivating case is when $y = \text{vec}(n)$, with $n$ a contingency table arising from cross-classification of $N$ independent observations on $p$ categorical variables $y_1, \ldots, y_p$. Suppose that the $v$th variable $y_v$ has $d_v$ many levels, so that the contingency table has $\prod_{v=1}^p d_v$ many cells, and $y$ is a $(d+1)$-dimensional vector of counts with $d = \prod_{v=1}^p d_v - 1$. We refer to the parametrization $\theta = \log(\pi/\pi_0)$ in the contingency table setting as the identity parametrization. Also of particular interest in this setting are reparametrizations of (4.3) that represent $\log \pi/\pi_0$ as an additive model involving parameters that correspond to interactions among $y_1, \ldots, y_p$. Every identified parametrization of the log-linear model for the multinomial likelihood can be represented by

$$
\log(\pi/\pi_0) = X\theta^*, \quad (4.5)
$$

82
where \( X \) is a \( d \) by \( d \) non-singular binary matrix and \( \theta^* \in \mathbb{R}^d \). In the simulations and application, we make a specific choice for \( X \) that corresponds to the corner parametrization of the log-linear model (Massam et al., 2009). We illustrate the identity and corner parameterizations through a \( 2^3 \) contingency table in Example 4.2.1 below. Details for the general case can be found in the Appendix.

**Example 4.2.1.** Consider three binary variables \( y_1, y_2, y_3 \), with \( y_v \in \{0, 1\} \) for \( v = 1, 2, 3 \), and let

\[
\psi_{i_1i_2i_3} = \Pr(y_1 = i_1, y_2 = i_2, y_3 = i_3), \quad (i_1, i_2, i_3) \in \{0, 1\}^3.
\]

A \( 2^3 \) contingency table \( n = (n_{i_1i_2i_3}) \) is obtained from the cross-classification of \( N \) independent observations on \( y_1, y_2, y_3 \), with \( n_{i_1i_2i_3} \) denoting the cell count for the cell \((i_1, i_2, i_3)\). Let \( y = \text{vec}(n) = (n_{000}, \ldots, n_{111})^T \) be the vectorized cell counts with \( d = 7 \). In the *identity* parametrization, the vector of log-linear parameters \( \theta \in \mathbb{R}^7 \) is given by

\[
\begin{pmatrix}
\theta_1 \\
\theta_2 \\
\theta_3 \\
\theta_4 \\
\theta_5 \\
\theta_6 \\
\theta_7
\end{pmatrix} = \log
\begin{pmatrix}
\pi_1/\pi_0 \\
\pi_2/\pi_0 \\
\pi_3/\pi_0 \\
\pi_4/\pi_0 \\
\pi_5/\pi_0 \\
\pi_6/\pi_0 \\
\pi_7/\pi_0
\end{pmatrix}
= \log
\begin{pmatrix}
\psi_{001}/\psi_{000} \\
\psi_{010}/\psi_{000} \\
\psi_{011}/\psi_{000} \\
\psi_{100}/\psi_{000} \\
\psi_{101}/\psi_{000} \\
\psi_{110}/\psi_{000} \\
\psi_{111}/\psi_{000}
\end{pmatrix}.
\]

On the other hand, in the *corner* parametrization, we express

\[
\theta = \log
\begin{pmatrix}
\psi_{001}/\psi_{000} \\
\psi_{010}/\psi_{000} \\
\psi_{011}/\psi_{000} \\
\psi_{100}/\psi_{000} \\
\psi_{101}/\psi_{000} \\
\psi_{110}/\psi_{000} \\
\psi_{111}/\psi_{000}
\end{pmatrix}
= \begin{pmatrix}
\theta_{001} \\
\theta_{010} \\
\theta_{011} + \theta_{001} + \theta_{101} \\
\theta_{010} + \theta_{100} + \theta_{101} \\
\theta_{100} + \theta_{101} + \theta_{110} \\
\theta_{001} + \theta_{010} + \theta_{011} + \theta_{100} + \theta_{101} + \theta_{110} + \theta_{111}
\end{pmatrix}
\]
\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{pmatrix}
\times
\begin{pmatrix}
\theta_{001}^* \\
\theta_{010}^* \\
\theta_{011}^* \\
\theta_{100}^* \\
\theta_{101}^* \\
\theta_{110}^* \\
\theta_{111}^* \\
\end{pmatrix}
= X\theta^*.
\]

The indexing of the elements of \( \theta^* \) by binary indices is for ease of interpretation. Indeed, entries of \( \theta^* \) with a single 1 in the binary index are main effects, those with two 1’s are two-way interactions and \( \theta_{111}^* \) is a three-way interaction term. The matrix \( X \) can be easily verified to be non-singular, so that the \( \theta \) and \( \theta^* \) parametrizations are equivalent, with \( d = 7 \) free parameters in either case.

### 4.2.3 Conjugate priors for log-linear models

We now present the Diaconis–Ylvisaker prior for the multinomial likelihood (4.4) and derive an optimal Gaussian approximation to the corresponding posterior in Kullback–Leibler divergence. Extensions to log-linear models with a non-identity parametrization (i.e., \( X \neq I_d \) in (4.5)) is straightforward by invariance properties of the Kullback–Leibler divergence and are discussed subsequently. All proofs are deferred to the Appendix.

For the multinomial likelihood (4.4), the Diaconis–Ylvisaker prior is obtained by applying the inverse logistic transformation \( \ell^{-1} \) to a Dirichlet distribution, which not surprisingly is the conjugate prior for \( \pi \). Recall that \( \pi_0 = 1 - \sum_{j=1}^d \pi_j \). The Dirichlet distribution \( \mathcal{D}(\alpha) \) on \( S^d \) with parameter vector \( \alpha = (\alpha_0, \alpha_1, \ldots, \alpha_d)^T \) has density

\[
q(\pi; \alpha) = \frac{\Gamma(\sum_{j=0}^d \alpha_j)}{\prod_{j=0}^d \Gamma(\alpha_j)} \prod_{j=0}^d \pi_j^{\alpha_j - 1}, \quad \pi \in S^d,
\]

and corresponding probability measure \( Q(\cdot, \alpha) \) with \( Q(A, \alpha) = \int_A q(\pi; \alpha) d\pi \) for Borel subsets \( A \) of \( S^d \).
Proposition 4.2.2. Suppose \( \pi \sim \mathcal{D}(\alpha) \) and let \( \theta = \log(\pi/\pi_0) \in \mathbb{R}^d \). Define \( A = \sum_{j=0}^d \alpha_j \). Then \( \theta \) has a density on \( \mathbb{R}^d \) given by

\[
p(\theta; \alpha) = \frac{\Gamma(\sum_{j=0}^d \alpha_j)}{\prod_{j=0}^d \Gamma(\alpha_j)} \exp\left(\sum_{j=1}^d \alpha_j \theta_j\right)
\]

\[
\left(1 + \sum_{l=1}^d e^{\theta_l}\right)^A.
\]

We write \( \theta \sim \mathcal{LD}(\alpha) \) and use \( \mathcal{P}(\cdot; \alpha) \) to denote the probability measure associated with the density (4.7), with \( \mathcal{P}(B; \alpha) = \int_B p(\theta; \alpha) d\theta \) for Borel subsets \( B \) of \( \mathbb{R}^d \). If a non-identity parametrization \( \theta = X \theta^* \) as in (4.5) is employed, then we denote the induced distribution on \( \theta^* = X^{-1} \theta \) by \( \mathcal{P}_X(\cdot; \alpha) \) and the density by \( p_X(\theta; \alpha) \).

It is immediate that \( \mathcal{LD}(\alpha) \) is a conjugate family of prior distributions for the likelihood (4.4), with the posterior \( \theta | y \sim \mathcal{LD}(\alpha + y) \). To obtain some preliminary insight into the distribution family \( \mathcal{LD}(\alpha) \), we derive the mean and covariance in Proposition 2 below.

Proposition 4.2.3. Let \( \theta \sim \mathcal{LD}(\beta) \), with \( \beta = (\beta_0, \beta_1, \ldots, \beta_d)^T \) and \( \beta_j > 0 \) for all \( j \). Then,

\[
E(\theta_j) = \psi(\beta_j) - \psi(\beta_0), \quad (j = 1, \ldots, d)
\]

\[
\text{cov}(\theta_j, \theta_{j'}) = \psi'(\beta_j) \delta_{jj'} + \psi'(\beta_0), \quad (j, j' = 1, \ldots, d)
\]

where \( \psi \) and \( \psi' \) are the digamma and trigamma functions, respectively, and \( \delta_{jj'} = 0 \) if \( j \neq j' \) and \( \delta_{jj'} = 1 \) otherwise.

The proof of Proposition 4.2.3 is established within the proof of Theorem 4.3.1 in the Appendix. Assume the data \( y \) is generated from a Multinomial \( (N, \pi^0) \) distribution and let \( \theta^0 = \log(\pi^0/\pi_0^0) \) be the true log-linear parameter, where \( \pi_0^0 = 1 - \sum_{j=1}^d \pi_j^0 \).

If a \( \mathcal{LD}(\alpha) \) prior is placed on \( \theta \), one can use Proposition 4.2.3 to show that the posterior mean \( E(\theta | y) \) converges almost surely to \( \theta^0 \) with increasing sample size, and the posterior covariance \( \text{cov}(\theta | y) \) converges to the inverse Fisher information matrix as long as the entries of the prior hyperparameter \( \alpha \) are suitably bounded. In
fact, a Bernstein–von Mises type result can be established, showing that the posterior distribution approaches a Gaussian distribution, centered at the true parameter value and having covariance the inverse Fisher information matrix, in the total variation metric. We do not pursue such frequentist asymptotic validations further in this paper. Our goal rather is to provide a Gaussian approximation to the posterior distribution that can be used in practice, and provide finite sample bounds to the approximation error.

4.3 Main results

In this section, we provide an optimal Gaussian approximation to a \( \mathcal{LD}(\beta) \) distribution (4.7) in the Kullback–Leibler divergence, i.e., we exhibit a vector \( \mu^* \in \mathbb{R}^d \) and a positive definite matrix \( \Sigma^* \) such that the Kullback–Leibler divergence between \( \mathcal{LD}(\beta) \) and \( \mathcal{N}(\mu^*, \Sigma^*) \) is the minimum among all Gaussian distributions. This result provides a readily available Gaussian approximation to the posterior distribution \( \mathcal{LD}(\beta = \alpha + y) \) of the log-linear parameter \( \theta \) in (4.4) with a Diaconis–Ylvisaker prior \( \mathcal{LD}(\alpha) \). We also provide a non-asymptotic error bound for the Kullback–Leibler approximation. Using Pinsker’s inequality, the approximation error in the total variation distance can be bounded in finite samples.

For two probability measures \( \nu \ll \nu^* \), we write

\[
D(\nu \| \nu^*) = E_{\nu^*} \log d\nu/d\nu^*
\]

to denote the Kullback–Leibler divergence between \( \nu \) and \( \nu^* \).

**Theorem 4.3.1.** Given \( \beta_j > 0, j = 0, 1, \ldots, d \), let \( \beta = (\beta_0, \ldots, \beta_d)^T \), and define

\[
\mu_j^* = \psi(\beta_j) - \psi(\beta_0), \quad \sigma_{jj'}^* = \psi'(\beta_j) \delta_{jj'} + \psi'(\beta_0),
\]

(4.8)

where \( \psi \) and \( \psi' \) denote the digamma and trigamma functions respectively. Define \( \mu^* = (\mu_j^*) \in \mathbb{R}^d \) and \( \Sigma^* = (\sigma_{jj'}) \in \mathbb{R}^{d \times d} \). Then,

\[
D \left\{ \mathcal{LD}(\beta) \| \mathcal{N}(\mu^*, \Sigma^*) \right\} = \inf_{\mu, \Sigma} D \left\{ \mathcal{LD}(\beta) \| \mathcal{N}(\mu, \Sigma) \right\},
\]

(4.9)
where the infimum is over all \( \mu \in \mathbb{R}^d \) and all \( \Sigma > 0 \in \mathbb{R}^{d \times d} \). Further, if \( \beta_j > 1/2 \) for all \( j = 0, 1, \ldots, d \), then

\[
D \left\{ \mathcal{LD}(\beta) \mid \mathcal{N}(\mu^*, \Sigma^*) \right\} < \frac{1}{2} \sum_{j=0}^{d} \frac{1}{\beta_j} + \frac{1}{6B}, \tag{4.10}
\]

where \( B = \sum_{j=0}^{d} \beta_j \).

The matrix \( \Sigma^* \) has a compound-symmetry structure and is therefore positive-definite. From Proposition 4.2.3, the parameters of the optimal Gaussian approximation \( \mu^* \) and \( \Sigma^* \) are indeed the mean and covariance matrix of the \( \mathcal{LD}(\beta) \) distribution. Equation (4.10) provides an upper-bound to the approximation error. In the posterior, \( \beta_j = \alpha_j + y_j \) and \( B = \sum_{j=0}^{d} \alpha_j + N \). The condition \( \beta_j \geq 1/2 \) is therefore satisfied whenever every category has at least one observation. Since

\[
\mathbb{E}_y[\alpha_j + y_j] = \alpha_j + N\pi_0^j,
\]

the approximation error is approximately in the order of \( \sum_{j=0}^{d} (\pi_0^j N)^{-1} \), where as before \( \pi_0^j \) denotes the true probability of category \( j \). In the best case where all the categories receive approximately equal probability, i.e., \( \pi_0^j \approx (d + 1)^{-1} \), the approximation error is \( O(d^2/N) \). However, the convergence rate in \( N \) can be slower if some of the \( \pi_0^j \)s are very small. In other words, the higher the entropy of the data generating distribution, the worse the approximation is, although our simulations suggest that the approximation is practicable even for moderate sample sizes and unbalanced category probabilities. When one considers that the eigenvalues of the covariance matrix enter into the constant in Berry-Esseen convergence rates, and that here the covariance of the data is given by \( \text{diag}(\pi^0) - \pi^0(\pi^0)^\top \), it appears that a similar phenomenon is at work here.

The main idea behind our proof is to exploit the invariance of the Kullback–Leibler divergence under bijective transformations and transfer the domain of the
problem from $\mathbb{R}^d$ to $S^d$. Since an $\mathcal{LD}(\beta)$ distribution is obtained from a Dirichlet $\mathcal{D}(\beta)$ distribution via the inverse log-ratio transform $\ell^{-1}$, the problem of finding the best Gaussian approximation to $\mathcal{LD}(\beta)$ is equivalent to finding the best approximation to $\mathcal{D}(\beta)$ among a class of distributions obtained by applying the logistic transform to Gaussian random variables. If $\theta \sim N(\mu, \Sigma)$, the induced distribution on $\pi = \ell(\theta)$ is called a logistic normal distribution – denoted $\mathcal{L}(\mu, \Sigma)$ – and has density on $S^d$ given by

$$
\tilde{q}(\pi; \mu, \Sigma) = (2\pi)^{-d/2}|\Sigma|^{-1/2} \left( \prod_{j=0}^{d} \pi_j \right)^{-1} \times \exp \left[ -\frac{1}{2} \left\{ \log(\pi/\pi_0) - \mu \right\}^T \Sigma^{-1} \left\{ \log(\pi/\pi_0) - \mu \right\} \right]. \tag{4.11}
$$

The problem therefore boils down to calculating the Kullback–Leibler divergence between a Dirichlet density $q(\cdot; \beta)$ and a logistic normal density $\tilde{q}(\cdot; \mu, \Sigma)$ and optimizing the expression with respect to $\mu$ and $\Sigma$. The details are deferred to the Appendix.

Once the approximation is derived in the identity parametrization, we appeal to the invariance of the Kullback–Leibler divergence under one-to-one transformations to obtain the corresponding approximation in a non-identity parameterization $\theta = X\theta^*$ as in (4.5) for any non-singular $X$. The result is stated below.

**Corollary 4.3.2.** If $\theta \sim \mathcal{LD}(\beta)$ then

$$
D \left( \mathcal{P}_X(\cdot; \beta) \mid \mid \mathcal{N}(\cdot; X\mu^*, X^T\Sigma^*X) \right) = \inf_{\mu, \Sigma} D \left( \mathcal{P}_X(\cdot; \beta) \mid \mid \mathcal{N}(\cdot; \mu, \Sigma) \right) \tag{4.12}
$$

for any full-rank $d$ by $d$ matrix $X$. Moreover, the bound on the KL divergence as a function of $\beta$ in (4.10) is attained for $D \left( \mathcal{P}_X(\cdot; \beta) \mid \mid \mathcal{N}(\cdot; \mu^*, \Sigma^*) \right)$.

Thus, the best Gaussian approximation to the posterior (in the Kullback–Leibler sense) under the Diaconis–Ylviaker prior is given by $N(X\mu^*, X^T\Sigma^*X)$ for any one-
to-one linear transformation $X$. We refer to this as the optimal Normal (oN) approximation.

### 4.4 Simulations

We conducted several simulation studies to assess the performance of the approximation in Theorem 4.3.1 and Corollary 4.3.2. In each study, we simulated 100 realizations from

$$\pi \sim \mathcal{D}(a, \ldots, a), \quad y \sim \text{Multinomial}(N, \pi),$$  \hspace{1cm} (4.13)

with the posterior of $\pi$ under a Dirichlet $\mathcal{D}(a, \ldots, a)$ prior being $\mathcal{D}(y_1 + a, \ldots, y_d + a)$. We chose the dimension $d$ to be $2^8$, corresponding to a $p = 8$-way contingency table for binary variables. To obtain a simulation-based approximation to the posterior for $\theta = \log(\pi/\pi_0)$ under the Diaconis–Ylvisaker prior, we sampled $mc$ many $\pi$ values from the $\mathcal{D}(y_1 + a, \ldots, y_d + a)$ posterior and then transformed to $\theta = \ell^{-1}(\pi)$ to obtain posterior samples of $\theta$; we refer to this procedure as the Monte Carlo approximation. We also computed a Laplace approximation to the posterior under the Diaconis–Ylvisaker prior, which is given by $\text{Normal}(\hat{\theta}_{\text{MAP}}, \mathcal{I}(\hat{\theta}_{\text{MAP}})^{-1})$, where $\hat{\theta}_{\text{MAP}}$ is the maximum a-posteriori estimate of $\theta$ and $\mathcal{I}(\theta)$ is the Fisher information matrix evaluated at $\theta$. The maximum a-posteriori estimate $\hat{\theta}_{\text{MAP}}$ was computed by the Newton–Raphson method.

We compare the accuracy of the proposed Gaussian approximation to the Monte Carlo procedure and the Laplace approximation. In addition to the identity parameterization, i.e., $X = I_d$ in (4.5), we also consider the corner parameterization given by $\log(\pi/\pi_0) = X\theta^*$ for an appropriate $X$ matrix; see Appendix for more details. For the Monte Carlo samples, each sample of $\theta$ is transformed to $\theta^*$ via $X^{-1}\theta = \theta^*$. For the normal approximations $\theta \sim \text{Normal}(\mu, \Sigma)$, the corresponding approximate posterior is given by $\theta^* \sim \text{Normal}(X^{-1}\mu, X^{-1}\Sigma X^{-1})$. 
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We conduct simulations for different values of $N$ (250, 1000, and 10,000) and $a$ (1 and $1/d$). We then assess performance in several ways.

- Proportion of variation unexplained, measured by $\sqrt{\sum_{j=1}^{d} (\theta - \theta_0)^2 / sd(\theta_0)}$, where $\theta_0$ is the true value of $\theta$ (or $\theta^*$, as appropriate).

- Coverage of 95 percent posterior credible intervals for $\theta$ or $\theta^*$.

- The standardized loss in the Frobenius norm for estimates of $\Sigma$, the posterior covariance, given by $\|\hat{\Sigma} - \Sigma\|_F / \|\Sigma\|_F$, where $\|S\|_F$ is the Frobenius norm of $S$. Note that the covariance in Theorem 4.3.1 is exactly the posterior covariance, so this measure is computed only for the simulation and Laplace approximations.

- The value of the Kolmogorov-Smirnov statistic for comparing the Monte Carlo empirical measure $\frac{1}{mc} \sum_{t=1}^{mc} \delta_{\theta_t}$ to the normal approximation from Theorem 4.3.1, Normal $(\mu, \Sigma)$.

- The computation time required to compute each posterior approximation.

Table 4.1 shows unexplained variation for the Laplace approximation, the Monte Carlo approximation for $mc = 10^3, 10^4, 10^5$, and $10^6$, and the optimal normal approximation. As expected, the optimal normal approximation outperforms the Laplace approximation. Moreover, it is comparable to the Monte Carlo approximation at every sample size and for all of the values of $mc$ considered. Performance for all approximations is noticeably better in the corner parametrization than the identity parametrization.

Table 4.2 shows coverage of approximate 95 percent credible intervals for the Laplace approximation, optimal Normal approximation, and the Monte Carlo approximation. The intervals derived using the Laplace approximation are universally too wide. Nominal coverage for the Monte Carlo approximation is insensitive to the
Table 4.1: $\sqrt{\sum_{j=1}^{d}(\theta - \theta_0)^2 / sd(\theta_0)}$ for different values of $mc$, different sample sizes, and two parametrizations. Results are averaged over 100 replicate simulations for each sample size.

<table>
<thead>
<tr>
<th></th>
<th>Laplace</th>
<th>$mc = 10^3$</th>
<th>$mc = 10^4$</th>
<th>$mc = 10^5$</th>
<th>$mc = 10^6$</th>
<th>oN</th>
</tr>
</thead>
<tbody>
<tr>
<td>identity, N=250</td>
<td>1.08</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>corner, N=250</td>
<td>0.85</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>identity, N=1000</td>
<td>0.84</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>corner, N=1000</td>
<td>0.67</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>identity, N=10,000</td>
<td>0.40</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>corner, N=10,000</td>
<td>0.31</td>
<td>0.27</td>
<td>0.27</td>
<td>0.27</td>
<td>0.27</td>
<td>0.27</td>
</tr>
</tbody>
</table>

The value of $mc$ in the range tested, and is slightly high at the two smaller sample sizes. The optimal normal approximation has the best coverage; in all cases it is between 0.94 and 0.96 and for $N = 10,000$ the coverage is 0.95 in both parametrizations.

Table 4.2: coverage of 95% posterior credible intervals

<table>
<thead>
<tr>
<th></th>
<th>Laplace</th>
<th>$mc = 10^3$</th>
<th>$mc = 10^4$</th>
<th>$mc = 10^5$</th>
<th>$mc = 10^6$</th>
<th>oN</th>
</tr>
</thead>
<tbody>
<tr>
<td>identity, N=250</td>
<td>0.95</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>corner, N=250</td>
<td>1.00</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>identity, N=1000</td>
<td>0.98</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>corner, N=1000</td>
<td>1.00</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>identity, N=10,000</td>
<td>1.00</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>corner, N=10,000</td>
<td>1.00</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 4.3 shows dependence of $||\hat{\Sigma} - \Sigma||_F/||\Sigma||_F$ on $mc$ for the two different parametrizations and three sample sizes considered. Note that $\Sigma$ is known exactly since $\Sigma = \Sigma^*$, the posterior covariance under the DY prior. The main point of this table is to demonstrate the relatively large number of Monte Carlo samples required to obtain reasonably small error in estimation of the posterior covariance. Even with $10^5$ samples the relative error is on the 1 percent range. Thus, compound linear hypothesis testing and computation of credible regions is very inefficient using the Monte Carlo method.

Table 4.4 shows the computation time in seconds for each of the three approximations. The Laplace approximation is fast, requiring about 0.03-0.04 seconds to
Table 4.3: $||\hat{\Sigma} - \Sigma||_F/||\Sigma||_F$ for different sample sizes and values of $mc$

<table>
<thead>
<tr>
<th>Identity, N=250</th>
<th>Corner, N=250</th>
<th>Identity, N=1000</th>
<th>Corner, N=1000</th>
<th>Identity, N=10,000</th>
<th>Corner, N=10,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>mc = 10^3</td>
<td>mc = 10^4</td>
<td>mc = 10^5</td>
<td>mc = 10^6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0982</td>
<td>0.0328</td>
<td>0.0093</td>
<td>0.0032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0923</td>
<td>0.0290</td>
<td>0.0086</td>
<td>0.0029</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1045</td>
<td>0.0330</td>
<td>0.0103</td>
<td>0.0035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0882</td>
<td>0.0277</td>
<td>0.0087</td>
<td>0.0029</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1231</td>
<td>0.0397</td>
<td>0.0118</td>
<td>0.0040</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0861</td>
<td>0.0280</td>
<td>0.0084</td>
<td>0.0027</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Average time (seconds) to compute each approximation, averaged over 100 replicate simulations for each sample size.

<table>
<thead>
<tr>
<th>Sample, N</th>
<th>Laplace</th>
<th>$mc = 10^6$</th>
<th>oN</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.037</td>
<td>32.652</td>
<td>0.003</td>
</tr>
<tr>
<td>1000</td>
<td>0.031</td>
<td>31.980</td>
<td>0.003</td>
</tr>
<tr>
<td>10,000</td>
<td>0.035</td>
<td>32.338</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Results in the previous tables make clear that the optimal normal approximation is superior to the other approximations considered in terms of point estimation, estimation of 95 percent credible intervals, covariance estimation, and computation time. However, it is possible that differences between the optimal normal approximation and the exact posterior exist in the tails of the distribution. To assess this, we compare the empirical measure of the Monte Carlo approximation using $mc = 10^6$ samples to the optimal normal approximation by computing the Kolmogorov-Smirnov
(KS) statistic for the marginal distributions of 20 randomly selected entries of $\theta$. The entries considered were re-selected for each of the 100 replicate simulations and for each of the three sample sizes. Shown in Figure 4.1 are histograms of these KS statistics in the corner and identity parametrizations. Most are less than 0.02, and none are greater than 0.07. Considering that the KS statistic is a point estimate of the total variation distance between distributions, this indicates that the optimal normal approximation is an excellent approximation to the posterior marginals. Moreover, we cannot rule out the possibility of residual Monte Carlo error in the marginals from the Monte Carlo approximation, which may account for part of the observed discrepancy.

![Figure 4.1: Distribution of Kolmogorov-Smirnov statistics comparing $\frac{1}{mc} \sum_{t=1}^{mc} \delta_{\theta_t}$ to the oN approximation for 20 randomly selected entries of $\theta$ and over 100 replicate simulations (entries of $\theta$ were re-selected for each replicate).](image)

4.5 Real Data Example

We consider the Rochdale data, a $2^8$ contingency table with $N = 665$ that is over 50 percent sparse, and for which the top ten cell counts all exceed 20. This dataset is described at length in Dobra and Lenkoski (2011). We first assess the accuracy of the approximation to the full posterior under the Diaconis–Ylvisaker prior in the same manner as in §4.4, by comparing marginal posteriors computed using the approxi-
mation to those obtained from large Monte Carlo samples from the exact Dirichlet posterior transformed to the log-linear parametrization. For the log-linear model in the corner parametrization, the distribution of Kolmogorov-Smirnov statistics computed for the 255 entries of $\theta^*$ obtained by comparing $10^6$ Monte Carlo samples from the exact posterior to the optimal Gaussian approximation is shown in Fig. 4.2. The distribution is very similar to that observed for the simulations in §4.4.

Undoubtedly, the Diaconis–Ylvisaker prior is less well-suited to inference on important variable interactions in this dataset than the more sophisticated methods of Dobra and Lenkoski (2011) and Bhattacharya and Dunson (2012). However, our approximation has the advantage of being essentially computation-free, whereas the methods of Dobra and Lenkoski (2011) and Bhattacharya and Dunson (2012) are computationally intensive even at this small scale. In many settings, particularly with modern large-scale problems, some loss of performance may be acceptable in order to obtain useful inferences instantaneously. Thus, we are interested in the extent to which our method can replicate the results of Dobra and Lenkoski (2011), which were similar to those of Bhattacharya and Dunson (2012) in many respects.
We analyze performance in testing conditional independence hypotheses (i.e. learning an interaction graph).

Sparse $\theta^*$ is a set of measure zero with respect to the posterior under the Diaconis–Ylvisaker prior. To obtain a sparse point estimate of the interaction graph, we employ the penalized credible region approach of Bondell and Reich (2012). This method produces a point estimate by finding the sparsest $\theta^*$ within a $1 - \alpha$ credible region for $\theta^*$. Although the exact solution to this problem is intractable, Bondell and Reich (2012) show that it can be approximated using a lasso path, and provide software in the BayesPen R package (Wilson et al., 2015). Using the resulting lasso path from BayesPen, the selected model corresponding to any value of $\alpha \in (0, 1)$ can be obtained as follows.

1. For the selected value of $\alpha$, find the $1 - \alpha$ quantile of a $\chi^2$ distribution with $d - 1$ degrees of freedom. Label this $\delta_{\text{max}}$.

2. For each model $\theta_0$ in the Lasso path, compute the Mahalanobis distance $\delta(\theta_0) = (\theta^* - \theta_0)^T (\Sigma^*)^{-1} (\theta^* - \theta_0)$.

3. Find the sparsest model in the lasso path having $\delta(\theta_0) \leq \delta_{\text{max}}$. This is the sparse point estimate.

With 256 cells and 665 observations, the posterior under the saturated model with Diaconis–Ylvisaker prior is very diffuse. To make a reasonable comparison, we obtain the posterior under the Diaconis–Ylvisaker prior for the marginal tables corresponding to all $\binom{8}{4} = 70$ unique subsets of four variables. For each of these marginal tables, we then utilize the penalized credible region procedure of Bondell and Reich (2012) to obtain a sparse model. For comparison, we utilize the median probability graphical model from Dobra and Lenkoski (2011), which is shown in Table 4.5. Specifically, for every subset of four variables, we obtain the marginal graph corresponding to
Table 4.5: Left, titled CGGM Results: Marginal posterior inclusion probabilities of edges (above the main diagonal) and indicator of edge inclusion in the median probability model (below the main diagonal) from copula Gaussian graphical model estimated on Rochdale data in Dobra and Lenkoski (2011). Rows and columns correspond to the eight binary variables, which are labeled a-h. Right, titled Comparison to oN: table of edge classifications for all marginal tables of size $2^4$ from copula Gaussian graphical model median probability model (columns, labeled CGGM) and penalized credible region for Gaussian approximation to posterior under the DY prior (rows, labeled oN-PCR).

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
<th>h</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGGM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>0.93</td>
<td>0.67</td>
<td>0.92</td>
<td>0.32</td>
<td>0.42</td>
<td>1</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>1</td>
<td>0.27</td>
<td>0.88</td>
<td>0.29</td>
<td>0.70</td>
<td>0.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>1</td>
<td>0</td>
<td>0.29</td>
<td>0.91</td>
<td>0.35</td>
<td>0.85</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.37</td>
<td>0.59</td>
<td>0.66</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.98</td>
<td>0.58</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.82</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>h</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Comparison to oN

<table>
<thead>
<tr>
<th></th>
<th>CGGM</th>
<th>oN-PCR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>7335</td>
</tr>
</tbody>
</table>

We compute the true (false) negative and positive counts for the penalized credible region procedure applied to our posterior Gaussian approximation to all 70 marginal graphs, treating the corresponding marginal median probability graph from Dobra and Lenkoski (2011) as the truth. This produces a total of $70(\binom{4}{2}) = 420$ dependent pseudo hypothesis tests. The results for $\alpha = 0.1$ in the penalized credible region procedure are shown in Table 4.5. We obtain a false discovery rate of 0.02, and an $F_1$ score of 0.89, indicating that for marginal tables of size $2^4$, the posterior approximation is useful for model selection on the Rochdale data.
4.6 Discussion

Outside of linear models, conjugate priors are often non-standard or their multivariate generalizations are difficult to work with. This hampers uncertainty quantification because it is difficult to obtain posterior credible regions for parameters under such priors. Given that automatic and coherent quantification of uncertainty through the posterior is one of the chief advantages of a fully Bayesian approach, this limitation is a significant problem. The optimal Gaussian approximation to the posterior for log-linear models with Diaconis-Ylvisaker conjugate priors derived here offers a highly accurate and essentially computation-free approximation to posterior credible regions for this important class of models. Interestingly, this Gaussian approximation is not the Laplace approximation, and it is faster to compute and offers a better approximation to the posterior than the Laplace approximation. If similar results could be obtained for the posterior in other models, it suggests that the Laplace approximation may not be an appropriate default Gaussian approximation to the posterior. The theoretical result provided here can be easily extended to cases where some categories cannot co-occur, i.e. cases of structural zeros in contingency tables. Extensions to model selection using our approximation are also available by the penalized credible region approach. It seems reasonable that the strategy used here to obtain optimality and convergence rate guarantees could be extended to a larger class of generalized linear models by studying the properties of multivariate Gaussian distributions under inverse link transformations. This may also present a strategy for obtaining approximate credible intervals for parameters in the Bayesian model averaging context for generalized linear models with conjugate priors.
Tail waiting times and the extremes of stochastic processes

5.1 Introduction

The standard model of extremes of stochastic processes is the max-stable process (De Haan (1984), Beirlant et al. (2006), Coles et al. (2001)). A process $Y(x), x \in \mathcal{X}$ for an index set $\mathcal{X}$ is max-stable if there exist sequences $a_n(x), b_n(x)$ and a process $w(x), x \in \mathcal{X}$ such that for every finite collection of points $x$, we have

$$Y(x) = \lim_{n \to \infty} \frac{\bigvee_{i=1}^{n} w_i(x) - a_n(x)}{b_n(x)},$$

(5.1)

where $\{w_i\}_{i \leq n}$ are independent copies of $w(x)$ (De Haan and Ferreira (2007), Beirlant et al. (2006), Schlather (2002)). In the spatial or spatiotemporal setting, one usually takes $\mathcal{X} = \mathbb{R}^d$ for some integer $d$. This model is quite general in the sense that if there exist $\mathcal{X}$-indexed sequences $a_n(x)$ and $b_n(x)$ such that normalized maxima of the form (5.1) converge, then the limit must be a max-stable process De Haan and Ferreira (2007).

In applications where multivariate or spatial extremes are of interest, it is almost always the case that one has a set of observations $w(\mathbf{x}, t) = (w(x_1, t), \ldots, w(x_n, t))$ on
a stochastic process \( \{W(x, t)\} \) at a collection of points \( x_1, \ldots, x_n \) and times \( t_1, \ldots, t_p \). These observations could represent hourly precipitation, maximum daily wind speed, or, if we treat the spatial index set \( \mathcal{X} \) as a latent coordinate in an attribute space, essentially any multivariate time series, such as daily stock prices.

There are two competing paradigms for statistical inference on max-stable processes based on multivariate time series. The first is the max-over-windows (MOW) approach, which collapses observations \( w(\mathbf{x}, t) \) on a space/time-indexed process \( \{W(x, t)\} \) to observations that are (approximately) from a max-stable process \( Y(x) \) by selecting a time window \( \Delta t \), setting \( s_0 = t_0, s_j = t_j + \Delta t \), and putting \( y_j(\mathbf{x}) = \max_{s_j \leq t < s_{j+1}} w(\mathbf{x}, t) \) (Tawn (1988), Tawn (1990)). The data \( y_j(\mathbf{x}), j \in 1, \ldots, \lfloor t_p / \Delta t \rfloor \) are then used for estimation and inference. An alternative is the peaks-over-thresholds (POT) approach (Davison and Smith (1990), Smith (1984)), which keeps only observations \( w(\mathbf{x}, t) \) that exceed some threshold, then treats these observations as realizations of a max-stable process. Various ways of thresholding have been proposed, including: keeping observations at times \( t \) where \( \max_{i=1}^n w(x_i, t) \) exceeds a pre-specified threshold (Rootzén and Tajvidi (2006), Buishand et al. (2008)); fixing a specific component (say, \( x_1 \)) and keeping observations at times \( t \) where \( w(x_1, t) \) exceeds a threshold (Heffernan and Tawn (2004), Heffernan and Resnick (2007), Das et al. (2011), Balkema and Embrechts (2007)); and, keeping all observations at times \( t \) where the norm of the vector \( ||w(\mathbf{x}, t)|| \) exceeds a threshold (Coles and Tawn (1991), Ballani and Schlather (2011)).

Extreme events often cluster temporally; they tend to occur nearby in time but not always at identical times. Temporal structure can be accounted for in the context of both approaches in a variety of ways. Perhaps the most common way is choosing window size in a MOW approach such that dependence across consecutive time windows is probably small. Often, clustering of extreme observations is used to select window lengths (Zhang and Smith (2010), Meinguet (2012)). A common model for
temporally dependent spatial extremes that fits broadly into the MOW context is
the maxima of moving maxima (M4) model (Smith and Weissman (1996), Heffernan
et al. (2007)). However, MOW methods have the drawback that they tend to discard
a larger portion of the data than POT and artifacts can arise from the arbitrary
location of the time window boundaries. Estimation procedures for these models
also tend to be complex and multi-stage, resulting in potential loss of efficiency.

Using a POT approach, if extremes at two locations are dependent but temporally
lagged, temporal structure must be introduced into the model (see e.g. Smith (1989),
Méndez et al. (2006), Katz et al. (2002), Beguería and Vicente-Serrano (2006), Be-
guería et al. (2011)). With a generic POT approach that treats the observations
which exceed a threshold as approximately independent realizations of a max-stable
process, if exceedances do not occur contemporaneously (or at time lags much shorter
than the sampling rate), then dependence information is lost. An illustrative exam-
ple is shown in Figure 5.1: extreme values of the variable $y_1$ are always followed by
extreme values at $y_2$ exactly two time units later ($y_2$ also has some extreme events
that occur randomly). Two settings in which this aspect of POT methods is ob-
viously a problem are when the exceedance at $x_1$ is causal, or when $x_1$ and $x_2$ are
arranged spatially such that extreme events tend to occur at $x_1$ and then the phe-
nomenon causing the exceedance (e.g. a weather event) subsequently moves to $x_2$.
While this can be addressed by introducing temporal dependence in parameters, this
results in more complex modeling, places more demands on usually limited data, and
can complicate selection of an appropriate threshold.

The main contribution of this work is to propose an alternative paradigm for in-
ference on tail dependence between spatial locations with arbitrary temporal struc-
ture. The basic motivation is that waiting times between threshold exceedances at
different sites contain information on extremal dependence across both space and
time. To provide a canonical setting in which to study properties of this approach,
we propose a heavy-tailed stochastic process with spatiotemporal dynamics, so that temporal dependence in extreme events can be accommodated naturally. To provide intuition for our proposed model, recall that the process $Z(x) = \sup_j u_j k(x, \xi_j)$ where $k: \mathcal{X} \times X \to \mathbb{R}$ is a nonnegative kernel, $p(u) \propto u^{-2}$, and $\xi$ are points of a homogeneous Poisson process, is a max-stable process (Schlather (2002)). A single realization from $Z(x)$ where $k(x, \xi)$ is a bivariate Gaussian kernel is shown in the right panel of Figure 5.1: kernels associated with large values of $u_j$ are clearly discernable. The new stochastic process proposed here endows the points $\xi_j$ with velocities and lifetimes, making the process dynamic and inducing a temporal dependence structurture. As a consequence, time-indexed multivariate data in this paradigm are viewed as a single realization from a max-stable velocity process, rather than multiple (possibly dependent) realizations of a max-stable process. The resulting process can be visualized as a dynamic version of the sample realization in Figure 5.1 in which the elliptical light regions appear at some time, move around the space, and then disappear.

Fitting the max-stable velocity process to data is challenging and computation-
ally intensive. The other main contribution of this work is to propose a method for inference on extreme dependence that does not require modeling the process explicitly. Instead, we model waiting times between thresholds exceedances at pairs of locations, so that inference can be done using only the exceedance time data. We show that if the data are generated by a max-stable velocity process, then the waiting times between exceedances are well-approximated by mixtures of exponential random variables and an atom at zero. Further, the waiting time distribution under independence is also a mixture of exponentials and a point mass, but with parameters that depend on the marginal waiting times at each location. By fitting these two models to data and performing model comparison, we obtain a measure of extreme dependence that naturally captures time lags and exposes differences in the temporal structure of dependence across space. While we focus on inference in the setting where the data are thought to originate from a max-stable velocity process, the use of waiting times to model extreme dependence is general and can be applied in settings where the max-stable velocity process is considered inadequate by choosing a fully nonparametric model for the waiting times.

The remainder of this paper is organized as follows. Section 2 introduces a stochastic process with explicit time indexing that is conditionally max-stable and derives a number of its properties, including the distribution of waiting times between exceedances of a threshold. In section 3 a new tail dependence measure is introduced, and an approach to inference based on waiting times between peaks over thresholds suggested. Section 4 provides a model for the waiting times between exceedances in the process presented in section 3, as well as an algorithm for computation. Section 5 presents a simulation study motivated by weather extremes. Section 6 applies the method to four real datasets. Section 7 concludes.
5.2 Model

Let \((\Omega, \mathcal{F}, \mu)\) be a probability space and \(\mathcal{F}_t, t \in T\) a filtration; without loss of generality we will take \(T = \mathbb{R}\). Let \(W(x, t)\) be a stochastic process indexed by \(X\) adapted to \(\mathcal{F}_t\) taking values in a Polish space \((\mathcal{W}, d_W)\), and \(w(x, t), t \in t_0, \ldots, t_p\) a collection of observations on \(W\) at points \(x \in X^n\). We will assume that \(W(x, t)\) is in the max domain-of-attraction of a max-stable process \(Y(x)\), i.e. that there exist sequences \(a_n(x), b_n(x)\) and a max-stable process \(Y(x)\) for which (5.1) holds for \(W(x, t_0)\) for any \(t_0 \in T\). Further, we assume that \(W(x, t)\) is a Markov process, so that for \(\mu(W^{-1})\)-measurable sets \(A, \mathbb{P}[W(x, t) \in A | \mathcal{F}_s] = \mathbb{P}[W(x, t) \in A | W(x, s)]\).

Because \(W\) is in the max domain-of-attraction of \(Y\), observations \(w(x, t)\) that are “extreme” in some sense should be approximately observations from \(Y\), and so should \(\max_{0 < s < t} w(x, s)\). However, \(w(x, t)\) are not \(i.i.d\). observations from a stochastic process \(W(x)\), but dependent observations from a Markov process \(W(x, t)\). As such, extreme observations of \(w(x, t)\) and \(\max_{0 < s < t} w(x, s)\) are approximately observations from a Markov process \(Y(x, t)\) with the property that for any \(t_0\), \(Y(x, t_0)\) is max-stable. In this section we construct the max-stable velocity process, which fits this requirement, and thus provides a model for the extremes of a Markov process.

5.2.1 Max-stable velocity processes

The max-stable velocity process is constructed from the spectral characterization originally proposed in De Haan (1984), which is given in Theorem 5.2.1.

**Theorem 5.2.1** (de Haan). Let \(\{(u_j, \xi_j)\}_{j \geq 1}\) be the points of a Poisson process on \((0, \infty) \times \mathbb{R}^d\) with intensity measure \(u^{-2} \, du \, \nu(d\xi)\) for some \(\sigma\)-finite measure \(\nu\) on \(\mathbb{R}^d\). Let \(\{Y(x)\}_{x \in \mathbb{R}^d}\) be a max-stable process with unit Fréchet margins and continuous sample paths. Then there exist nonnegative continuous functions \(\{k(x, y) : x, y \in \mathbb{R}^d\}\)
such that
\[
\int_{\mathbb{R}^d} k(x, y) \nu(dy) = 1 \quad \forall x \in \mathbb{R}^d
\]

for which
\[
\{Y(x)\}_{x \in \mathbb{R}^d} \overset{\mathcal{D}}{=} \left\{ \sup_{j \geq 1} u_j k(x, \xi_j) \right\}_{x \in \mathbb{R}^d},
\]

where $\mathcal{D}$ denotes equality in distribution. Moreover, any process defined by the right side of (5.2) is max-stable.

A useful heuristic for de Haan’s spectral characterization is that of weather extremes, where the locations of the support points are taken to be storm centers, the kernel functions $k(x, \cdot)$ describe the shape of the storm, and the marks $u$ the severity. In this context, the process realization is the maximum over some period of time of a climatological quantity, such as precipitation or temperature. To create a time-indexed process, we endow the points $\xi_j$ with lifetimes and velocities; this approach has the advantage of easily extending the physical interpretation of the points $\xi_j$ as storms or, more generally “events.” Now, the storms will move and have finite lifespans.

Specifically, let $\mathcal{N} \sim \text{Po}(\beta u^{-2} du d\xi ds \pi(da))$ be a Poisson random field on $\mathbb{R}^d \times \mathbb{R} \times \mathbb{R}_+ \times \mathcal{A}$ for some probability measure $\pi(da)$ on an “attribute space” $\mathcal{A}$, and let $k : \mathbb{R}^d \times \mathbb{R}^d \times \mathcal{A} \rightarrow \mathbb{R}_+$ be a positive-definite function $k(x, \xi; a, s, t)$ satisfying an integrability condition discussed below. Using the climatological heuristic, the support points $(\xi_j, s_j, u_j, a_j)$ of $\mathcal{N}(du d\xi ds da)$ can be thought of as storms of magnitude $u_j > 0$, initiating at time $s_j \in \mathbb{R}$ and location $\xi_j \in \mathbb{R}^d$, with attribute vector $a_j$ that may include a velocity $v_j$, shape $\Lambda_j$, duration $\tau_j$, or other features.

For any location $x \in \mathbb{R}^d$, define
\[
Y(x, t) := \sup_j \left\{ u_j k(x, \xi_j; a_j, s_j, t) \right\} \quad t \in \mathbb{R}
\]
\[ Y^*(x, t) := \sup_{0 \leq s \leq t} Y(x, t), \quad t \geq 0. \]

We refer to (5.3) as a max-stable velocity process.

In the sequel, we will assume that \( a_j = (v_j, \Lambda_j, \tau_j) \), and that the intensity measure for the process is given by \( \beta u^{-2} du \xi ds \delta e^{-\beta \tau} \pi(dv \, d\Lambda) \), so that the “storms” have exponential lifetimes, the birth rate is time-invariant, and \( \nu(d\xi) \) is Lebesgue measure. We also assume \( v, \Lambda \) have finite expectation with respect to the probability measure \( \pi \). The initiation time \( s_j \), the time index \( t \), and the velocity \( v_j \) will enter the kernel as the location of the point \( j \) at time \( t \), giving \( Y(x, t) := \sup_j u_j k(x, \xi_j + v_j(t - s_j); \Lambda_j) I_{t - \tau_j < s_j < t} \). We also require the kernel to be stationary so that \( k(x, y) = k(0, x - y) \) with \( \int_{\xi \in \mathbb{R}} k^*(0, \xi; \Lambda) d\xi = 1 \). Many of the results that follow would actually hold for other choices of \( \nu(d\xi) \) and larger families of kernels, but the required integrability condition is more complex. To aid interpretation, we provide some parallel results in the special case where \( k \) is the isotropic Gaussian kernel, \( k(x, \xi) = |\Lambda/2\pi|^{1/2} \exp\{-(x - \xi)'\Lambda(x - \xi)/2\} \), which was originally proposed as a model for the max-stable process by Smith (1990).

5.2.2 Main results

Since the magnitudes \( u_j \) have the same distribution in the max-stable velocity process as in (5.1), tail dependence remains intact. This is formalized in Theorem 5.2.2. Proofs are found in Appendix D.

**Theorem 5.2.2 (Max-stable velocity process).** Let \( \{Y(x, t)\}_{x \in \mathbb{R}^d, t \in \mathbb{R}} \) be a max-stable velocity process. Then, for any \( B \subset \mathbb{R}^d \), the number of points that \( N(d\xi dt du \, da) \) places in \( B \) at time \( t \) is a spatial Poisson process with time-invariant intensity \( \beta \delta \).

Furthermore, when \( \pi(d\Lambda) \) is an atom, then for any \( t \in \mathbb{R} \), \( \{Y(x, t)\}_{x \in \mathbb{R}^d} \) is max-stable and the corresponding Poisson process has intensity measure \( \beta \delta \xi u^{-2} du \). If additionally, \( \pi(dv) = \delta_0 \), then \( Y^*(x, t) \) is max-stable, and the corresponding Poisson
process representation has intensity measure \( \beta \left[ t + \frac{1}{2} \right] d\xi u^{-2}du \).

Theorem 5.2.2 implies that for any fixed \( t \), the distribution of the process \( Y(x,t) \) does not depend on velocity. The requirement that \( \pi(dv) = \delta_0 \) to show that \( Y^*(x,t) \) is max-stable suggests that \( Y^*(x,t) \) does depend on \( \pi(dv) \), an intuitive conclusion that will shortly become clear.

In addition to the marginal and joint distribution of the max-stable velocity process, we are also interested in waiting times, as these will eventually form the basis for inference. For two arbitrary points \( (x_1, x_2) \in \mathcal{X}^2 \), fix a threshold vector \( (y_1, y_2) \). Now define the random variables

\[
\kappa_i(y_i) = \inf_{t > 0} \{ t : Y(x_i, t) > y_i \}, \quad i = 1, 2
\]

\[
\kappa_{(1,2)}(y_1, y_2) = |\kappa_1(y_1) - \kappa_2(y_2)|. \tag{5.4}
\]

Then for locations \( (x_1, x_2) \in \mathcal{X} \times \mathcal{X} \), \( \kappa_{(1,2)}(y_1, y_2) \) is the waiting time between first exceedances of \( y_1 \) at \( x_1 \) and \( y_2 \) at \( x_2 \). Theorem 5.2.3 gives the marginal distribution of a max-stable velocity process and that of the waiting times until first exceedance.

**Theorem 5.2.3** (Marginals and waiting times). The max-stable velocity process has Fréchet marginals, with distribution function \( \mathbb{P}[Y(x,0) < y] = e^{-\beta/(\delta y)} \). When \( \pi(dv) = \delta_0 \), the waiting time until first exceedance \( \kappa(y) \) has survival function \( \mathbb{P}[\kappa(y) > t] = e^{-\beta(t+\delta^{-1})/y} \). When \( \pi(dv) \neq \delta_0 \), \( \mathbb{P}[\kappa(y) > t] = e^{-\beta(\delta^{-1}+t+f(t))/y} \) for a positive, monotone nondecreasing function \( f(t) \). For isotropic \( k \), \( f(t) < t\mathbb{E}_{\pi(dv,d\Lambda)} \left[ \frac{c_d(\Lambda)}{c_{d-1}(\Lambda)} |v| \right] \) by Lemma D.1.1, where \( \frac{c_d(\Lambda)}{c_{d-1}(\Lambda)} \) are functions of \( \Lambda \) depending on the spatial dimension \( d \).

So \( \kappa(y) \) is zero with probability \( \mathbb{P}[Y(x,0) > y] \) given by theorem 5.2.3, and otherwise it is stochastically dominated by an exponential random variable with rate
The weight assigned to the atom is given by \(1 - e^{-\beta/y\delta}\), which approaches zero as \(y \to \infty\). Notably, the waiting time distribution, like the distribution of \(Y^*(x,t)\) but unlike the distribution of \(Y(x,t)\) for fixed \(t\), depends on velocity and shape. Theorem 5.2.4 gives the joint distribution of the max-stable velocity process at two points and different times \(t_1, t_2\).

**Theorem 5.2.4 (Joint distribution).** For any two points \(x_1, x_2\) and times \(t_1, t_2\) the joint distribution of the max-stable velocity process is given by \(\mathbb{P}[Y(x_1, t_1) \leq y_1, Y(x_2, t_2) \leq y_2] = \exp(-|B|)\) with

\[
|B| = \frac{\beta/\delta}{y_1} \left[ 1 - e^{-\delta|t_2-t_1|} \int F(\Lambda, \Delta(v); y_1, y_2) \pi(dv\Lambda) \right] + \frac{\beta/\delta}{y_2} \left[ 1 - e^{-\delta|t_2-t_1|} \int F(\Lambda, \bar{\Delta}(v); y_2, y_1) \pi(dv\Lambda) \right]. \tag{5.5}
\]

where \(F\) is a function satisfying \(0 \leq F \leq 1\), \(\Delta(v) = x_2 - x_1 - (t_2 - t_1)v\), and \(\bar{\Delta}(v) = x_1 - x_2 - (t_1 - t_2)v\). For the Gaussian max-stable velocity process, \(F\) is given by

\[
F(\Lambda, \Delta(v); y_1, y_2) = \Phi \left( -\frac{\sigma(\Delta(v), \Lambda)}{2} + \frac{1}{\sigma(\Delta(v), \Lambda)} \log \frac{y_1}{y_2} \right). \tag{5.6}
\]

where \(\sigma^2(\Delta(v), \Lambda) = \Delta(v)' \Lambda \Delta(v)\) and \(\Phi(\cdot)\) is the standard Gaussian distribution function.

The expression in (5.6) is similar to that in equation 3.1 of Smith (1990), with the additional term \(e^{-\delta|t_2-t_1|}\) arising from the support point lifetimes and \(\sigma\) an explicit function of velocity and shape.

Theorem 5.2.5 gives an expression for the waiting times between first exceedances under independence, which can be thought of as the limit of the waiting time distribution at two points for fixed \(y_1, y_2\) as the distance between points goes to infinity.
Theorem 5.2.5 (Waiting times between exceedances under independence). Suppose \( \kappa_1(y_1) \perp \kappa_2(y_2) \), and set \( \lambda_1 = e^{-\beta/(y_1 \delta)} \), \( \lambda_2 = e^{-\beta/(y_2 \delta)} \). Then if \( \pi(dv) = \delta_0 \)

\[
\mathbb{P}[\kappa_1(y_1, y_2) = 0] = (1 - \lambda_1)(1 - \lambda_2)
\]

\[
\mathbb{P}[\kappa_1(y_1, y_2) > t] = e^{-\beta t/y_2} \left( \lambda_2(1 - \lambda_1) + \frac{y_1}{y_1 + y_2} \lambda_1 \lambda_2 \right)
\]

\[
+ e^{-\beta t/y_1} \left( \lambda_1(1 - \lambda_2) + \frac{y_2}{y_1 + y_2} \lambda_1 \lambda_2 \right), \quad \text{(5.7)}
\]

a mixture of a point mass at zero and exponential distributions with rates \( \beta/y_1 \) and \( \beta/y_2 \). If \( \pi(dv) \neq \delta_0 \), then

\[
\mathbb{P}[\kappa_1(y_1, y_2) = 0] = (1 - e^{-\beta/(y_1 \delta)})(1 - e^{-\beta/(y_2 \delta)})
\]

\[
\mathbb{P}[\kappa_1(y_1, y_2) > t] = e^{-\beta(t+f_1(t,y_1))/y_2} (1 - e^{-\beta/(y_1 \delta)}) e^{-\beta/(y_2 \delta)}
\]

\[
+ e^{-\beta(t+f_2(t,y_2))/y_1} (1 - e^{-\beta/(y_2 \delta)}) e^{-\beta/(y_1 \delta)}
\]

\[
+ \left[ 1 - \left( \int_{\kappa_2=t}^{\infty} e^{-\beta(\kappa_2-t+f_1(\kappa_2-t,y_1))/y_1} - e^{-\beta(\kappa_2+t+f_1(\kappa_2+t,y_1))/y_1} \right) \mu_2(d\kappa_2) \right.
\]

\[
+ \left. \int_{\kappa_2=0}^{\infty} (1 - e^{-\beta(\kappa_2+t+f_1(\kappa_2+t,y_1))/y_1}) \mu_2(d\kappa_2) \right] \times e^{-\beta/(y_1 \delta)} e^{-\beta/(y_2 \delta)}
\]

where \( f_1, f_2 \) are positive, monotone nondecreasing functions satisfying

\[
f_j(t) < t \mathbb{E}_{\pi(dv,d\Lambda)} \left[ \frac{c_d(\Lambda)}{c_{d-1}(\Lambda)} |v| \right]
\]

when \( k \) is isotropic, and \( \mu_2(d\kappa_2) \) is the measure induced by \( \kappa_2 \).

The distribution of \( \kappa_1(y_1, y_2) \) when \( \pi(dv) \neq 0 \) is therefore a mixture of four components, one of which is an atom, and two of which are dominated by an exponential random variable when \( k \) is isotropic. The last component is more opaque, but the general result in Theorem 5.2.7 shows that this component can be described by a mixture of two random variables that are stochastically dominated by exponentials. On the other hand, the distribution of \( \kappa_1(y_1, y_2) \) under independence when
$v = 0$ almost surely is a simple mixture of two exponentials and an atom at zero. If $y_1 = y_2 = y$ and $v = 0$ almost surely, (5.7) reduces to a mixture of an atom at zero and a single exponential with rate $\beta/y$. As $y_1, y_2 \to \infty$, $\lambda_1, \lambda_2 \to 1$ in Theorem (5.7, and the distribution in (5.7) converges to the distribution with survival function given by $P[\kappa(1,2)(y_1, y_2) = 0] = 0$ and

$$P[\kappa(1,2)(y_1, y_2) > t] = e^{-\beta t/y_2} \frac{y_1}{y_1 + y_2} + e^{-\beta t/y_1} \frac{y_2}{y_1 + y_2},$$

so the atom vanishes asymptotically. The distribution of $\kappa(1,2)(y_1, y_2)$ in the general model is complicated, so to aid interpretation we first obtain its distribution in the special case of $v = 0$, which we provide in Theorem 5.2.6.

**Theorem 5.2.6** (waiting times between exceedances when $v = 0$). Suppose $v = 0$ with probability one. Then the distribution of $\kappa(1,2)(y_1, y_2)$ is given by

$$P[\kappa(1,2)(y_1, y_2) = 0] = 1 - e^{-\beta \lambda_0/\delta} + e^{-\beta \lambda_0/\delta} (1 - e^{-\beta \lambda_1/\delta})(1 - e^{-\beta \lambda_2/\delta}) + \frac{\lambda_0 e^{-\beta (\lambda_0 + \lambda_1 + \lambda_2)/\delta}}{\lambda_0 + \lambda_1 + \lambda_2}$$

$$P[\kappa(1,2)(y_1, y_2) > t] = e^{-t\beta (\lambda_0 + \lambda_1)} \left( e^{-\frac{\beta (\lambda_0 + \lambda_1)}{\delta}} (1 - e^{-\frac{\beta \lambda_2}{\delta}}) + \frac{\lambda_2 e^{-\frac{\beta (\lambda_0 + \lambda_1 + \lambda_2)}{\delta}}}{\lambda_0 + \lambda_1 + \lambda_2} \right)$$

$$+ e^{-t\beta (\lambda_0 + \lambda_2)} \left( e^{-\frac{\beta (\lambda_2 + \lambda_0)}{\delta}} (1 - e^{-\frac{\beta \lambda_1}{\delta}}) + \frac{\lambda_1 e^{-\frac{\beta (\lambda_0 + \lambda_1 + \lambda_2)}{\delta}}}{\lambda_0 + \lambda_1 + \lambda_2} \right),$$

where

$$\lambda_0 = \int_{\Lambda \in \mathcal{L}} \left[ \frac{1}{y_1} F(\Lambda, \Delta(0); y_1, y_2) + \frac{1}{y_2} F(\Lambda, \Delta(0); y_2, y_1) \right] \pi(d\Lambda),$$

$$\lambda_1 = \int_{\Lambda \in \mathcal{L}} \left[ \frac{1}{y_1} \left[ 1 - F(\Lambda, \Delta(0); y_1, y_2) \right] - \frac{1}{y_2} F(\Lambda, \Delta(0); y_2, y_1) \right] \pi(d\Lambda),$$

$$\lambda_2 = \int_{\Lambda \in \mathcal{L}} \left[ \frac{1}{y_2} \left[ 1 - F(\Lambda, \Delta(0); y_2, y_1) \right] - \frac{1}{y_1} F(\Lambda, \Delta(0); y_1, y_2) \right] \pi(d\Lambda),$$

with $F$ and $\Delta(v)$ as defined in Theorem 5.2.4. The result for the Gaussian model uses the definition of $F$ given in Theorem 5.2.4.
In the case where \( y_1 = y_2 = y \) and \( \lambda_1 = \lambda_2 \), \((5.8b)\), like \((5.7)\), reduces to an atom at zero and a single exponential distribution. However, unlike \((5.7)\), the weight assigned to the atom does not vanish as \( y_1, y_2 \to \infty \); instead, the distribution approaches

\[
P[\kappa(1,2) = 0] = \frac{\lambda_0}{\lambda_0 + \lambda_1 + \lambda_2} e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta}
\]

\[
P[\kappa(1,2) > t] = e^{-t\beta(\lambda_0 + \lambda_1)/\delta} \frac{\lambda_2}{\lambda_0 + \lambda_1 + \lambda_2} + e^{-t\beta(\lambda_0 + \lambda_2)/\delta} \frac{\lambda_1}{\lambda_0 + \lambda_1 + \lambda_2},
\]

so the weights stabilize asymptotically.

The result in Theorem 5.2.6 is relevant to the case with nonzero velocity in two ways. First, since contemporaneous exceedances occur at the birth time of the kernel almost surely even when \( v \neq 0 \), \( P[\kappa(1,2)(y_1, y_2) = 0] \) is given by \((5.8a)\) for any velocity distribution with finite expectation. This fact is used extensively in obtaining the result in Theorem 5.2.7. Second, since all of the exceedances in the \( v = 0 \) case occur at birth time, nonzero velocity can only shorten the waiting time until exceedance of any threshold. As a result, \((5.8b)\) is a stochastic lower bound for the distribution of \( \kappa(1,2)(y_1, y_2) \) with nonzero velocity—i.e. the survival function of \( \kappa(1,2)(y_1, y_2) \) is bounded above by \((5.8b)\). This is clear from the result for the general case in Theorem 5.2.7.

**Theorem 5.2.7** (Survival function with nonzero velocity). Suppose \( Y(x, t) \) is a max-stable velocity process. Then for any two points \( x_1, x_2 \) and thresholds \( y_1, y_2 \), \( \kappa(1,2)(y_1, y_2) \) is a mixture given by

\[
P[\kappa(1,2) = 0] = 1 - e^{-\beta\lambda_0/\delta} + e^{-\beta\lambda_0/\delta}(1 - e^{-\beta\lambda_1/\delta})(1 - e^{-\beta\lambda_1/\delta}) + e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta} p_0,
\]

\[
P[\kappa(1,2) > t] = e^{-\beta(\lambda_0 + \lambda_2)/\delta} e^{-\beta(t/y_2 + g_{12}(t, y_1, y_2) + h_{12}^{(0)}(t, y_1, y_2))}
\]

\[
+ e^{-\beta(\lambda_0 + \lambda_1)/\delta} e^{-\beta(t/y_1 + g_{21}(t, y_1, y_2) + h_{21}^{(0)}(t, y_1, y_2))}
\]

\[
+ e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta} p_1 e^{-\beta(t/y_1 + g_{12}(t, y_1, y_2))} \left( \int_{T=0}^{\infty} e^{-h_{12}^{(0)}(t, y_1, y_2; T)} \mu_1(dT) \right)
\]
\[ + e^{-\beta(\lambda_0+\lambda_1+\lambda_2)/\delta} p_2 e^{-\beta(t/y_2+g_{21}(t,y_1,y_2))} \int_{T=0}^{\infty} e^{-h_{21}^{(+)}(t,y_1,y_2,T)} \mu_2(dT) \]

for positive functions \( g_{12}(t,y_1,y_2), g_{21}(t,y_1,y_2) \) satisfying \( g_{jj}'(t) < \frac{1}{E_{\pi(dv,d\Lambda)}} \left[ \frac{c_d(\Lambda)}{c_{d-1}(\Lambda)} |v| \right] \)

for isotropic \( k, p_0, p_1, p_2 > 0 \) with \( p_0 + p_1 + p_2 = 1 \), \( \lambda_j \) as defined in Theorem 5.2.6, probability measures \( \mu_1(dT), \mu_2(dT) \) depending on \( x_1, x_2, y_1, y_2, \) and positive, monotone nondecreasing functions \( h_{21}^{(0)}(t,y_1,y_2), h_{12}^{(0)}(t,y_1,y_2), h_{12}^{(+)}(t,y_1,y_2,T), h_{21}^{(+)}(t,y_1,y_2,T) \)

that are bounded by constants depending on \( y_1, y_2 \).

Theorem 5.2.7 shows that the waiting time distribution in the general case is given by a mixture of an atom at zero and four components. Two of the four components have survival functions that are bounded by a constant times an exponential survival function. The final two components are stochastically dominated by exponentials. Consequently, mixture models of a point mass at zero with exponential distributions are a reasonable choice for modeling waiting times in the general max-stable velocity process model.

5.3 Inference: Tail waiting times

While fitting the Gaussian max-stable velocity process to data would be computationally intensive and require complex algorithms, the waiting times between exceedances in the model are well-approximated by simple mixtures of exponential distributions. Thus, we propose to use the waiting times between exceedances as data to perform inference on tail dependence. In this section we propose a novel tail dependence index that is a function of waiting times. We then propose a Bayesian approach to inference on this quantity.

5.3.1 Waiting times as a measure of extremal dependence

Classically, the tail dependence index of a stochastic process \( Y(x) \) at points \( x_1, x_2 \) is defined as \( \gamma = \lim_{y \to \infty} P[Y(x_1) > y | Y(x_2) > y] \), the asymptotic limit of the condi-
tional survival function. A conceptually similar approach is possible for tail waiting times $\kappa_{1,2}(y_1, y_2)$ as defined in (5.4). Let $\mu_{(1,2)}(\cdot, y_1, y_2)$ be the family of probability measures on $\mathbb{R}$ induced by the collection of random variables $\kappa_{1,2}(y_1, y_2)$, so that for any $\mu$-measurable set $A$ and any $(y_1, y_2)$ we have $\mu_{(1,2)}(A, y_1, y_2) = \mathbb{P}[\kappa_{1,2}(y_1, y_2) \in A]$. Similarly, let $\mu_{(1,2)}^\perp(\cdot, y_1, y_2)$ be the measure induced by $\kappa_{1,2}(y_1, y_2)$ under the assumption $\kappa_1 \perp \kappa_2$; this can be derived from the marginal distributions of $\kappa_1(y_1)$ and $\kappa_2(y_2)$. For any metric $d(\cdot, \cdot)$ on the space of probability measures, define a tail dependence index $\gamma_d(y_1, y_2)$ based on tail waiting times as

$$
\gamma_d(y_1, y_2) := d \left( \mu_{(1,2)}(\cdot, y_1, y_2), \mu_{(1,2)}^\perp(\cdot, y_1, y_2) \right), \quad \gamma_d := \lim_{y_1, y_2 \to \infty} \gamma_d(y_1, y_2),
$$

In this framework, a value of $\gamma_d = 0$ corresponds to convergence as $y_1, y_2 \to \infty$ of the distribution – in the topology induced by $d$ – of $\kappa_{1,2}(y_1, y_2)$ to its distribution under independence, whereas nonzero $\gamma_d$ corresponds to discrepancy between the measures that persists asymptotically.

Inference on $\gamma_d(y_1, y_2)$ requires specification of a metric $d$. We primarily use a form of the Wasserstein metric characterized in detail in Minsker et al. (2014) that is easy to estimate from samples, even in high dimensions.

Consider the space of functions $\mathcal{F}_\varphi := \{ f : \Theta \to \mathbb{R}, \sqrt{\langle f, f \rangle_\mathbb{H}} \leq 1 \}$, where $(\mathbb{H}, \langle \cdot, \cdot \rangle_\mathbb{H})$ is a reproducing kernel Hilbert space with reproducing kernel $\varphi : \Theta \times \Theta \to \mathbb{R}$. Then for probability measures $\mu_1, \mu_2$ satisfying $\int_{\Theta} \varphi(\theta, \theta') \varphi d\mu(\theta) < \infty$, the Wasserstein-1 distance with respect to the metric $\varphi$ is

$$W_1,\varphi(\mu_1, \mu_2) = \left\| \int_\Theta \varphi(\theta, \cdot) d(\mu_1 - \mu_2)(\theta) \right\|_\mathbb{H}.$$

For certain choices of $\varphi$, including the Gaussian kernel $\varphi(\theta, \theta') = \tau \exp \left( -\|\theta - \theta'\|_2^2 \right)$, the metric satisfies $W_{1,\varphi}(P, Q) = 0$ if and only if $P = Q$ and $0 \leq W_{1,\varphi} \leq \tau$. So, choosing $\tau = 1$ gives a metric supported on the unit interval. It is also easy to compute a finite-sample estimate using equation 2.12 in Minsker et al. (2014).
Moreover, conditions similar to those required for convergence of the posterior in the Hellinger metric – as defined in Ghosal et al. (2000) – imply convergence in $W_{1,\varphi}$, at the same rate Minsker et al. (2014). For simplicity, in the sequel we refer to $W_{1,\varphi}$ as the “Wasserstein distance,” and all of the estimates presented utilize the isotropic Gaussian kernel with $\tau, \phi = 1$.

Another metric used mainly as a point of comparison for $W_{1,\varphi}$ is the total variation distance ($TV$), given by $||\mu - \tilde{\mu}||_{TV} = \sup_A |\mu(A) - \tilde{\mu}(A)|$, where the supremum is taken over sets $A$ measurable with respect to $\mu$ and $\tilde{\mu}$. For one dimensional distributions, a simple point estimate of $||\mu_1 - \mu_2||_{TV}$ is provided by the Kolmogorov-Smirnov statistic.

### 5.3.2 Calculating waiting times from observed data

We assume that the data $w(x, t)$ are transformed to identical marginals, which without loss of generality are taken to be unit Fréchet. For each $x_i : i \in 1, \ldots, n$, select a threshold $y_i$ corresponding to a high quantile of the Fréchet distribution. Compute the marginal waiting times until first exceedance $\kappa_i(y_i)$ by:

1. Find the first observed time $s_1$ for which $w(x_i, s_1)$ exceeds $y_i$, this is the first observed value of $\kappa_i(y_i)$;
2. Find $s^* = \min\{t_j > s_1 : w(x_i, t_j) < y_i\}$;
3. Find $s^*_2 = \min\{t_j > s^* : w(x_i, t_j) > y_i\}$ and set $s_2 = s^*_2 - s^*$; this is the next observed value of $\kappa_i(y_i)$;
4. Repeat (2)-(3) until the set $\{t_j > s^* : w(x_i, t_j) > y_i\}$ is empty.

To compute the observed waiting times between exceedances $\kappa_{(1,2)}(y_1, y_2)$ at locations $(x_1, x_2)$, for each observed value $s$ of $\kappa_1(y_1)$ do

1. Find $s^+_1 = \min\{t_j \geq s_1 : w(x_2, t_j) > y_2\}$ and $s^-_1 = \max\{t_j \leq s_1 : w(x_2, t_j) > y_2\}$;
(2) Set $s_1 = |s - s_1^+| \wedge |s - s_1^-|$.  

The resulting data are $n$ vectors $\kappa_i(y_i)$ of marginal waiting times until first exceedances and $n(n - 1)/2$ vectors of waiting times $\kappa_{(i,i')}(y_i, y_{i'})$ between first exceedances at pairs of locations $(x_i, x_{i'})$. Clearly, the larger $y_i$, the fewer observations of first exceedances exist. The effect of the threshold on sample size and the necessity of choosing $y_i$ large enough that values exceeding this threshold have approximately a limiting max-stable velocity distribution are the two opposing considerations in choosing a threshold. Our goal here is mainly to illustrate the potential of the method, so we take the simple approach of choosing thresholds such that $\min_i||\kappa_i(y_i)||_0 \geq 100$, where for a vector $\kappa$, $||\kappa||_0$ is the number of elements of $\kappa$.

5.3.3 Estimation of $\gamma_d(y_1, y_2)$

We take a model-based approach to estimating $\mu_{(i,i')}(y_i, y_{i'})$ and $\mu_{(i,i')}(y_i, y_{i'})$, guided by Theorems 5.2.5 and 5.2.7. If the data originate from a max-stable velocity process, then the marginal waiting time distribution is given by Theorem 5.2.3, and the distribution of waiting times between exceedances is given by Theorem 5.2.7. These results suggest that a mixture of an atom at zero and several exponential distributions provides a good approximation to the waiting time distributions. The distribution of $\kappa_i(y_i)$ may be well-approximated using only one exponential component, though depending on the shape of the function $f(t, y)$, several components may be required.

The waiting times between exceedance may require four or more components, both when $\kappa_i \perp \kappa_{i'}$ and in the general case. When $v = 0$ almost surely, both of these distributions is exactly a mixture of two exponential distributions and an atom at zero. As such, we model $\kappa_i(y_i)$ and $\kappa_{(i,i')}(y_i, y_{i'})$ using a mixture of several exponential components and an atom, e.g.

$$\kappa \sim \eta_0 \delta_0 + \sum_{j=1}^{K-1} \eta_j \text{Exponential}(\lambda_j).$$  \hspace{1cm} (5.11)
We take a Bayesian approach to inference in this model by specifying the priors
\( \eta \sim \text{Dirichlet}(1/K, \ldots, 1/K) \), and \( \lambda_j \sim \text{Gamma}((1,1),1) \). Computation for this
model is via a straightforward Gibbs sampler, which is described in Appendix D. All of the empirical results in the sequel were obtained using \( K = 11 \) components, and point estimates \( \hat{\eta} \) always correspond to the ergodic average from sample paths obtained from the Gibbs sampler.

The motivation for a Bayesian approach is threefold. First, censoring of \( \kappa \) is very common in applications because data are often sampled at regular, discrete intervals. This is easy to handle in a Bayesian model by imputing uncensored waiting times. Second, by setting \( K \) to be relatively large, the posterior is consistent for the true number of mixture components, and the extraneous components tend to empty (Rousseau and Mengersen (2011)). Thus, the Bayesian approach provides an easy way to estimate the number of mixture components and assess model fit. When \( v = 0 \) almost surely, the theoretical number of exponential components is exact, and this scenario may be a good approximation in some cases where velocity tends to be small relative to the distance between points. For general \( \pi(dv) \), Theorems 5.2.3, 5.2.6 and 5.2.7 suggest that mixtures of between one and four exponential components and an atom can provide a reasonable approximation. The main interest is in estimating how this compares to the number of components necessary to fit observed waiting times. Finally, a Bayesian approach provides estimates of uncertainty in \( \mu_{\{i,i'\}}(\cdot, y_i, y_{i'}) \) and \( \mu_{\{i,i'\}}^\perp(\cdot, y_i, y_{i'}) \) without the use of additional procedures.

Estimating models of the form in (5.11) by MCMC yields approximate posterior samples \( (\eta_i, \lambda_i \mid \kappa_i(y_i)), (\eta_{i'}, \lambda_{i'} \mid \kappa_{i'}(y_{i'})) \), and \((\eta_{\{i,i'\}}, \lambda_{\{i,i'\}} \mid \kappa_{\{i,i'\}}(y_i, y_{i'}))\). To obtain approximate samples from
\[
\Pi(\gamma_d(y_1, y_2) \mid \kappa) = \Pi(\gamma_d(y_i, y_{i'}) \mid \kappa_i(y_i), \kappa_{i'}(y_{i'}), \kappa_{\{i,i'\}}(y_i, y_{i'})),
\]
where \( \Pi \) is the posterior distribution, follow the procedure:
(1) For each sampled value of \( \{(\eta_i, \lambda_i), (\eta_{i'}, \lambda_{i'})\} \), take \( M \) samples from the posterior distribution \( \Pi_0(\kappa_{(i,i')}^\bot)(y_i, y_{i'} \mid (\eta_i, \lambda_i), (\eta_{i'}, \lambda_{i'})) \), e.g. by sampling independently from the posterior distributions for \( \kappa_i \) and \( \kappa_{i'} \) and computing \( |\kappa_i - \kappa_{i'}| \).

(2) For each sampled value of \( (\eta_{(i,i')}, \lambda_{(i,i')}) \), take \( M \) samples from the posterior distribution \( \Pi(\kappa_{(i,i')})(y_i, y_{i'} \mid (\eta, \lambda)) \).

(3) Compute an estimate of \( d(\mu_{(i,i')}(\cdot, y_i, y_{i'}), \mu_{(i,i')}^\bot(\cdot, y_i, y_{i'})) \) based on the \( M \) samples taken in the previous two steps.

(4) Repeat (1)-(3) for each retained sample of \( \{(\lambda_i, p_i), (\lambda_{i'}, p_{i'}), (\eta, \mu)\} \).

The resulting samples are approximately samples from the posterior distribution of \( \gamma_d(y_i, y_{i'}) \). All point estimates \( \hat{\gamma}_d(y_1, y_2) \) in the empirical results were obtained from ergodic averages of \( \gamma_d(y_i, y_{i'}) \).

5.3.4 Posterior Inference

We now suggest approach for characterizing the strength of tail dependence given the posterior distribution in (5.12). Let \( \theta = (\eta, \lambda) \) be the parameters of the mixture model in (5.11). For any \( \theta \), let \( \kappa_{(i,i')}^\theta(y_i, y_{i'} \mid \theta) \) be a random variable with distribution given by (5.11), and let \( \mu_{(i,i')}^\theta(y_i, y_{i'} \mid \theta) \) be the measure induced by \( \kappa_{(i,i')}^\theta(y_i, y_{i'} \mid \theta) \). Consider the random variable \( d^* \) given by \( d^*(\theta_1, \theta_2) = d(\mu_{(i,i')}^\theta(y_i, y_{i'} \mid \theta_1), \mu_{(i,i')}^\theta(y_i, y_{i'} \mid \theta_2)) \), where \( \theta_1, \theta_2 \sim \Pi(\theta \mid \kappa_{(i,i')}^\theta(y_i, y_{i'})) \). The distribution of \( d^* \) is the posterior distribution of distances between measures induced by the likelihood in (5.11), and reflects uncertainty about the parameters \( \theta \) after having observed the waiting times \( \kappa_{(i,i')}^\theta(y_i, y_{i'}) \). If there is strong tail dependence between sites \( x_i \) and \( x_{i'} \), we would expect \( \hat{\gamma}_d(y_1, y_2) \) to be large relative to \( d^* \). Thus, as a basic measure of the relative magnitude of \( \gamma_d(y_i, y_{i'}) \), we estimate

\[
p_d = \mathbb{P}[\hat{\gamma}_d(y_1, y_2) > d^* \mid \kappa] = \mathbb{E}_{\Pi \times \Pi, \Pi_0}\left[ \mathbb{1}_{\{d^*(\theta_1, \theta_2) < \gamma_d(\mu_{(i,i')}^\theta(y_i, y_{i'} \mid \theta_1), \mu_{(i,i')}^\bot(\cdot, y_i, y_{i'} \mid \theta_0))\}} \right];
\]
if $p_d$ is near 1, there is strong evidence for tail dependence.

5.4 Simulation

In this section, a simulation study is constructed to illustrate the method. The simulation is motivated by extreme weather events, where basic scientific knowledge allows informative choices. Data are simulated from a Gaussian max-stable velocity process with attribute distribution

$$\pi(a) = \pi(d\Lambda drd\theta) \propto |\Lambda|^{(\nu-k-1)/2}e^{-\text{tr}(\Psi^{-1}\Lambda)/2}r^{-3/2}e^{-(\phi(r-m)^2)/(2m^2r)} \mathbb{1}_{\{r>0\}}$$

$$\times \prod_{h=1}^{k-1} \left[ \frac{1}{2} q e^{-q \theta} \mathbb{1}_{\{\theta>0\}} + \frac{1}{2} q e^{-q \theta} \mathbb{1}_{\{\theta<0\}} \right],$$

where $(r, \theta_1, \ldots, \theta_{k-1})$ is the polar parametrization of the velocity $v$. This corresponds to a Wishart distribution for the kernel shape $\Lambda$ with degrees of freedom $\nu$ and shape $\Psi$, an inverse Gaussian distribution for the magnitude of the velocity $r$ with parameters $m, \phi$, and wrapped double exponential distributions with parameter $q$ for the angles $(\theta_1, \ldots, \theta_{k-1})$ defining the direction of the velocity in $\mathbb{R}^k$. As previously specified, the storm lifetimes $\tau \sim \text{Exp}(\delta)$ and the support points $\xi$ follow a homogeneous spatial Poisson process with rate $\beta d\xi$. The intensity measure in the specification of the process $u \propto u^{-2}$ is improper. For the simulation, we put $u \sim \text{Pareto}(u_{\min}, 1)$, which results from truncating $u$ from below at $u_{\min}$. Hyperparameters for the simulation are shown in Table 5.1.

**Table 5.1: Hyperparameter choices for simulations**

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$u_{\min}$</th>
<th>$\delta$</th>
<th>$\Psi$</th>
<th>$\nu$</th>
<th>$m$</th>
<th>$\phi$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>$1/600$</td>
<td>$1/120$</td>
<td>$I_2$</td>
<td>$7$</td>
<td>$1/10$</td>
<td>$1/2$</td>
<td>$1/2$</td>
</tr>
</tbody>
</table>

The data are simulated on a $10 \times 10$ box $B$. In order to inform hyperparameter choices, this box is taken to roughly represent a $5000km^2$ area containing the continental United States and southern Canada. As a result, the distributions of velocity
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and lifetimes of storms are chosen to approximate the behavior of weather events in this geographic region. To set the time scale and allow easier interpretation of results, one unit of time in the simulation is considered one hour. Support points of the marginal process $\mathcal{N}(d\xi ds)$ are sampled on $B \times [0, T]$, with $T = 50 \times 365 \times 24$, so that the number of support points of $\mathcal{N}(d\xi ds)$ are Poisson distributed with mean $\beta \times T \times 100$. The choice of $\beta = 1/600$ gives an average of four storms a day forming in the region. Storm lifetimes $\tau_j$ are sampled for each support point from $\text{Ex}(1/120)$, which gives an average storm lifetime of five days. Intensities, shapes, and velocities are sampled from the specified distributions with the hyperparameters given in Table 5.1. The values $m = 0.1, \phi = 1/2$ for the inverse Gaussian distribution on $r$ gives an average speed of about 30 miles per hour. The parameter $q = 0.5$ places most of the mass on easterly storm tracks.

The value of the process $Y(x, t)$ is recorded at one million homogeneously spaced time points from $[0, T]$ at the five locations $\{x_1 = (5,5), x_2 = (5,5.5), x_3 = (1,1), x_4 = (8,8), x_5 = (3,5)\}$, as well as twenty additional locations sampled uniformly on $B$. The five fixed points should result in the process at some pairs of locations being highly tail dependent, some pairs weakly dependent, and some nearly independent. After simulation, waiting times between exceedances of $y = \hat{F}_i^{-1}(0.99)$ and $y = \hat{F}_i^{-1}(0.999)$, where $\hat{F}_i^{-1}(\cdot)$ is the empirical distribution function of $y_i$, are calculated at the every unique pair of points. Mixture models of the form in (5.11) are then fit to the waiting times until first exceedance and the waiting times between exceedances at all pairs of locations.

Figure 5.2 shows results; some additional results are provided in Figure D.2 in Appendix D. The posterior concentrates around a single exponential component in the models for $\kappa_i(y_i)$, which is consistent with the marginal distribution when $v = 0$ almost surely. Since for most pairs of points, the velocity is small relative to distance between the points and the expected lifetimes, this result is sensible.
Two components, and occasionally three, are required to model $\kappa_{(i,i')}(y_i, y_{i'})$. We remarked earlier that Theorems 5.2.7 and 5.2.6 suggest that $\kappa_{(i,i')}(y_i, y_{i'})$ should be well-approximated by mixtures of between two and four exponential components and a point mass at zero; the empirical evidence supports this. At both thresholds, $\hat{\gamma}_d(y_1, y_2)$ has a prominent mode near 0.05., and regardless of the choice of $d$, $\hat{\gamma}_d(y_1, y_2)$ decreases with the distance between points. When $d = \varphi$, for distances greater than about 2000 kilometers, $\hat{\gamma}_d(y_1, y_2)$ is approximately 0.05. Notably, $\hat{\gamma}_d(y_1, y_2)$ decays more slowly and exhibits substantially more variation when $d = TV$, suggesting possibly lower power.

**Figure 5.2:** Left: histograms of $\hat{\gamma}_d(y_1, y_2)$ for all pairs of locations with $d = W_{1,\varphi}$ for thresholds $y_i = F_i^{-1}(0.999)$ and $y_i = F_i^{-1}(0.999)$. Center: plots of $\hat{\gamma}_d(y_1, y_2)$ for $d = W_{1,\varphi}$ and $d = TV$ for threshold $y_i = F_i^{-1}(0.999)$ versus Euclidean distance between points. Right: Posterior estimates of $\eta_k | \kappa_i(y_i)$ and $\eta_{(i,i')} | \kappa_{(i,i')}(y_i, y_{i'})$ for $y = F^{-1}(0.999)$. Boxplots are over all recorded points or all pairs of points.

### 5.5 Applications

The method is applied to four real data sets: (1) Daily precipitation data for 25 weather stations in the United States for the period 1940-2014; (2) Daily exchange rates for 12 currencies for the period 1986-1996; (3) Daily prices for the period 2000-2014 of the 30 stocks that made up the Dow Jones Industrial Index as of January 2015; and (4) Electrical potential at 62 single neurons in the brain of a
mouse exploring a maze, sampled at 500 Hz.

The first dataset is similar to the simulation study and the physical heuristic that we introduced in Section 5.2. The points in the max-stable velocity process can be thought of as storms or pressure systems in this context. The fourth – the mouse electrophysiology data – retains an explicit spatial component, as the physical distance between neurons is related to the speed at which signals can be propagated between them. The second and third applications are financial. One way to interpret the max stable velocity model in financial settings is to think of assets as embedded in latent space, with the distances between them reflecting similarity in the factors that determine their price. The support points of the process can be thought of as market sentiment, and their movement reflects the spread of sentiment through the asset space. Larger values of $u$ reflect panicks – sentiment that affects many asset classes simultaneously – and large velocity reflects rapidly spreading sentiment. Finally, in financial settings it is usually extremes in the left tail that are of particular interest, and thus it is useful to think of the max-stable velocity process as the negative of the observed data, in which case exceedance of the negative of a low threshold is the relevant event.

In choosing thresholds for analysis, the heuristic used is that at least 100 first exceedances of the highest threshold must be observed at all points. Thresholds correspond to empirical quantiles of the observed data, and at least two thresholds are analyzed for every dataset. The consequence of choosing thresholds in this way is that for some datasets, the empirical quantile of the chosen threshold is much more extreme than for others. For example, the electrophysiology data has nearly two million observations, so we can choose a threshold of $y_i = \hat{F}_i^{-1}(0.998)$ and $y_i = \hat{F}_i^{-1}(0.99)$ for analysis; the exchange rate data has only about two thousand observations, so the thresholds chosen are $y_i = \hat{F}_i^{-1}(0.05)$ and $y_i = \hat{F}_i^{-1}(0.10)$. For the Dow Jones data, the thresholds are $y_i = \hat{F}_i^{-1}(0.025)$ and $\hat{F}_i^{-1}(0.05)$, and for the
precipitation data, the thresholds are $y_i = \hat{F}_i^{-1}(0.99)$ and $y_i = \hat{F}_i^{-1}(0.95)$. Examples of single components of the four datasets are shown in Figure 5.3. In the case of the two financial datasets, the displayed series is the log daily returns $\log[\frac{w(x, t)}{w(x, t-1)}]$, which, following standard practice in finance, is the data used for analysis. The other two show the raw data plotted in the time domain.

For comparison, we use the method described in Engelke et al. (2014). When $W$ is in the max domain-of-attraction of a Brown-Resnick process, Engelke et al. (2014) that if the process is transformed to exponential margins, correlations in the increments of the process relative to its value any one location, conditional on threshold exceedance at the reference location, have approximately a Gaussian distribution. Practically, this approach proceeds by first transforming the data to have exponential margins. Label the transformed data $\tilde{w}(x, t)$. Then choose a reference location and label it location 1. Compute the increments $\tilde{w}(x[-1], t) - \tilde{w}(x_1, t)$ relative to location 1, where $\tilde{w}(x[-1], t)$ is the vector of process realizations at time $t$ at locations other than location 1. Retain only data points where $\tilde{w}(x_1, t)$ exceeds a high threshold. Now compute the correlations in $\tilde{w}(x[-1], t) - \tilde{w}(x_1, t)$. The magnitude of the correlation provides inference on the strength of tail dependence; the closer the absolute correlation is to 1 or -1, the stronger the tail dependence. We refer to this
as the conditional correlation method.

5.5.1 Precipitation

Results for analysis of the precipitation data are summarized in Figure 5.4. A map showing the location of each station can be found in the Appendix. Clear geographic structure is evident in the estimated values of $\gamma_d(y_1, y_2)$. Similar geographic structure is seen in tail waiting times and conditional correlations. Overall, tail dependence is evident at nearby sites but decays with distance; for distances greater than about 500 km the estimated values of $\gamma_d(y_1, y_2)$ are all very similar. Notably, the number of exponential components in the models for $\kappa_{(i,i')}(y_i, y_{i'})$ and $\kappa_i(y_i)$ is almost always two, and in many cases the weight on the second component is relatively small. This shows relatively close agreement with the simulation study, suggesting that the magnitude of velocity is generally small relative to the distance between points and storm lifetimes. In a few cases, four exponential components are required; these probably correspond to points that are relatively close, so that velocity has a substantial impact on waiting times.

5.5.2 Dow Jones components

Figure 5.5 shows results for analysis of log daily returns $-\log[w(x,t)/w(x,t-1)]$ for the DJIA data; the reference asset for the conditional correlations method is axp (American express). Similar dependence structure is evident using the conditional correlation and tail waiting times methods. Most values of $\hat{\gamma}_d(y_1, y_2)$ cluster around 0.2 at both thresholds, with a long right tail in the posterior point estimates. Here, unlike in the precipitation data, the posterior for the parameters of the mixture models for both $\kappa_{(i,i')}(y_i, y_{i'})$ and $\kappa_i(y_i)$ concentrated around four exponential components, suggesting that “velocity” – which in this case can be thought of as the rate at which market sentiment diffuses through asset space – is an important factor
in determining waiting times. About half the assets pairs involving axp have values of $p_d > 0.95$. Notably, the largest values of $\hat{\gamma}_d(y_1, y_2)$ for pairs involving axp are for jpm (JP Morgan Chase) and v (Visa), two other large credit card issuers. There is considerable dispersion in imputed waiting times, with a median of around eight days. A table showing the identity of the stock corresponding to each row/column in the colormaps in Figure 5.5 can be found in Appendix D.

5.5.3 Exchange Rates

Exchange rate data for twelve currencies is described in Harrison and West (1999) and Prado and West (2010). Similar to the Dow Jones data, these series are transformed to negative log daily returns ($-\log[\frac{w(x, t)}{w(x, t-1)}]$) and analyzed at two
thresholds: $y_i = \hat{F}_i^{-1}(0.05)$ and $y_i = \hat{F}_i^{-1}(0.10)$. A table giving the full name of each currency and its corresponding row/column in the colormap is provided in the Appendix.

Figure 5.6 shows some results. Here, there is very clear structure in the pattern of pairwise dependence, with the European currencies (BEF, FRF, DEM, NLG, ESP, SEK, CHF, and GBP) showing strong evidence of dependence while the other four currencies (AUD, CAD, JPY, and NZD) show little evidence of tail dependence among themselves or with the European currencies. Results for the conditional correlation method were similar (not shown). The posterior intervals for $\gamma_d(y_1, y_2)$ — again, colored gray if $p_d > 0.95$ — show the same pattern, though notably all of the currencies have $p_d > 0.95$ for at least one pair. These results are
broadly consistent with previous analysis of dependence at the mean in this dataset (see Prado and West (2010)).

Figure 5.6: Results for exchange rate data. Left: $\hat{\gamma}(y_1, y_2)$ for thresholds of (the negative of) $y_i = -\hat{F}_i^{-1}(0.05)$ (below the main diagonal) and $y_i = -\hat{F}_i^{-1}(0.10)$ (above the main diagonal). Right: boxplot of posterior samples of $\gamma(y_1, y_2)$ for $y_i = -\hat{F}_i^{-1}(0.025)$ for all pairs of currencies. White boxes indicate $p_d > 0.95$

5.5.4 Electrophysiology

Potential data recorded at single neurons in the brain of a mouse interacting with a maze are analyzed using two thresholds: $y_i = \hat{F}_i^{-1}(0.998)$ and $y_i = \hat{F}_i^{-1}(0.99)$. In electrophysiology, interest lies in modeling dependence between neuron “spikes” at different locations in the brain. Neuronal voltage spikes indicate transmission of signals along axonal pathways, and large potentials tend to cluster together in small time windows. These events are referred to as “spike trains.” Thus, in this data one expects to see extensive tail dependence, but the waiting times between spikes at different neurons is relevant, since it informs about the pathway that the signal takes through the brain.

The electrophysiology data used here are from single neurons in the brain of a mouse exploring a maze, and are described in Dzirasa et al. (2010). The neurons are assigned to regions of the brain, which are shown in some of the subimages in Figure 5.7. There is ample evidence of strong tail dependence for most pairs of neurons. Four neurons evidence a markedly different pattern of dependence from the others; at times, electrodes are faulty, resulting in data quality problems, which is
the most likely explanation in this case. This anomaly aside, strong dependence is evident both from waiting times and conditional correlations approach. However, a pattern revealed by the waiting times method that is not as clear with conditional correlations is that $\gamma_d(y_1, y_2)$ increases markedly with $y$ for almost every neuron pair. Moreover, clear differences in dependence between and within regions is evident using the waiting times approach, but less clear with the conditional correlation method.

There is again evidence that velocity is an important factor, with the models for $\kappa_{i}(y_i)$ requiring four to five exponential components and those for $\kappa_{(i,i')}(y_i, y_{i'})$ between three and four. Here, we can interpret velocity roughly as communication between different brain regions, as opposed to simultaneous stimulus of multiple regions. This is consistent with the basic mechanism by which neurons transmit information, by propagation of electrical impulses along axons and transmission of signals across the synaptic cleft to other neurons. Posterior credible intervals for $\gamma_d(y_1, y_2)$ at $y = \hat{F}_i^{-1}(0.998)$ have $p_d > 0.95$ for all pairs involving the first Accumbens region neuron; this was largely the case for all 1891 pairs of neurons, indicating strong evidence of tail dependence across all brain regions.

The electrophysiology data are overall most similar to the Dow Jones data: values of $\gamma_d(y_1, y_2)$ are mostly large and increase as the threshold becomes more extreme. However, in these data the shift toward one in $\gamma_d(y_1, y_2)$ as $y$ increases is much more prominent, with $\gamma_d(y_1, y_2)$ appearing almost uniformly distributed at $y_i = \hat{F}_i^{-1}(0.99)$ but massed near 1 at $y_i = \hat{F}_i^{-1}(0.999)$. Again, this shift is only evident using the waiting times method; it is not shown by conditional correlations. That the imputed waiting times are rather dispersed suggests a similar explanation for this phenomenon to the similar pattern seen for the Dow Jones data.
5.6 Discussion

Characterizing tail dependence based on waiting times between peaks over thresholds has the advantage of greater flexibility and generality than many existing approaches for performing inferences on extremal dependence. The method relies strictly on the waiting times and inference on the parameter $\gamma_d(y_1, y_2)$ is relatively simple and computationally scalable, particularly when closed-form expressions are available for $d(\mu_{(1,2)}(\cdot, y_1, y_2), \mu_{(1,2)}^+(\cdot, y_1, y_2))$. The proposed method has strong theoretical grounding in the class of max-stable velocity processes described here, which is sufficiently general to apply to various distinct application areas where extremal dependence is of interest. Broader classes of processes with non-trivial tail waiting times – and for which $\lim_{y_1, y_2 \to \infty} \gamma_d(y_1, y_2) \neq 0$ – certainly exist. Simply modifying
the max-stable velocity process to include time-varying magnitudes and velocities would create a much richer class of processes that retains the basic characteristics of the simpler process described here.

Like other peaks-over-thresholds methods, this approach requires the choice of appropriate thresholds. Substantial work has been done on threshold choice for standard peaks-over-thresholds methods. It is unclear whether this will translate directly to threshold choice in this novel context. Here, we have taken the simpler approach of choosing multiple thresholds and attempting to infer a general pattern as the threshold changes. Further work on threshold choice is undoubtedly called for. Additionally, we have thus far modeled the pairwise waiting times entirely independently; clear gains in estimation efficiency would result from sharing information across all pairs. These are promising areas for future work.
6

Approximations of Markov Chains and Bayesian Inference

6.1 Introduction

The fundamental entity in Bayesian statistics is the posterior distribution

\[ \Pi(\theta \mid x) = \frac{p(x \mid \theta)p(\theta)}{\int_\theta p(x \mid \theta)p(\theta)}, \]  

(6.1)

the conditional distribution of the model parameters \( \theta \) given the data \( x \). The integral in the denominator of (6.1) is typically not available in closed form. A common approach constructs an ergodic Markov chain with invariant distribution \( \Pi(\theta \mid x) \), and then collect finite sample paths \( \theta_1, \ldots, \theta_t \) from the chain. Statistical inference then relies on properties of the ergodic measure \( \frac{1}{t} \sum_{k=0}^{t-1} \delta_{\theta_k} \), associated ergodic averages \( \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k) \) for functions \( f \), and other pathwise quantities. This is referred to as Markov Chain Monte Carlo (Robert and Casella (2004), Gamerman and Lopes (2006)) or MCMC.

We consider Markov chains that result from approximating the transition kernel \( \mathcal{P}(\theta, \cdot) \) by another kernel \( \mathcal{P}_\epsilon(\theta, \cdot) \) satisfying \( \| \mathcal{P}(\theta, \cdot) - \mathcal{P}_\epsilon(\theta, \cdot) \|_{\text{TV}} < \epsilon \). The use of approximate kernels – often without showing such an error bound – is common
practice in Bayesian analysis, and is usually computationally motivated, i.e. obtaining samples from $P_{\epsilon}(\theta, \cdot)$ requires less computation than sampling from $P(\theta, \cdot)$. Our main contributions are as follows. We provide results showing bounds in total variation and expected $L_2$ estimation error for finite-time ergodic averages, under simple assumptions on the original chain and the approximating kernel. We also provide a general result on the computational advantage and approximation error tradeoff, providing an explicit criterion for the level of error to tolerate in the approximate transition kernel. We include an illustration to three approximate MCMC (aMCMC) algorithms in which we verify the approximation error assumption, and show practical performance.

While being arguably the dominant algorithm for Bayesian inference, MCMC is computationally demanding in high-dimensional settings, e.g. where either $p$ (the dimension of $\theta$) or $n$ (the number of observations) is large. To more easily apply MCMC in such settings, it is common to approximate $P(\theta, \cdot)$ with a kernel that is simpler or faster to sample from. One example is inference for Gaussian process models, bypassing $O(n^3)$ matrix inversion through approximations (Banerjee et al. (2008); Banerjee et al. (2013); Hughes and Haran (2013)). Another prevalent example is the use of Laplace or Gaussian approximations to conditional distributions. Guhaniyogi et al. (2014) proposes an algorithm that replaces some sampling steps with point estimates. Korattikara et al. (2013) approximate Metropolis-Hastings acceptance decisions using subsets of the data. It is also common to approximate intractable full conditionals by simpler distributions, with Bhattacharya and Dunson (2010) using a beta approximation, O’Brien and Dunson (2004) replacing the logistic with a $t$ distribution, and Ritter and Tanner (1992) discretizing.

While approximating $P(\theta, \cdot)$ by $P_{\epsilon}(\theta, \cdot)$ is common, literature addressing convergence and approximation error of these algorithms is recent. Pillai and Smith (2014) present perhaps the most complete treatment to date, utilizing the theoretical foun-
dation in Joulin et al. (2010) to show error bounds in the Wasserstein topology under fairly general conditions. Their results are applied to the algorithm in Korattikara et al. (2013) and similar subsampling based algorithms. Rudolf and Schweizer (2015) show results under effectively the same conditions, but use Lyapunov functions to eliminate exit probability terms from the bounds in Pillai and Smith (2014) that grow with $t$; the most recent version of Pillai and Smith (2014) uses a similar approach. Alquier et al. (2014) provide results in a similar context, but focusing on bounding the error between the ergodic measures of the approximate and exact chains. Earlier references show error bounds for perturbations of uniformly ergodic chains (Mitrophanov (2005)) and geometrically ergodic chains (Ferré et al. (2013), ?; the latter focuses on perturbation resulting from numerical imprecision). Among these references, Pillai and Smith (2014) has a substantial focus on implications of the theoretical results for parameter estimation.

Our work differs from the precedents in several ways. Our results focus on estimation error and on interpretation of the error bounds, and the entire theoretical framework is constructed from a statistical perspective, i.e. with the view that sample paths from the Markov chain will form the basis of estimation via the empirical measure. All of our bounds improve with the MCMC sample path length at the expected rate in $t$. We provide explicit criteria for determining the optimal level of approximation error given a speedup function quantifying the computational advantage of the approximation and a discrepancy measure quantifying the statistical performance of the approximate algorithm. This is perhaps the most unique aspect of our work, as precedents have not directly addressed the question of when an approximate chain is superior to an exact chain from the point of view of estimation, which is of critical relevance in applications. We further verify the usefulness of the results by applying them to three approximate samplers constructed from common MCMC algorithms for standard Bayesian models: one that employs random subsets
of data, another for Gaussian process models using a low-rank covariance approximation, and a novel algorithm for mixture models for high-dimensional contingency tables. Thus, we consider a broader variety of approximate MCMC algorithms than precedents, which have focused almost exclusively on subsets of data for large $n$.

6.2 Ergodicity and Approximation Error

This section provides error bounds for statistical estimators constructed from approximate MCMC chains. In particular, we provide bounds in total variation and expected $L_2$ loss for posterior functions using sample paths from approximate chains. These bounds are then compared to similar bounds for exact chains to illustrate the relative computational efficiency of the approximate chain as a function of computational clock time. Because the bounds obtained for the exact kernel are tight, the comparison of the bounds leads naturally to a novel notion of computational optimality that we refer to as compminimax. Under this optimality criterion, approximate chains are optimal for surprisingly long computation times, though the advantage relative to the exact chain diminishes with computational time.

6.2.1 Approximate MCMC

Consider a family of likelihoods $p(x \mid \theta)$ parametrized by $\theta \in \Theta$. We assume that $X \sim p(x \mid \theta)$ takes values in a Polish space $X$. In general, the spaces $\Theta$ of interest will be equipped with a dominating measure $m^*(\cdot)$. We are concerned with Markov chain Monte Carlo algorithms, which obtain samples from the posterior distribution in (7.1) by constructing an ergodic Markov chain with invariant distribution $\Pi(\theta \mid x)$. To obtain useful bounds on the error from use of an approximate kernel, we require the original Markov chain to satisfy minimal convergence and mixing properties. Our main condition is given in Assumption 6.2.1.
Assumption 6.2.1 (Doeblin condition for exact chain). There exists a constant $0 < \alpha < 1$ such that
\[
\sup_{\theta, \theta^* \in \Theta \times \Theta} ||P(\theta, \cdot) - P(\theta^*, \cdot)||_{TV} < 1 - \alpha \tag{6.2}
\]
where $||P - Q||_{TV}$ is the total variation distance between probability measures $P$ and $Q$. When a kernel $P$ satisfies this condition we write $d(P) = \alpha$.

Assumption 6.2.1 implies uniform ergodicity. An immediate implication of Assumption 6.2.1 is that $||\Pi - \nu P^t||_{TV} \leq (1 - \alpha)^t ||\nu - \Pi||_{TV}$.

Although related results can be obtained under a weaker geometric ergodicity condition, the resulting bounds are more complex (e.g. Pillai and Smith (2014), Rudolf and Schweizer (2015)). The Doeblin condition has the advantage of leading to a simple characterization of the approximation accuracy and computational time tradeoff. In practice, the condition can be shown in a variety of cases involving compact state spaces. Compactness is not an overly restrictive assumption in practice, as choosing priors with bounded support is justified in most applications.

Consider a family of alternative transition kernels $\mathcal{P}_\epsilon(P)$, whose members approximate $P(\theta, \cdot)$. We will require the condition on $\mathcal{P}_\epsilon(P)$ given in Assumption 6.2.2.

Assumption 6.2.2 (Condition on the approximating kernel). There exists a constant $0 < \epsilon < \alpha/2$ such that
\[
\sup_{\theta \in \Theta} ||P(\theta, \cdot) - \mathcal{P}_\epsilon(\theta, \cdot)||_{TV} < \epsilon \tag{6.3}
\]
for every $\mathcal{P}_\epsilon(\theta, \cdot) \in \mathcal{P}_\epsilon(P)$.

Although we state most results in terms of $\mathcal{P}_\epsilon(\theta, \cdot)$, a generic element of $\mathcal{P}_\epsilon(P)$, they should be understood to hold for every member of $\mathcal{P}_\epsilon(P)$, and apply to chains constructed using an arbitrary sequence of members of $\mathcal{P}_\epsilon(P)$; this simplification is
made for brevity and notational convenience. Assumption 6.2.2 can be weakened; for example, requiring that the approximation error bound hold only on a subset of the parameter space and some structure, such as a Foster-Lyapunov function, which ensures return to that subset. However, we prefer to keep the assumptions and resulting bounds simple and transparent.

6.2.2 Main results

The main results of this section relate the convergence properties of the original chain and the approximation error of the kernel $P_\epsilon(\theta, \cdot)$ to the approximation error for $\Pi(\theta \mid x)$. First, define

$$\hat{\Pi}_P f = \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k), \quad \hat{\Pi}_{P_\epsilon} f = \frac{1}{t} \sum_{k=0}^{t-1} f(\theta^*_k), \quad \Pi f = \int f(\theta) \Pi(d\theta \mid x).$$

We often omit the subscripts $P$ and $P_\epsilon$ when considering transition kernels with a particular invariant measure $\Pi$.

Our focus is on the computational efficiency of statistical estimators constructed from sample paths of approximating kernels. To this end, consider any $P$ corresponding to a MCMC algorithm and a discrepancy measure $D$ that quantifies the statistical value of sample paths of length $t$ from $P_\epsilon \in \mathcal{P}_\epsilon(P)$. Two natural choices for $D$ that we consider here are

$$D_{TV}(\Pi, P_\epsilon, t) = \left\| \Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu P_\epsilon^k \right\|_{TV}, \quad (6.4)$$

$$D_{L_2}(\Pi, P_\epsilon, t) = \sup_{f : |f| < 1} \mathbb{E} \left[ \left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} f(\theta^*_k) \right)^2 \right], \quad (6.5)$$

where in (6.5), the expectation is taken with respect to the distribution of the first $t$ steps of the Markov chain.

The potential advantage of aMCMC is that longer sample paths can be obtained in equal computational (wall clock) time. For any transition kernel $P$, let $\tau_P(t)$ be
the computational time required to obtain a sample path of length \( t \). Define the speedup function \( s(\epsilon) \) of a class of approximations \( \mathcal{P}_\epsilon(P) \) by

\[
s(\epsilon) = \frac{\tau_P(t)}{\inf_{\mathcal{P}_\epsilon \in \mathcal{P}_\epsilon(P)} \tau_{\mathcal{P}_\epsilon}(t)},
\]

which we assume is constant as a function of \( t \). Since we focus on cases where aMCMC provides a computational advantage, it makes sense to restrict attention to speedup functions that are monotone nondecreasing in \( \epsilon \) on the interval \( 0 < \epsilon < \alpha/2 \), and satisfy \( s(0) = 1 \). For simplicity, we assume that every member of \( \mathcal{P}_\epsilon(P) \) having approximation error \( \epsilon_0 \) has speedup \( s(\epsilon_0) \), so that in the sequel the infimum in the denominator of (6.6) is redundant. Without loss of generality, we also take \( \tau_P(t) = t \) so that speedup can be interpreted as the number of samples obtained from \( \mathcal{P}_\epsilon \) in the time required to obtain one sample from \( \mathcal{P} \).

When \( s(\epsilon) \) is not constant, there exists the potential that for finite computational budgets, some member of \( \mathcal{P}_\epsilon(P) \) will be superior to \( \mathcal{P} \) with respect to a discrepancy measure \( D \), because the longer sample paths obtained from \( \mathcal{P}_\epsilon \) might more than compensate for any bias and difference in convergence/mixing properties. To make this rigorous, we define a notion of statistical optimality that we refer to as “computational minimax” (compminimax) due to its conceptual similarity to minimax estimators.

**Definition 6.2.3 (Definition: Compminimax).** Fix a computational budget \( \tau_{\text{max}} \) and a discrepancy measure \( D \). An approximation error \( \epsilon_c(\tau_{\text{max}}) \) is compminimax if

\[
\epsilon_c(\tau_{\text{max}}) = \arg\inf_{\epsilon < \alpha/2} \sup_{\mathcal{P}_\epsilon \in \mathcal{P}_\epsilon(P)} D(\Pi, \mathcal{P}_\epsilon, \max_t \{ t : \tau_{\mathcal{P}_\epsilon}(t) < \tau_{\text{max}} \}) \tag{6.7}
\]

With the assumption that \( \tau(t) = t \), we have \( \max_t \{ t : \tau_{\mathcal{P}_\epsilon}(t) < \tau_{\text{max}} \} = |s(\epsilon)\tau_{\text{max}}| \).

The definition of compminimax effectively gives a decision rule that assures optimal performance in the worst case scenario when the available information is the
value of \( \alpha, s(\epsilon) \), and a computational budget. Using only assumptions 6.2.1 and 6.2.2, we obtain the simple estimation error results in Theorem 6.2.4, which allow evaluation of minimax computational efficiency of aMCMC with respect to the discrepancy measures in (6.4) and (6.5).

**Theorem 6.2.4** (Estimation error for aMCMC ergodic averages). Suppose \( \mathcal{P} \) satisfies Assumption 6.2.1, \( \mathcal{P}_\epsilon \) satisfies 6.2.2 and \( f \) is bounded. Let \( \theta_0, \theta_0 \sim \nu \) for any probability measure \( \nu \) on \( (\Theta, \mathcal{F}_0) \), where \( \mathcal{F}_0 \) is the \( \sigma \)-field generated by \( \Theta \). Then

\[
\left\| \Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P}^k \right\|_{TV} \leq \frac{1 - (1 - \alpha)^t \| \Pi - \nu \|_{TV}}{\alpha t}, \tag{6.8}
\]

\[
\left\| \Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P}_\epsilon^k \right\|_{TV} \leq \frac{\epsilon}{\alpha} + \frac{(1 - (1 - \alpha \epsilon)^t) \| \Pi_\epsilon - \nu \|_{TV}}{\alpha \epsilon t}, \tag{6.9}
\]

and

\[
\mathbb{E} \left[ \frac{(\Pi f - \hat{\Pi} f)^2}{\| f \|_*^2} \right] \leq 4 \left( \frac{(1 - (1 - \alpha)^t) \| \Pi - \nu \|_{TV}}{\alpha t} \right)^2 + S(t, \alpha), \tag{6.10}
\]

\[
\mathbb{E} \left[ \frac{(\Pi f - \hat{\Pi}_\epsilon^t f)^2}{\| f \|_*^2} \right] \leq 4 \left( \frac{\alpha}{\epsilon} + \frac{(1 - (1 - \alpha \epsilon)^t) \| \Pi_\epsilon - \nu \|_{TV}}{\alpha \epsilon t} \right)^2 + S(t, \alpha), \tag{6.11}
\]

where \( \alpha \epsilon = \alpha - 2\epsilon, \| f \|_* = \inf_{c \in \mathbb{R}} \| f - c \|_\infty \), and

\[
S(t, \alpha) = \left( \frac{2}{\alpha t} + \frac{2}{\alpha t^2} + \frac{2(1 - \alpha)^{t+1}}{\alpha^2 t^2} - \frac{1}{t} - \frac{2}{\alpha^2 t^2} \right).
\]

Expectations are taken with respect to the measure of the first \( t \) steps of the Markov chain.

Proofs of the results in this section are provided in the Appendix. Remark 6.2.1 characterizes sharpness of the bounds in Theorem 6.2.4.
Remark 6.2.1 (Sharpness of bounds). The bound in (6.8) is sharp; that is, for every \( \alpha \), there exists a transition kernel \( \mathcal{P} \) satisfying the Doeblin condition with \( d(\mathcal{P}) = \alpha \) for which equality holds in (6.8) for every \( t \). In addition, for every \( \alpha \), there exists a perturbation \( \mathcal{P}_\epsilon \) of a Markov kernel \( \mathcal{P} \) with \( d(\mathcal{P}) = \alpha \) that satisfies Assumption 6.2.2 for which

\[
||\Pi - \Pi_\epsilon||_{TV} = \frac{\epsilon}{\alpha},
\]

and a distinct perturbation \( \tilde{\mathcal{P}}_\epsilon \) of \( \mathcal{P} \) that achieves

\[
\left\| \Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu \tilde{\mathcal{P}}^k \right\|_{TV} = \frac{(1 - (1 - \alpha) t)}{\alpha t} ||\Pi_\epsilon - \nu||_{TV}
\]

with \( \alpha_\epsilon = \alpha - 2\epsilon \). Finally, under the additional technical conditions that the operator

\[
Fg(\theta) := \int g(\theta') \mathcal{P}(\theta, \theta') d\theta'
\]

is self-adjoint and compact, then for every \( \alpha \) there exists a function and a Markov chain such that

\[
\frac{1}{||f||_2^2} \mathbb{E} \left[ \left( \Pi f - \hat{\Pi} f \right)^2 \right] \geq S(t, \alpha),
\]

is achieved for every \( t \), and a (possibly distinct) Markov chain and function such that

\[
\frac{1}{||f||_2^2} \mathbb{E} \left[ \left( \Pi f - \hat{\Pi} f \right)^2 \right] = 4 \left( \frac{(1 - (1 - \alpha) t)}{\alpha t} ||\Pi - \nu||_{TV} \right)^2.
\]

These conditions would hold, for example, for a reversible Markov chain on a finite state space.

Thus, the total variation bound for the exact kernel is sharp, and the two components of the \( L_2 \) bound for the exact kernel are achieved up to a factor of two in the first term in some special cases. Although the bounds for the approximate chain may not be sharp, the two components of the total variation bound are both
achieved. Thus, the bounds provide reasonable estimates of the supremum in (6.7) when \( D = D_{TV} \) or \( D_{L_2} \).

Both bounds for approximate kernels in Theorem 6.2.4 contain an asymptotic bias term. The relative performance is governed by the magnitude of this bias, differences in the worst-case convergence rate, and the speedup. For \( D_{L_2} \), the bias is \( \frac{4\epsilon^2}{\alpha^2} \) (obtained from expanding the squared term in (6.11), while for \( D_{TV} \), it is \( \epsilon/\alpha \). The \( D_{L_2} \) bound has additional terms involving \( \epsilon \) that disappear in the infinite-time limit, which also arise from expanding the squared term. The convergence rate and worst-case autocorrelations for the approximation can be worse than that of the exact chain, since \( \alpha_\epsilon < \alpha \); however, this will not always be the case, and in some cases approximate algorithms will have better mixing properties. As a result, the results that follow may understate the benefits of using \( P_\epsilon \). Similar results could be obtained for \( f \) with \( \|f\|_\infty = \infty \) using either concentration and tail assumptions or moment assumptions, but the convergence rate in \( t \) and the scale of the bias would not change, so we retain the boundedness assumption throughout this section.

An important interpretation is that for relatively short path lengths, the bounds in (6.9) and (6.11) are dominated by terms related to the mixing/convergence properties of the chain, assuming \( \epsilon \) is small relative to \( \alpha \). For (6.9), this is the term \( \frac{(1-(1-\alpha_\epsilon)^t)\|\Pi_\epsilon - \nu\|_{TV}}{t\alpha_\epsilon} \), which is similar in magnitude to the bound in (6.8) when \( \epsilon \ll \alpha \). This term decays with \( t \), so that eventually the bias term \( \epsilon/\alpha \) becomes dominant. So for relatively short path lengths, there should exist a range of \( \epsilon \) values for which aM-CMC offers better performance in the compminimax sense. For longer path lengths, the values of \( \epsilon \) for which an advantage persists will tend to be small relative to \( \alpha \).

A similar analysis applies to (6.11), where the leading term is \( S(t, \alpha_\epsilon) \). This is effectively a variance term that is bounded by the covariances for worst case functions. For shorter path lengths, the variance term will dominate the overall estimation error.
and aMCMC will offer better performance. For longer path lengths, the bias term \( \frac{4\epsilon^2}{\alpha^2} \) is more important. One factor that is clear from (6.11) but not revealed by (6.9) is that aMCMC can still have a significant advantage when a burn-in period is used and the first \( t_b \) samples are discarded. Although this results in the term \( ||\Pi - \nu||_{TV} \) being small – since we would now replace \( \nu \) by \( \nu P^{t_b} \) – the leading term \( S(t, \alpha) \) is unaffected. In other words, burn-in cannot cure the problem of high autocorrelations in a chain with small \( \alpha \).

### 6.2.3 Analysis of compminimax approximation error

We now apply Theorem 6.2.4 to analysis of the compminimax approximation error. In light of Remark 6.2.1, the bounds in (6.9) and (6.11) provide useful estimates of the supremum in (6.7) when \( D = D_{TV} \) or \( D = D_{L_2} \). In the sequel, we focus on these discrepancy measures, and approximate \( \epsilon_c(\tau_{\text{max}}) \) for different values of \( \tau_{\text{max}} \) and functional forms for \( s(\epsilon) \) by minimizing the upper bounds in (6.9) and (6.11). Since the bounds are tight for \( \epsilon = 0 \), when the analysis suggests that \( \epsilon_c(\tau_{\text{max}}) > 0 \), it will always be the case that some \( \epsilon > 0 \) is compminimax; however, the optimal value may actually be larger than that computed by minimizing the (possibly loose) upper bounds for \( \mathcal{P}_\epsilon \).

Empirical analysis of \( \epsilon_c \) requires choices of \( \alpha \) and \( s(\epsilon) \). We consider values between \( \alpha = 0.1 \) and \( \alpha = 10^{-4} \). These values are chosen by considering the upper bound on the \( \delta \)-mixing time \( t_\delta \) of the chain

\[
t_\delta = \inf \{ t : ||\nu P^t - \Pi||_{TV} < \delta \}
\]

A corollary of Assumption 6.2.1 is that (6.13) is upper bounded by \( \log(\delta)/\log(1 - \alpha) \) when \( ||\nu - \Pi||_{TV} = 1 \). The corresponding worst-case \( \delta \)-mixing times for a few values of \( \delta \) and the four values of \( \alpha \) considered are given in Table 6.1. This range of \( \alpha \) values gives mixing times between about 45 and 92,000 for \( \delta \in (10^{-2}, 10^{-4}) \), which reflects the empirical performance of many MCMC algorithms. In particular, a very rapidly
mixing MCMC algorithm may reach apparent stationarity in only a few iterations. On the other hand, it is not uncommon that MCMC algorithms for complex models may require a burn-in period of tens of thousands of iterations.¹

Table 6.1: δ-mixing times for kernels with \( d(\mathcal{P}) = \alpha \) for different values of \( \alpha \) and \( \delta \).

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \delta = 0.01 )</th>
<th>( \delta = 0.001 )</th>
<th>( \delta = 0.0001 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>44</td>
<td>66</td>
<td>87</td>
</tr>
<tr>
<td>0.01</td>
<td>458</td>
<td>687</td>
<td>916</td>
</tr>
<tr>
<td>0.001</td>
<td>4,603</td>
<td>6,904</td>
<td>9,206</td>
</tr>
<tr>
<td>0.0001</td>
<td>46,049</td>
<td>69,074</td>
<td>92,099</td>
</tr>
</tbody>
</table>

We consider four functional forms for \( s(\epsilon) \): logarithmic, linear, quadratic, and exponential. Constants are chosen such that \( s(0) = 1 \) and \( s(\alpha/2) = 100 \). Plots of the four functions for \( \alpha = 10^{-4} \) are shown in Figure 6.1.

![Figure 6.1: Speedup functions used in analysis of compminimax.](image)

For each choice of \( s(\epsilon) \) and a grid of values of \( \tau_{\text{max}} \in [1, 10^5] \), we approximate \( \epsilon_c(\tau_{\text{max}}) \) by minimizing the upper bound in (6.9) with \( t = s_{\epsilon}\tau_{\text{max}} \), corresponding to our standing assumption that \( \tau_P(t) = t \). Results are summarized in Figure 6.2. The top two panels show results for \( D_{\text{TV}} \). When \( D = D_{\text{TV}} \), it is clear that over a range of values of \( \tau_{\text{max}} \) substantially larger than the mixing times, the optimal value of \( \epsilon \) is

¹ We acknowledge that the criteria used to select burn-in times can result in burn-in periods that do not correspond to a mixing time, particularly when the posterior is strongly multimodal and the transition kernel has small conductance. However, comparing mixing times and burn-in periods still provides a useful heuristic, and in most cases violation of the criteria used to select a burn-in period is sufficient to guarantee that the chain has not mixed.
nonzero, regardless of the form of $s(\epsilon)$. As $\tau_{\text{max}}$ increases, the (approximate) optimal value of $\epsilon$ decreases.

$$D_{TV}, \alpha = 0.1$$

$$D_{TV}, \alpha = 10^{-4}$$

$$D_{L_2}, \alpha = 0.1$$

$$D_{L_2}, \alpha = 10^{-4}$$

**Figure 6.2:** Plot of $\epsilon_c(\tau_{\text{max}})$ (vertical axis) for values of $\tau_{\text{max}} \leq 10^5$ (horizontal axis), assuming $\tau_P(t) = t$. Vertical dashed lines in the top two panels shown at the worst-case $\delta$-mixing times for the values of $\delta$ shown in Table 6.1. Top two panels show results for $D_{TV}$ and bottom two panels show results for $D_{L_2}$. Note different horizontal axis scale in the left top and bottom panels – the scales were chosen to make notable features more visible.

To a first approximation, the results can be understood in terms of the second derivative of the speedup function and the fact that $d(\mathcal{P}_\epsilon)$ can be as small as $\alpha - 2\epsilon$. When the second derivative is positive, the computational benefit of increases in $\epsilon$ is largest for large values of $\epsilon$, so for relatively small values of $\tau_{\text{max}}$, the optimal $\epsilon$ is large. However, large values of $\epsilon$ incur a relatively high cost in terms of worst-case convergence rates and autocorrelations, since $d(\mathcal{P}_\epsilon)$ can be as small as $\alpha - 2\epsilon$. Thus, $\epsilon_c(\tau_{\text{max}})$ goes to zero more rapidly when the second derivative of $s_\epsilon$ is positive. In contrast, for negative values, small values of $\epsilon$ offer relatively large computational
benefits. Notably, for all forms of $s(\epsilon)$ except the exponential, the optimal value of $\epsilon$ is nonzero for values of $\tau_{\text{max}}$ greater than the $\delta$-mixing times for all three values of $\delta$ considered. Finally, the observation that the optimal value of $\epsilon$ is zero for very small values of $\tau_{\text{max}}$, then increases rapidly to its maximum value, is a result of the difference between the bounds on $d(P)$ and $d(P_\epsilon)$. For small $t$, this has a significant effect on the upper bound in (6.9).

The bottom panel in Figure 6.2 shows results for $D = D_{L_2}$. In this case, we assume the chain starts close to its stationary distribution by putting $\|\Pi_\epsilon - \nu\|_{TV} = 10^{-4}$ in (6.11). This corresponds to the situation in which a substantial number of burn-in samples are discarded. The choice of $D_{L_2}$ instead of $D_{TV}$ results in approximate values of $\epsilon_c(\tau_{\text{max}})$ that are larger at every value of $\tau_{\text{max}}$. Additionally, values of $\epsilon$ significantly larger than zero remain optimal well beyond the maximum value of $t$ considered in each case ($5,000$ when $\alpha = 0.1$ and $10^5$ when $\alpha = 10^{-4}$). This reflects the fact that high autocorrelations for worst-case functions make variance of MCMC ergodic averages the dominating factor in the $L_2$ error bounds even for relatively long sample paths, and these autocorrelations are unaffected by discarding a burn-in. Even when autocorrelations are relatively low, as in the case where $\alpha = 0.1$, nonzero $\epsilon$ is optimal for relatively large computational budgets when the speedup function is nonconvex.

### 6.3 Algorithm case studies

We apply the theoretical results of Section 7.2 to three approximate MCMC algorithms: for mixture models for contingency tables using approximations to Gibbs sampler full conditionals, for logistic regression based on subsets of data, and for Gaussian processes using low-rank approximations. For the first example, we verify both Assumption 2.1 and 2.2. For the other two examples, the focus is on verification of Assumption 6.2.2, which we show holds with high probability. An important
conclusion is that it is usually possible to construct kernels that satisfy Assumption 6.2.2 with high probability, but doing so requires adapting the approximation to the current state of the Markov chain.

6.3.1 Distributional approximations to full conditionals

We consider distributional approximations to full conditionals in Gibbs samplers, where the approximations rely on the complete data. The motivation is that sampling from the approximating distribution may be much faster, either because the sufficient statistics are cheaper to calculate or the sampling algorithm itself scales better in the number of observations.

The specific example we consider is a mixture model for contingency tables. Suppose we have \( p \) categorical variables \( y = (y_1, \ldots, y_p) \), which for simplicity each take \( d \) possible values. We consider a variation on the model of Dunson and Xing (2009), replacing a stick-breaking prior with a Dirichlet:

\[
Pr(y_1 = c_1, \ldots, y_p = c_p) = \pi_{c_1, \ldots, c_p} = \sum_{h=1}^{K} \nu_h \prod_{j=1}^{p} \lambda_{hc_j}^{(j)},
\]

\[
\lambda_{h}^{(j)} \sim \text{Dirichlet}(a_{h}^{(j)}), \quad \nu \sim \text{Dirichlet}(\alpha, \ldots, \alpha).
\]

In MCMC algorithms for discrete mixture models, it is common to employ data augmentation. Specifically, re-write the likelihood conditional on a latent class variable \( z \) as

\[
Pr(y_{i1} = c_1, \ldots, y_{ip} = c_p | z_i = h) = \prod_{j=1}^{p} \lambda_{hc_j}^{(j)}, \quad Pr(z_i = h) = \nu_h.
\]

When multiple observations with identical values of \( y_1, \ldots, y_p \) exist, the data are more compactly represented as a \( dp \) contingency table, where \( n(c) = \sum_{i=1}^{n} \prod_{j=1}^{p} 1_{\{y_{ij} = c_j\}} \) and \( c = (c_1, \ldots, c_p) \) is a multi-index identifying the cell of the table. Let \( C^+ = \{ c : n(c) > 0 \} \), and for each \( c \in C^+ \), let \( Z(c) \) be a \( 1 \times K \) vector with entries

\[
Z(c)_h = \sum_{i=1}^{n} 1_{\{y_i = c\}} 1_{\{z_i = h\}}.
\]
A Gibbs sampling algorithm for this model is given by

\begin{align}
(1) \quad & \text{For each } c \in C^+\text{, sample } \\
& Z(c) | \nu, \lambda, Y \sim \text{Multinomial}(n(c), \tilde{\nu}), \quad \tilde{\nu}_h = \frac{\nu_h \prod_{j=1}^p \lambda_{hc_j}^{(j)}}{\sum_{l=1}^K \nu_l \prod_{j=1}^p \lambda_{lc_j}^{(j)}}. \quad (6.15) \\
(2) \quad & \text{Sample } \lambda_h^{(j)} \text{ for } h = 1, \ldots, K \text{ and } j = 1, \ldots, p \text{ from } \\
& \lambda_h^{(j)} \sim \text{Dirichlet} \left( a_{h1}^{(j)} + \sum_{c: c_j = 1} Z(c)_h, \ldots, a_{h1}^{(j)} + \sum_{c: c_j = d_j} Z(c)_h \right). \\
(3) \quad & \text{Sample } \nu \text{ from } \\
& \nu \sim \text{Dirichlet} \left( \alpha + \sum_c Z(c)_1, \ldots, \alpha + \sum_c Z(c)_K \right).
\end{align}

The dominating step is sampling of $Z(c)$, which has computational complexity increasing linearly in $n(c)$, so that each Gibbs iteration consumes at least order $N$ operations just to sample the $Z(c)$. An approximating sampler that facilitates scaling to large $N$ replaces the Multinomial sampling step for $Z(c)$ with the following procedure:

\begin{enumerate}
\item Let $H = \{ h : n(c)_h \tilde{\nu}_h > n_{\text{min}} \}$, $K_H = |H|$, with $n_{\text{min}}$ a pre-specified threshold. For any set $A \subset \{1, \ldots, K\}$ and $K$-vector $v$, define $v_A = \{v_h, h \in A\}$.
\item For entries $h \in H$, sample from the Gaussian approximation to the multinomial, \\
$W \sim \text{Normal} \left( n(c) \tilde{\nu}_H, n(c) \left[ \text{diag} \left( \tilde{\nu}_H \right) - \tilde{\nu}_H \tilde{\nu}_H' \right] \right)$, \\
and set $Z(c)_H$ equal to $W$ with the elements rounded to the nearest integers.
\item If $K_H < K$, sample $Z(c)_{H^c}$ from Multinomial $\left( n(c) - \sum_{h' \in H} Z(c)_{h'}, \tilde{\nu}_{H^c} \right)$.
\item Repeat steps (1)-(3) at every MCMC scan.
\end{enumerate}
The Gaussian approximation can be sampled with computational complexity $O(|C^+|K^3)$, resulting in substantial speedup when $N$ is large. The other sampling steps are unchanged. The possible values of $n_{\min}$ define a collection of approximate transition kernels $\mathcal{P}_\epsilon = \{\mathcal{P}_{\epsilon_0} : ||\mathcal{P}(\theta_0, d\theta) - \mathcal{P}_{\epsilon_0}(\theta_0, d\theta)||_{TV} < \epsilon\}$. We allow rounding to negative integers in step (2) for convenience in proving Lemma 6.3.1, guaranteeing Assumption 6.2.2. In practice, negative integers very rarely occur, and in such cases we set them equal to zero.

**Remark 6.3.1** (Uniform error bounds for normal approximations). Consider any approximate MCMC algorithm that replaces some full conditionals in Gibbs steps with the discretized Gaussian approximation to the multinomial described in step (2). For every $\epsilon \in (0, 1)$ there exists $n_{\min}$ such that

$$\sup_{\theta \in \Theta} ||\mathcal{P}(\theta, \cdot) - \mathcal{P}_{\epsilon}(\theta, \cdot)||_{TV} < \epsilon,$$

where $\mathcal{P}_{\epsilon}(\theta, \cdot)$ corresponds to the algorithm with threshold $n_{\min}$. Moreover, there exist constants $C(K_H - 1)$ depending only on $K_H - 1$ for which

$$n(c) > \frac{C(K_H(c) - 1)^2}{|C^+|\epsilon^2} \left( \sum_{h \in H(c)} \frac{(1 - \tilde{\nu}_h)(1 - 2\tilde{\nu}_h + 2\tilde{\nu}_h^2)(1 + P_h/\tilde{\nu}_K)}{\sqrt{\tilde{\nu}_h(1 - \tilde{\nu}_h)}} \right)^2,$$

for every $c \in C^+$ implies $||\mathcal{P}(\theta, \cdot) - \mathcal{P}_{\epsilon}(\theta, \cdot)||_{TV} < \epsilon$, where $P_h = \sum_{h' : \tilde{\nu}_{h'} > \tilde{\nu}_h} \tilde{\nu}_h$ and we have explicitly indicated the dependence of $H$ on $c$ through the notation $H(c)$.

Proofs of all results in this section are given in Appendix E. Remark 6.3.1 shows that by adapting the kernel to the current state, it is possible to construct an algorithm that satisfies Assumption 6.2.2. Adaptivity enters because the threshold $n_{\min}$ is applied to $n(c)\tilde{\nu}_h$, which depends on the current state. We include the condition in (6.16) to illustrate an interesting connection with condition numbers of covariance matrices of the parameters that will be revisited in later examples. Suppose that
$H = \{1, \ldots, K\}$ and let $\bar{\nu}_{\text{max}}, \bar{\nu}_{\text{min}}$ be the largest and smallest entries of $\bar{\nu}$, respectively. The quantity on the right of (6.16) will be large when $\bar{\nu}_{\text{max}} / \bar{\nu}_{\text{min}}$ is large. The Multinomial($n(c), \bar{\nu}$) distribution has covariance $n(c)(\text{diag}(\bar{\nu}) - \bar{\nu}^\prime \bar{\nu})$. Applying inequalities from Golub (1973), the smallest eigenvalue of this matrix is bounded below by $n(c)\bar{\nu}_{\text{min}},$ and the largest is bounded above by $n(c) \left( \bar{\nu}_{\text{max}} + \sum_{h=1}^{K} \bar{\nu}_{h}^2 \right)$. Thus the condition number is at least $\bar{\nu}_{\text{max}} / \bar{\nu}_{\text{min}}$, so the quantity on the right side of (6.16) will always be large when the condition number of the covariance is large, meaning that we require a larger sample in cell $c$ for an accurate approximation. In fact, one way to think about the adaptive approximation is that by excluding categories $h$ with small $\bar{\nu}_{h}$ – thereby resulting in larger $\bar{\nu}_{\text{min}}$ – the covariance matrix in the Gaussian approximation is better conditioned, ensuring a more accurate approximation. Analogous conclusions are reached for the other two example algorithms in the sequel.

Remark 6.3.1 also allows for analysis of the order of the speedup function $s(\epsilon)$ for this algorithm. (6.16) shows that $\epsilon = \mathcal{O}(n^{-1/2})$, so we need to increase the threshold at the rate $\sqrt{n}$ for linear decreases in $\epsilon$. This requires substituting order $n$ computation for order $K^3$ computation. To a first approximation, this indicates that the speedup function is roughly $s(\epsilon) = \sqrt{\epsilon}$.

Remark 6.3.2 shows that the above exact Gibbs sampler for model (6.14a)-(6.14b) satisfies Assumption 6.2.1. In this example, the state space is compact, and the latent variable $Z$ is discrete, which makes verification of Assumption 6.2.1 fairly straightforward.

Remark 6.3.2 (Mixture model conditions). The Gibbs sampling algorithm described above for the model in (6.14a)-(6.14b) satisfies Assumption 6.2.1.
6.3.2 Approximations based on subsets of data

A variety of aMCMC algorithms that utilize subsets of the data have been proposed. An example is provided in Korattikara et al. (2013), where \( V \subset \{1, \ldots, N\} \) is a random subset of indices adaptively chosen to obtain a pre-specified type I error in a Metropolis-Hastings acceptance decision. We instead use a subsampling approximation of a covariance matrix within a Gibbs sampler for logistic regression. We are able to obtain theoretical guarantees on approximation error under weaker conditions on the data than Korattikara et al. (2013).

6.3.3 Model and computational algorithm

Consider a logistic regression model with a Gaussian prior on regression coefficients

\[
y_i \sim \text{Bernoulli} \left( \frac{e^{x_i \beta}}{1 + e^{x_i \beta}} \right), \quad \beta \sim \text{Normal} \left( b, B \right). \quad (6.17)
\]

Polson et al. (2013) show that the likelihood in this model satisfies

\[
L(y_i \mid \beta) = \left( \frac{e^{y_i x_i \beta}}{1 + e^{x_i \beta}} \right) \propto \exp(\kappa_i x_i \beta) \int_{-\infty}^{\infty} \exp \left\{ -\omega_i (x_i \beta)^2 / 2 \right\} p(\omega_i \mid 1, 0),
\]

where \( \kappa_i = y_i - 1/2 \) and \( p(\omega_i \mid 1, 0) \) is the density of a Pólya-Gamma random variable with parameters 1 and 0, which we represent as PG \((1, 0)\). This results in the Gibbs sampler:

\[
\omega_i \mid \beta \sim \text{PG} \left( 1, x_i \beta \right) \quad (6.18a)
\]

\[
\beta \mid y, \omega \sim \text{Normal} \left( m_N, S_N \right), \quad (6.18b)
\]

where \( S_N = (X'\Omega X + B^{-1})^{-1} \), \( m_N = S_N (X'\kappa + B^{-1}b) \), and \( \Omega = \text{diag}(\omega_1, \ldots, \omega_N) \).

**Approximation**

When \( N \) is large and \( p \) – the dimension of \( \beta \) – is moderate, the main computational bottleneck is calculating \( X'\Omega X \). This step has computational complexity \( \mathcal{O}(Np^2) \).
An approximating Markov chain that uses the likelihood approximation described above will reduce the computational complexity of each step to $O(|V|p^2)$, a large computational speedup when $|V| \ll N$. However, assuming a random subset $V$ is chosen at each iteration, the estimated posterior variance of $\beta$ will be inflated.

We analyze an approximating Gibbs sampler with the update rule

$$V \mid \beta \sim \text{Subset}(|V|, \{1, \ldots, N\}),$$

(6.19a)

$$\omega_i \mid \beta, V \sim \text{PG} (1, x_i \beta), \quad i \in V,$$

(6.19b)

$$\beta \mid y, \omega, V \sim \text{Normal} (S_V X' \kappa, S_V),$$

(6.19c)

where $S_V = \left( \frac{N}{|V|} X'_V \Omega_V X_V + B^{-1} \right)^{-1}$ uses a subsample-based approximation to $X' \Omega X$ and $|V|$ may depend on $\beta$. Choi and Hobert (2013) showed that the algorithm in (6.18a)-(6.18b) is uniformly ergodic. Theorem 6.3.1 shows that if $|V|$ is chosen adaptively depending on $\beta$, Assumption 6.2.2 is satisfied with high probability at any step of the chain.

**Theorem 6.3.1** (Error for random subset approximations). *Suppose the rows of $X$ are iid realizations with a log-concave density that is symmetric about the origin. Let $b = 0$, $B = \eta I_p$ for $\eta > 0$. Let $P (\theta, \cdot)$ be the transition kernel of Gibbs sampler (6.18a) - (6.18b), and $P_\epsilon (\theta, \cdot)$ be the transition kernel of sampler (6.19a)-(6.19c). Then, for every $\epsilon > 0$, there exists a kernel $P_\epsilon (\theta, \cdot)$ that sets $|V| \leq N$ as a function of $\beta$, for which

$$\sup_{\theta \in \Theta} ||P_\epsilon (\theta, \cdot) - P (\theta, \cdot)||_{TV} \leq \epsilon$$

with probability $(1 - q)^2$, where $q$ decreases exponentially in $|V|$.

The following remark provides insight into the achievable rates in $|V|$ of the probabilities $q$ and the approximation error $\epsilon$. 
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Remark 6.3.3 (Rates in Theorem 6.3.1). Let \( \omega \sim \text{PG}(1, x\beta) \) and \( x = (x_1, \ldots, x_p) \) denote realizations for a random subject, and

\[
\Sigma = \text{cov}(\omega^{1/2} | \beta), \quad \Sigma_N = \frac{1}{N} X'\Omega X, \quad \Sigma_V = \frac{1}{|V|} X'_V\Omega_V X_V.
\]

Choosing \(|V| \geq pCM^4\delta^{-2} \log^2(2M^2\delta^{-2})\), \( \|\Sigma_N - \Sigma_V\| < \delta \|\Sigma\| \) with probability \((1 - e^{-cM\sqrt{p}})^2\), where \( C \) and \( c \) are absolute constants. Subsets of size \(|V| = O(N)\) result in \( M \approx N^{1/8} \log^2(2N^{1/4}) \), achieving \( q \) slightly larger than \( e^{-N^{1/8}} \). The required value of \( \delta \) to achieve \( \|P(\theta, \cdot) - P_{\epsilon}(\theta, \cdot)\|_{TV} < \epsilon \) is

\[
\delta = \frac{2\sqrt{2}\epsilon p^{-1/2}(\lambda_{\text{max}}(\beta)/2)^2}{\lambda_s(\beta)^{3/2}} \wedge \epsilon^2(\lambda_{\text{min}}(\beta)/2) \wedge \frac{\epsilon p^{-1/2}\lambda_{\text{min}}(\beta)}{\lambda_{\text{min}}(\beta) + \lambda_{\text{max}}(\beta)}, \tag{6.20}
\]

where \( \lambda_s(\beta) = \lambda_{\text{max}}(\beta) + \lambda_{\text{min}}(\beta)/2 \) and \( \lambda_{\text{min}}(\beta) \) and \( \lambda_{\text{max}}(\beta) \) are the smallest and largest eigenvalues of \( \Sigma(\beta) \), respectively.

Remark 6.3.3 shows that the required subset size to achieve approximation error \( \epsilon \) with probability \((1 - q)^2\) depends on the reciprocal condition number of \( \Sigma = \text{cov}(\omega^{1/2} x | \beta) \). This is similar to the adaptivity result in Remark 6.3.2, and again indicates that algorithms achieving uniform bounds must be adaptive to the current state. Although the exact rates include unknown constants \( c \) and \( C \), the result is still useful in constructing a practical algorithm. The condition number of \( \Sigma \) can be approximated by computing \( \Sigma_V \), which is required by the subsetting algorithm anyway. An adaptive subsample size can be chosen by starting with a subsample of fixed size, computing the condition number of \( \Sigma_V \), and increasing the subset size when this value is large relative to, say, its ergodic average.

Remark 6.3.3 also characterizes the speedup function for this algorithm. The computational cost of increasing \(|V|\) is \( \mathcal{O}(|V|p^2) \), while to a second-order approximation \( \delta = \mathcal{O}(|V|^{-1/2} + \log V) \). Moreover, (6.20) shows that \( C_\beta \epsilon^2 < \delta < C_\beta \epsilon \), so \( \epsilon = \mathcal{O}(|V|^{-1/2} + \log V) \) as well. Therefore, the speedup function is \( \mathcal{O}(\sqrt{\epsilon}) \) up to log factors.
6.3.4 Low-rank approximations to Gaussian processes

Exact MCMC algorithms involving Gaussian processes scale as $O(n^3)$, leading to numerous proposals for approximations. Prominent examples include the predictive process (Banerjee et al. (2008)) and subset of regressors (Smola and Bartlett (2001)), which both employ low-rank approximations to the Gaussian process covariance matrix.

Model

Consider the nonparametric regression model

$$y_i = f(x_i) + \eta_i, \quad \eta_i \sim \text{Normal}(0, \sigma^2 I_n), \quad i = 1, \ldots, n, \quad (6.21)$$

where $y_i$ are responses, $x_i \in \mathcal{X}$ are $p \times 1$ covariate vectors, and $f$ is an unknown function. A typical Bayesian approach assigns a Gaussian process prior to $f$, $f \sim \text{GP}(\mu(\cdot; \beta), c(\cdot, \cdot; \gamma))$, with $\mu(\cdot; \beta)$ a mean function with parameter $\beta$ and $c(\cdot, \cdot; \gamma)$ a covariance function parametrized by $\gamma$, so that for $x_1, x_2 \in \mathcal{X}$, $\mathbb{E}[f(x_1)] = \mu(x_1; \beta)$ and $\text{cov}(f(x_1), f(x_2)) = c(x_1, x_2; \gamma)$. Here we will assume $\mu(x; \beta) = 0$ for all $x \in \mathcal{X}$, so that the model parameters consist of $\theta = (\sigma^2, \gamma)$. Although we focus on model (6.21), our analysis applies to general settings involving Gaussian processes (e.g., for spatial data).

The covariance kernel $c(x_1, x_2; \gamma)$ is positive definite, so that the $n \times n$ covariance matrix $S$ given by $S_{ij} = c(x_i, x_j; \gamma)$ is full rank. However, as noted by Banerjee et al. (2013), in many cases when $n$ is large, the matrix $S$ is poorly conditioned and nearly low-rank. This motivates low-rank approximations of $S$. As an example, consider the squared exponential kernel $c(x_1, x_2; \gamma) = \tau^2 \exp(-\phi \|x_1 - x_2\|^2)$, with $\gamma = (\tau^2, \phi)$ consisting of a decay parameter $\phi$ and scale $\tau^2$. In this case we write $S = \tau^2 \Sigma$, where $\Sigma_{ij} = \exp(-\phi \|x_i - x_j\|^2)$, and we have $\theta = (\sigma^2, \tau^2, \phi)$. We adopt the common prior structure

$$\phi \sim \text{DiscUnif}(\phi_1, \ldots, \phi_d), \quad \tau^{-2} \sim \text{Gamma}(a_\tau, b_\tau), \quad \sigma^{-2} \sim \text{Gamma}(a_\sigma, b_\sigma). \quad (6.22)$$
We consider a marginal MCMC sampler (e.g. Finley et al. (2009)) which iterates
1. Sample $\sigma^{-2}|y, \tau^2, \phi$ using a Metropolis-Hastings step with random walk on $\log(\sigma^2)$ as a proposal.
2. Sample $\tau^{-2}|y, \phi, \sigma^2$ using a Metropolis-Hastings step with random walk on $\log(\tau^2)$ as a proposal.
3. Set $p_l \propto \det (\tau^2\Sigma^{(l)} + \sigma^2 I_n)^{-1/2} \exp \left( -y'(\tau^2\Sigma^{(l)} + \sigma^2 I_n)^{-1} y \right)$, where $\Sigma^{(l)}_{ij} = \exp(-\phi_{lj} \|x_i - x_j\|^2)$, and sample $\phi \sim \text{Disc} \left( \{\phi_1, \ldots, \phi_d\}, (p_1, \ldots, p_d) \right)$.

**Approximate MCMC for Gaussian processes**

We replace $\Sigma$ with a low-rank approximation $\Sigma_\epsilon \approx \Sigma$ to construct a transition kernel $P_\epsilon(\theta, \cdot)$. We focus on approximations of the form

\[ \Sigma \approx U_\epsilon \Lambda_\epsilon U_\epsilon' = \Sigma_\epsilon, \quad (6.23) \]

where $U_\epsilon$ is orthonormal, and $\Lambda_\epsilon$ is nonnegative and diagonal.

All of the steps of the MCMC sampler contain the quadratic form $y'(\tau^2\Sigma + \sigma^2 I)^{-1} y$, and the process $f$ is sampled from

\[ p(f \mid y, \theta) \sim N(\Psi y, \Psi), \quad \Psi = (\tau^2\Sigma + \sigma^2 I)^{-1} \]

to obtain interval estimates. The approximation instead uses

\[ p_\epsilon(f \mid y, \theta) \sim N(\Psi_\epsilon y, \Psi_\epsilon), \quad \Psi_\epsilon = (\tau^2\Sigma_\epsilon + \sigma^2 I)^{-1}. \]

For algorithms in this class, we obtain the result in Theorem 6.3.2.

**Theorem 6.3.2** (Gaussian process approximation error bounds). Suppose data are generated according to (6.21), with $c(x_1, x_2; \gamma) = \tau^2 \exp(-\phi \|x_1 - x_2\|^2)$, and $\Sigma_\epsilon = \ldots$
$U_{\epsilon} \Lambda_{\epsilon} U'_{\epsilon}$ for $U_{\epsilon}$ a $n \times r$ matrix and $\Lambda_{\epsilon}$ a $r \times r$ matrix with $r < n$. For every $\epsilon > 0$ there exists $\delta > 0$, which depends on $\theta$, such that if $||\Sigma - \Sigma_{\epsilon}||_F < \delta$,

$$||p(f \mid y, \theta) - p_{\epsilon}(f \mid y, \theta)||_{TV} < \epsilon. \quad \text{(6.24)}$$

If additionally $\Sigma_{\epsilon}$ is a partial rank-$r$ eigendecomposition of $\Sigma$ and a joint Metropolis-Hastings step is used for $(\sigma^2, \tau^2)$, then for every $\epsilon > 0$, there exists a $P_{\epsilon}(\theta, \cdot)$ that replaces $\Sigma$ with $\Sigma_{\epsilon}$ achieving $||\Sigma - \Sigma_{\epsilon}|| < \delta$ with probability $1 - q$, where $\delta$ depends on $\theta$, such that

$$\sup_{\theta \in \Theta} ||P_{\epsilon}(\theta, \cdot) - P(\theta, \cdot)||_{TV} < \epsilon \quad \text{(6.25)}$$

with probability $1 - q$.

In practice, although we cannot calculate an exact partial eigendecomposition, Algorithm 2 of Banerjee et al. (2013) provides an accurate approximation, which is equivalent to the adaptive randomized range finder (Algorithm 4.2) combined with the eigenvalue decomposition via Nyström approximation (algorithm 5.5) in Halko et al. (2011). Algorithm 2 attains approximation error $||\Sigma - \Sigma_{\epsilon}||_F < \delta$ with probability $1 - 10^{-d}$ where both $\delta$ and $d$ can be specified. We provide empirical evidence that the partial eigendecomposition approximation is accurate in Appendix E. Not all low-rank approximations of $\Sigma$ approximate a partial eigendecomposition, so Theorem 6.3.2 suggests an advantage of Algorithm 2 of Banerjee et al. (2013) over alternatives.

The following remark describes the achievable rates in $\delta$ as a function of $\epsilon$ and $n$.

**Remark 6.3.4** (Rates for aMCMC for Gaussian process). The value of $\delta$ for (6.24) is

$$\delta = \frac{\epsilon^2 \sigma^4}{\tau^2 \sqrt{n(r^2 \lambda_{\max}(\Sigma_{\epsilon}) + \sigma^2)}} \wedge \frac{\epsilon^2 \sigma^2}{\tau^2},$$

where $\lambda_{\max}(\Sigma_{\epsilon})$ is the largest eigenvalue of $\Sigma_{\epsilon}$. Controlling $\delta$ to satisfy Assumption 6.2.2 requires that

$$\exp \left( -\frac{n - r}{2} \left[ \frac{\sigma^2 - \sigma^2_{\epsilon}}{\sigma^2 \sigma^2_{\epsilon}} - \log \frac{\sigma^2_{\epsilon}}{\sigma^2} \right] \right)$$
be small, where $\sigma^2_*, \tau^2_*$ are the proposed values of $\sigma^2, \tau^2$ in the Metropolis-Hastings algorithm. To achieve constant approximation error, $\delta$ must decrease with $n$; if the spectrum of $\Sigma_\epsilon$ decays rapidly, the decrease can be slow. In addition, a smaller value of $\delta$ is required when $\tau^2$ is large relative to $\sigma^2$, suggesting that a higher signal to noise ratio requires better approximations.

Remark 6.3.4 implies that for the weaker (6.24) to hold, $\epsilon = O\left(\sqrt{\delta}\right)$; no effective estimate is available from the proof of (6.25). The algorithm scales as $O(n^2r)$, where $r$ is the rank of $\Sigma_\epsilon$, so increasing $r$ to achieve a better approximation has computational cost $n^2$. However, the relationship between $r$ and $\delta$ – and therefore between $r$ and $\epsilon$ – depends on the spectrum of $\Sigma$. If, for example, $\lambda_r \propto e^{-r}$, then the speedup will be exponential. At the other extreme, the speedup could easily be concave if the spectrum decays too slowly. This is ultimately an empirical question, and is revisited in Appendix E when a specific dataset is analyzed.

6.4 Computational example

The results of Section 6.2 show how to predict the compminimax approximation error $\epsilon$ for a discrepancy measure $D$ given $\alpha$, the speedup function $s(\epsilon)$, and a computational budget $\tau$. Section 6.3 was devoted to showing Assumption 6.2.2, and in one case Assumption 6.2.1. We also obtained the shape of the speedup functions for the three algorithms considered. In this section, we apply the subsetting aMCMC algorithm for logistic regression to a real dataset and compare the results to the predictions of Section 6.2. Empirical studies of the other two algorithms – including consideration of other discrepancy measures – can be found in Appendix E.
6.4.1 Estimation of convergence rate and approximation error

In theorem 6.3.1, we showed that by controlling the subset size adaptively, the subsetting approximation for logistic regression satisfies Assumption 6.2.2 with high probability, and the exact algorithm is uniformly ergodic Choi and Hobert (2013). However, these results give only bounds on the relevant parameters, and ideally practitioners can apply the theory of aMCMC without showing results for every algorithm and associated approximation. To do this, one must estimate the convergence rate of the chain and the accuracy of the approximation empirically. We suggest one approach to this.

The main interest is in approximating the value of $1 - \alpha$ in Assumption 6.2.1 and the value of $\epsilon$ in Assumption 6.2.2. Although some MCMC algorithms may not satisfy Assumption 6.2.1, most will satisfy geometric ergodicity.

**Definition 6.4.1 (Geometric ergodicity).** A Markov chain evolving according to a transition kernel $P(\theta; \cdot)$ on a state space $\Theta$ with invariant measure $\Pi$ is geometrically ergodic if there exist constants $\rho \in (0, 1)$ and $B < \infty$ and a function $V : \Theta \to [1, \infty)$ such that

$$||P^k(\theta_0; \cdot) - \Pi||_{TV} \leq BV(\theta_0)(1 - \alpha)^k.$$  

The Doeblin condition in Assumption 6.2.1 corresponds to the special case of $B = 1$, $V(\theta) = 1$, and uniform ergodicity corresponds to $V(\theta) = 1$. The parameter $(1 - \alpha)$ is the geometric convergence rate of the chain, which determines its mixing and convergence properties. Unlike uniformly mixing chains, the properties of geometrically ergodic chains depend on the initial state in a manner determined by the function $V$. When the chain is rapidly mixing, so that $1 - \alpha \ll 1$, we expect that aMCMC will outperform the exact chain only for short computation times, while when $1 - \alpha$ is near one aMCMC will dominate for relatively long computation times.
On the other hand, relatively large approximation error $\epsilon$ may be tolerable when $1 - \alpha$ is small.

We suggest an approach to estimating $1 - \alpha$ based on sample path autocorrelations similar to that described in Yang and Dunson (2013); details of the procedure are given in Appendix E. Using this procedure, we obtain an estimate of

$$\hat{\varphi}_{\text{max}} = \max_{j \leq p} \max_{k \leq k_{\text{max}}} \hat{\varphi}_{j,k}^{1/k},$$

(6.26)

where $\hat{\varphi}_{j,k}$ is an estimate of the lag-$k$ autocorrelation for the $j$th component of $\theta$ and $k_{\text{max}} \ll k$. This provides an estimated lower bound on $1 - \alpha$. In special cases described in Appendix E, this bound is tight.

Estimates of $\epsilon$ are also of interest. If $\mathcal{P}$ satisfies Assumption 6.2.1 and $\mathcal{P}_\epsilon$ satisfies Assumption 6.2.2, then $||\Pi - \Pi_\epsilon||_\text{TV} \leq \frac{\epsilon}{\alpha}$, so point estimates of $\alpha$ and $||\Pi - \Pi_\epsilon||_\text{TV}$ give a plug-in lower bound on $\epsilon$. If these assumptions are not satisfied, we would still expect $||\Pi - \Pi_\epsilon||_\text{TV}$ to provide an indication of the magnitude of $\epsilon$, with smaller values suggesting more accurate approximations. Unfortunately, estimating the total variation distance between two distributions on the basis of samples is difficult in moderate to high dimensions, and the estimates tend to be very noisy. Instead, Minsker et al. (2014) suggest a sample estimate of the Wasserstein-1 distance with respect to a metric kernel $K$, which we denote $W_{1,d_K}(P,Q)$ for probability measures $P,Q$. The estimate is robust relative to estimates of the total variation distance in multiple dimensions and easy to compute when $p > 1$. We choose the kernel to give $0 < d_K < 1$ and $W_{1,d_K}(P,Q) = 0$ if and only if $P = Q$. Since $d_K \leq 1$, this provides a lower bound on the total variation distance via $2W_{1,d_K}(P,Q) \leq ||P - Q||_\text{TV}$. Details of this metric are provided in Appendix E.

### 6.4.2 Logistic regression using subsets

We applied the sampler in (6.19a)-(6.19c) to the SUSY dataset Baldi et al. (2014). The dataset consists of 4.5 million observations of a binary outcome with nine con-
continuous covariates. To validate the general applicability of the empirical approach and assess the subset algorithm in a more challenging applied setting, we consider a hierarchical prior structure on $\beta$, specifically

$$
\beta_j \sim N(0, \kappa^2 \lambda_j^2), \quad \kappa \sim \mathcal{C}(0, 1), \quad \lambda_j \sim \mathcal{C}(0, 1),
$$

where $\mathcal{C}(0, 1)$ is the Cauchy distribution with location 0 and scale 1 restricted to the real positive half-line. This is referred to as the Horseshoe shrinkage prior. Sampling $\kappa$ and $\lambda_j$ adds two slice sampling steps to the update rule (see the online supplement to $\mathcal{P}$). This provides an opportunity to demonstrate the applicability of our empirical approach to analyzing the properties of an approximate algorithm that has not been characterized theoretically. As before, $\mathcal{P}_\epsilon$ corresponds to using subsamples of data of size $|V|$ to approximate $X' \Omega X + B^{-1}$, where here $B = \text{diag}(\kappa^2 \lambda_j^2)$.

We use a fixed subsample size $|V|$ at every iteration. To increase model complexity, we also add two and three way interactions, resulting in $p = 92$.

The approach in Section 6.4.1 was used to approximate $1 - \alpha$ and values of $\epsilon$ corresponding to different subset sizes $|V|$. Results are shown in Table 6.2. The values of $\hat{\varphi}_{\text{max}}$ are all about 0.98, giving an approximate value of $\alpha$ of 0.02. This corresponds to relatively rapid mixing: a chain with $\alpha = 0.02$ that satisfies the Doeblin condition has $\delta$-mixing time with $\delta = 0.01$ of only 228 iterations. As expected, $\hat{W}_{1,dK}(\Pi_\epsilon, \Pi)$ decreases as $|V|$ increases. The last row of Table 6.2 gives a rough approximation to $\epsilon$ from $\hat{W}_{1,dK}(\Pi_\epsilon, \Pi)(1 - \hat{\varphi}_{\text{max}}) \approx \alpha \|\Pi - \Pi_\epsilon\|_{TV}$, where $\hat{\varphi}_{\text{max}}$ is computed for the exact algorithm. Most values are small relative to $1 - \hat{\varphi}_{\text{max}}$; however, for $|V| = 1,000$ they are approximately equal, so the theory suggests that this subset size may be too small to give useful posterior inference. Based on these estimates, the exact algorithm can be characterized as rapidly mixing, and there is no evidence that mixing degrades as $\epsilon$ increases. In Section 6.3, we showed that the speedup function for the subsetting algorithm is concave, given by $s(\epsilon) \propto \epsilon^{1/2}$. For rapidly mixing chains with concave
speedup functions, the theory predicts that moderate values of $\epsilon$ will be optimal over very short computational budgets, with small values of $\epsilon$ optimal for longer computation time.

Table 6.2: Estimates of $\hat{\varphi}_{\text{max}}$ and $W_{1,d_K}(\Pi, \Pi)$ for logistic regression aMCMC with different minibatch sizes.

| $|V|$     | 1,000 | 10,000 | 50,000 | $10^4$ | $5 \times 10^5$ | $4.5 \times 10^6$ |
|-----------|-------|--------|--------|--------|----------------|----------------|
| $\hat{W}_{1,d_K}(\Pi, \Pi)$ | 0.9843 | 0.2853 | 0.0474 | 0.0326 | 0.0063 | 0.0000 |
| $\hat{\varphi}_{\text{max}}$ | 0.9781 | 0.9812 | 0.9796 | 0.9765 | 0.9768 | 0.9767 |
| $\hat{W}_{1,d_K}(\Pi, \Pi)(1 - \hat{\varphi}_{\text{max}})$ | 0.0229 | 0.0066 | 0.0011 | 0.0008 | 0.0001 | 0.0000 |

We now assess this prediction by computing estimates of $D_{TV}$ and $D_{L_2}$ for this algorithm for different computational budgets. The value of $D_{TV}$ is approximated by

$$\hat{W}_{1,d_K}(\beta, t_0, \epsilon) = \hat{W}_{1,d_K} \left( \frac{1}{t_0} \sum_{k=1}^{t_0} \delta_{\beta_k}^{(\epsilon)}, \frac{1}{t} \sum_{k=1}^{t} \delta_{\beta_k} \right),$$

for different sample path lengths $t_0$, where $t = 1, 200$ is the full length of the chain for the exact algorithm, which consumed wall clock time of about 12 hours. The values of $t_0$ are converted into wall clock times. Similarly, $D_{L_2}$ is approximated by

$$\text{RMSE}(\beta, t_0, \epsilon) = \left( \sum_{j=1}^{p} \left( \frac{1}{t_0} \sum_{k=1}^{t_0} \beta_{k,j}^{(\epsilon)} - \frac{1}{t} \sum_{k=1}^{t} \beta_{k,j} \right)^2 \right)^{1/2}.$$ 

The calculations of RMSE use burn-in of 200 iterations.

The left panel of Figure 6.3 shows RMSE$(\beta)$ as a function of computation time $\tau$ in seconds for different $|V|$. Because the calculations use burn-in, for larger sample sizes the graph originates away from $\tau = 0$. For very small computational budgets, the optimal subset size with respect to $D_{L_2}$ among those considered is $|V| = 50,000$ or $|V| = 100,000$, corresponding to relatively large $\epsilon$. For computational budgets between about 15 minutes and two hours, the largest subset size $|V| = 500,000$
is optimal. For larger computational budgets, the exact algorithm is optimal. It is likely that for computational budgets exceeding two hours, some $|V|$ satisfying $500,000 < |V| < 4,500,000$ is optimal. Conversely, the estimates with $|V| = 10,000$ are much less accurate, and the scale of RMSE so different for $|V| = 1,000$ that the result is not shown. Based on Table 6.2, $|V| = 1,000$ results in $\epsilon \approx \alpha$. Recalling that the results in Section 6.2 required $\epsilon < \alpha/2$, it is unsurprising that performance is very poor. All of these results are consistent with the predictions of Section 6.2 for fast-mixing chains with concave speedup function.

$\text{RMSE}(\beta, t_0)$

$\hat{W}_{1,dK}$

Figure 6.3: Logistic regression RMSE for estimation of $\beta$ (left) and approximate $W_{1,dK}$ distance to the exact posterior (right) as a function of computation time $\tau$ in seconds.

In the right panel are lower-bound estimates of $D_{TV}$ using $\hat{W}_{1,dK}(\beta, t_0, \epsilon)$. For consistency with Figure 6.2, these estimates do not use burn-in. The smallest minibatch size $|V| = 1,000$ has $\hat{W}_{1,dK} \approx 1$ for any computational budget, which is again consistent with the result in Table 6.2 that $\epsilon \approx \alpha$ for this subset size. The other sample sizes all result in meaningful approximation to the posterior by this metric. The ranges of computation times for which $|V| = 50,000$, $|V| = 100,000$, and $|V| = 500,000$ are optimal are similar to those for $D_{L_2}$, with $|V| = 500,000$ being optimal for computation times between about 15 minutes and two hours. For budgets greater than two hours, $|V| = 500,000$ still provides a very accurate approximation. These results are again very consistent with the predictions of Section 6.2 based on
the shape of the speedup function and empirical estimates of $\epsilon$ and $\alpha$.

6.5 Discussion

An important and interesting finding of this work is that in many cases, exact MCMC may not be statistically optimal when an approximation that offers computational advantages is available. aMCMC offers longer sample paths at the same computational cost, which, when the approximation is fairly accurate, can easily outweigh the effects of bias and potentially slower convergence of aMCMC. This tradeoff is formalized through the characterization of speedup functions and the compminimax notion of optimal approximation error. It has long been recognized in optimization that noisy gradients are often far superior to exact gradients, but this rationale has only recently entered into the MCMC literature (Korattikara et al. (2013), Ahn et al. (2012)), which has mainly pursued approximations when exact MCMC is considered computationally intractable. Another way to view this possibly surprising result is as a parallel to the well-characterized phenomenon that biased estimators have lower risk than unbiased estimators (see e.g. Stein (1956), James and Stein (1961)). The superiority of aMCMC with respect to $D_{L_2}$ for large computational budgets is conceptually similar – that is, biased Markov chains can often have superior statistical properties to those of unbiased ones – though in this context the optimal level of bias depends on the computation time and the fundamental reason for the improved performance is quite different. That approximate MCMC may offer optimal performance for sample path lengths that exceed those found in typical applications of MCMC in Bayesian statistics suggests there is much room for expanding the use of aMCMC.

The theory of approximate MCMC provides a guide to what can go wrong when approximate kernels are employed, and how to check whether difficulties are likely to occur. This is exemplified by our consideration of low-rank approximations for
Gaussian processes and logistic regression with subsets. Optimal algorithms for a particular model, regardless of the convergence properties of the original chain, can only be approximately determined through numerical approximation of the constants or obtaining theoretically upper and lower bounds. These issues are not conceptually different from the long-standing issue of empirically assessing MCMC convergence, and are important problems for which no definitive solution currently exists. In the interim, the results presented here should provide a level of comfort for practitioners that approximate MCMC algorithms can often result in better performance in statistical estimation with limited computational resources.
Large-sample Efficiency of Data Augmentation
Gibbs Sampling for Binary Outcomes

Gibbs sampling (Gelfand and Smith (1990), Geman and Geman (1984)), along with various extensions (see Gamerman and Lopes (2006), Robert and Casella (2013)), is arguably the dominant paradigm for computation in Bayesian statistics. Unlike alternatives, these algorithms require little tuning, and Gibbs samplers for a wide range of popular models have been proposed in the literature, making them accessible to practitioners. The simplicity and broad utility of the Gibbs sampler have undoubtedly contributed to the growth of Bayesian statistical methods over the past 25 years.

The efficiency of Gibbs sampling and other Markov chain Monte Carlo (MCMC) algorithms is often studied in terms of three quantities: (1) the computational complexity of taking a single step from the transition kernel of the associated Markov chain, (2) the number of “burn-in” steps required for the law of the chain to be “close” to its stationary measure, and (3) the “effective sample size” of an MCMC sample taken at or near stationarity. (1) can be studied through standard algorithmic
complexity analysis, while (2) and (3) are studied in terms of the mixing properties of the Markov chain and can be described in terms of objects such as the convergence rate and the autocorrelation function of the chain. The literature on the theory of MCMC convergence for statistical computation has emphasized studying the mixing properties of Markov chains by proving a geometric ergodicity condition (see Meyn and Tweedie (1994), Roberts and Rosenthal (1997), Kontoyiannis and Meyn (2003), Meyn and Tweedie (1993)). Such a condition gives bounds on both the required burn-in time and the effective sample size of an MCMC run.

These three quantities contribute to the overall running time of the MCMC algorithm as a function of the sample size $n$. For example, if an MCMC algorithm has computational complexity per step of $O(n)$, takes $O(n)$ steps to “burn-in,” and has $O(n^{-1})$ effective sample size so that the number of required samples near stationarity is $O(n)$, then the running time of the algorithm is $O(n^2)$, since we require $O(n)$ samples to obtain a Monte Carlo estimate with fixed error $0 < \epsilon < \infty$ and it takes $O(n)$ clock time to obtain a single sample. Historically, there has been a focus on finding algorithms that have $O(n^k), 0 < k < \infty$ (polynomial time) running times, with $O(e^{cn}), c > 0$ (exponential time) considered computationally intractable. It is often suggested that in “big data” contexts, most polynomial time algorithms are too costly, and only $O(n \log^k n)$ (quasilinear time) algorithms should be viewed as tractable. Our results are consistent with this latter view.

Studying the computational efficiency of MCMC algorithms as the sample size $n$ increases is an important problem, particularly in the big data setting, where very large sample sizes are often encountered. Previous work on this topic includes Belloni and Chernozhukov (2009), which shows running times that are polynomial in $n$ when the posterior obeys the Bernstein von-Mises theorem, under a warmness condition for the initial state distribution. Yang et al. (2015) shows existence of a MCMC algorithm for computing the posterior for sparse linear models with g-priors with mixing
times that are polynomial in \( n \). Rajaratnam and Sparks (2015) shows that when \( p \) grows faster than \( n \), the geometric convergence rate of some MCMC algorithms tends to zero. Other studies have showed mixing times that are exponential in \( n \) in a variety of problems (e.g. Mossel and Vigoda (2006)). A commonality among these studies is the extension of computational complexity analysis common in computer science to MCMC by bounding mixing times as a function of \( n \), or showing the order of the geometric convergence rate in \( n \). Implicit in the focus of Belloni and Chernozhukov (2009) and Yang et al. (2015) is the traditional point of view in computer science that polynomial time algorithms are computationally scalable, whereas exponential time algorithms are not.

Here we consider the very popular Gibbs sampling algorithms of Polson et al. (2013) and Albert and Chib (1993), used for posterior computation for generalized linear models with probit and logit links. The algorithm of Polson et al. (2013) is the most recent in a series of ingenious algorithms for posterior computation when logit links are involved, with earlier examples including O’Brien and Dunson (2004), Holmes et al. (2006), and Frühwirth-Schnatter and Frühwirth (2010). The algorithms of Albert and Chib (1993) are among the earliest examples of this class, but are still heavily used in applications, particularly for the binary probit. After data augmentation, sampling steps for the parameter of interest are conditionally Gaussian, resulting in a simple Gibbs sampler. The conditional normality of sampling steps for the exponential family parameter facilitates hierarchical modeling. Moreover, the sampler of Polson et al. (2013) is uniformly ergodic (Choi and Hobert (2013)), an atypically strong result for an MCMC algorithm. However, some practical concerns about the performance of the algorithm were raised by Ghosh et al. (2015) in the case where Cauchy priors are used for the coefficients in a logistic regression. They report good mixing with Normal priors, and attribute the poor mixing to the prior choice rather than the data augmentation scheme. A number of papers have
also suggested parameter expansion to improve mixing for the algorithm of Albert and Chib (1993). Roy and Hobert (2007) and Hobert et al. (2008) show that both the parameter expansion and original algorithm are geometrically ergodic, and provide a careful consideration of the superior practical performance of the parameter expanded algorithm in some cases.

Here we undertake a theoretical and empirical study of the performance of the algorithms of Polson et al. (2013) and Albert and Chib (1993) in the case where the posterior for parameters is concentrated near zero or one on the probability scale, corresponding to an observed number of successes $y$ that is small relative to the sample size $n$. This study was initially motivated by the desire to utilize these samplers for posterior computation in hierarchical models for rare events, a problem that is inspired by a common task in quantitative advertising. By studying the regime where the success probability $p \to 0$ as $n \to \infty$, we derive bounds on the convergence rate. A similar asymptotic regime is studied by Owen (2007), which was also motivated by the modeling of rare events in a non-Bayesian context. We show that best-case computation times will converge to $\infty$ at least at the rate $n^{1.5}$, up to log factors. Moreover, extensive empirical studies indicate that, when $y/n$ is near zero or one, the algorithm mixes very poorly and is not practical. Alternatives, including a Metropolis-Hastings algorithm and Hamiltonian Monte Carlo, show acceptable and excellent performance on the same data, respectively. This is demonstrated in a number of synthetic data examples as well as in an application to real quantitative advertising data.

Our results suggest that the traditional computational complexity heuristics from computer science – that polynomial time algorithms are loosely speaking “scalable” – is not useful in the context of these Gibbs samplers, and that the more recent focus on quasilinear time algorithms is justified in this context. Practically, our results also suggest that these samplers should be avoided in cases where the posterior places
significant mass on probabilities near zero or one, or, equivalently, when the Markov chain will spend a substantial amount of time in this region on the probability scale. Finally, our results provide an alternative explanation for the observation of Ghosh et al. (2015) that the Pólya-Gamma sampler mixes poorly with Cauchy priors, well with normal priors, and has intermediate performance with student $t$ priors. When the prior has heavy tails on the logit scale, the tail of the posterior will also be heavy, as measured on the scale of typical jump sizes. Our results predict poor mixing in this setting, which is depicted graphically in Figure 7.1 in Section 7.2. Thus, the problem may not be the Cauchy prior per se, but rather that the data augmentation algorithm is exceedingly ill-suited to exploring the posterior in such settings.

### 7.1 Background

#### 7.1.1 MCMC convergence rates

The fundamental entity in Bayesian statistics is the posterior distribution,

$$
\Pi(\theta \mid y) = \frac{L(y \mid \theta)p(\theta)}{\int_{\theta} L(y \mid \theta)p(\theta)d\theta},
$$

(7.1)

where $L(y \mid \theta)$ is the likelihood or sampling model and $p(\theta)$ is the prior.\footnote{To simplify exposition, we abuse notation somewhat by using $\Pi$ to refer to a distribution function, a density/mass function, or a probability measure, depending on the context.} Inference centers on computing expectations with respect to the posterior $\Pi(\theta \mid y)$, as well as other summary statistics of the posterior. In general, the integral in the denominator of (7.1) is not available in closed form, so various computational methods are used to approximate quantities of interest. Arguably the most common approach is MCMC, which constructs an ergodic Markov chain with transition kernel $\mathcal{P}(\theta; \cdot)$ having invariant measure $\Pi$, then uses finite-time realizations $\{\theta_t\}_{t=1}^T$ of the chain to estimate expectations via the ergodic average $\Pi(\theta \mid y)(f) \approx \frac{1}{T} \sum_{t=1}^T f(\theta_t)$.

The convergence behavior of MCMC is often studied by initially showing that
the associated kernel \( P \) obeys a general ergodicity condition, such as the popular geometric ergodicity condition:

**Definition 7.1.1** (Geometric ergodicity). A Markov chain evolving according to a transition kernel \( P(\theta; \cdot) \) with invariant measure \( \Pi \) is geometrically ergodic if there exists constants \( \rho \in (0, 1) \) and \( B < \infty \) and a function \( V : \Theta \to [1, \infty) \) such that

\[
\left\| P_t(\theta_0; \cdot) - \Pi \right\|_{TV} \leq BV(\theta_0) \rho^t.
\]

The constants \( \rho \) and \( B \) do not directly lead to reasonable estimates of either the mixing time or the effective sample size discussed in the introduction. Both of these terms can, however, be bounded in terms of the spectral gap of the associated chain. The following central limit theorem, quoted from Jones et al. (2004), gives an estimate of the effective sample size of an MCMC estimate for a chain started at stationarity:

**Theorem 7.1.2** (Central Limit Theorem for MCMC). Let \( \{\theta_t\}_{t \in \mathbb{N}} \) be a Markov chain evolving according to a transition kernel \( P(\theta; \cdot) \) that satisfies the condition in Definition 7.1.1 for some function \( V \). Let \( f : \Theta \to [1, \infty) \) satisfy \( f^2 \leq V \), assume \( \theta_1 \) is distributed according to the unique stationary measure \( \Pi \), and define

\[
\sigma_f^2 = \text{Var}[f(\theta_1)] + 2 \sum_{t=2}^{\infty} \text{Cov}[f(\theta_1), f(\theta_t)].
\]

(7.2)

Then \( \sigma_f^2 \in [0, \infty) \). Furthermore, if \( \sigma_f^2 > 0 \), then

\[
\lim_{T \to \infty} \sqrt{T} \left( \frac{1}{T} \sum_{t=1}^{T} f(\theta_t) - \Pi(f) \right) \overset{d}{=} N(0, \sigma_f^2).
\]

This last conclusion holds for any initial distribution on \( \theta_1 \).

We refer to \( \sigma_f^2 \) as the asymptotic variance. The asymptotic effective sample size of an MCMC sample of size \( T \) is usually defined by \( \frac{T}{\sigma_f^2} \). The variance \( \sigma_f^2 \) is controlled by the spectral gap:
**Definition 7.1.3** (Spectral Gap). Let $P(\theta; \cdot)$ be the transition kernel of a Markov chain with unique stationary distribution $\Pi$. The *spectrum* of $P$ is

$$S = \{ \lambda \in \mathbb{C} \setminus \{0\} : (\lambda I - P)^{-1} \text{ is not a bounded linear operator on } L^2(\Pi) \}.$$  

The *spectral gap* of $P$ is given by

$$\delta(P) = 1 - \sup \{ |\lambda| : \lambda \in S, \lambda \neq 1 \}$$

when the eigenvalue 1 has multiplicity 1, and $\delta(P) = 0$ otherwise.

The asymptotic variance $\sigma_f^2$ always satisfies

$$\sigma_f^2 \leq \frac{2 \text{Var}_\Pi(f)}{\delta(P)}, \quad (7.3)$$

which goes to infinity linearly in $\delta(P)^{-1}$. This bound is sharp for worst case functions when $P$ has no residual spectrum, which holds, for example, for reversible Markov chains on discrete state spaces. Thus, the spectral gap generally controls the asymptotic effective sample size of an MCMC algorithm via (7.3). Under stronger assumptions that are satisfied by the Markov chains studied in this paper, the spectral gap also controls the burn-in time. To state this carefully, we relate the spectral gap to the *conductance* of a Markov chain:

**Definition 7.1.4** (Conductance). Let $P(\theta; \cdot)$ be the transition kernel of a Markov chain with invariant measure $\Pi$. For $\Pi$-measurable sets $S \subset \Theta$ with $0 < \Pi(S) < 1$, define

$$\kappa(S) = \int_{\theta \in S} P(\theta, S^c) \Pi(ds) \frac{\Pi(S)(1 - \Pi(S))}{\Pi(S)(1 - \Pi(S))}$$

and the *Cheeger constant* or *conductance*

$$\kappa = \inf_{0 < \Pi(S) < 1} \kappa(S).$$

Theorem 2.1 of Lawler and Sokal (1988) relates conductance to the spectral gap:
Theorem 7.1.5. The spectral gap $\delta(P) = 1 - \lambda_1(P)$ of $P$ satisfies

$$\frac{\kappa^2}{8} \leq 1 - \lambda_1(P) \leq \kappa.$$ 

The conductance (and thus the spectral gap) of a chain may be related to the required burn-in time by the following Theorem from Lovász and Simonovits (1993), which bounds the bias of an MCMC estimate after any number of steps:

Theorem 7.1.6 (Warm Start Bound). Let $P(\theta; \cdot)$ be the transition kernel of a Markov chain $\{\theta_t\}_{t \in \mathbb{N}}$ with invariant measure $\Pi$ and conductance $\kappa$. Then for all measurable sets $S \subset \Theta$,

$$|P[\theta_{t+1} \in S] - \Pi(S)| \leq \sqrt{M} \left(1 - \frac{\kappa^2}{2}\right)^t,$$ 

(7.4)

where $M = \sup_{A \subset \Theta} \frac{P[\theta_0 \in A]}{\Pi(A)}$.

Define the $\epsilon$ burn-in time $t_\epsilon = \inf \{t : \sup_{S}|P[\theta_{t+1} \in S] - \Pi(S)| < \epsilon\}$. Let $\kappa_{\text{sup}}$ be an upper bound on $\kappa$. Then we obtain the following upper bound on $t_\epsilon$:

$$t_\epsilon \leq \left\lceil \frac{\log \left( \frac{\epsilon}{\sqrt{M}} \right)}{\log \left(1 - \frac{\kappa_{\text{sup}}^2}{2}\right)} \right\rceil \asymp -\frac{\kappa_{\text{sup}}^2}{2} \log \left( \frac{\epsilon}{\sqrt{M}} \right).$$ 

(7.5)

As indicated by the $\asymp$ relation in (7.5), this quantity behaves like $\kappa^2$ for $\kappa^2$ near zero; since our results for the Pólya-Gamma and Albert and Chib samplers show the conductance converging to zero and also describe simple warm starts, this is the relevant asymptotic regime.

In light of these results, it is clear that the spectral gap gives an effective estimate of both the asymptotic effective sample size and required burn-in period for MCMC algorithms. This justifies our emphasis on estimating the spectral gaps of Markov chains throughout the rest of this paper.
7.1.2 Scenario for data generation

The scenario for data generation considered here is motivated by a problem in quantitative advertising, where a focus is performing inference on the probabilities of rare events. In this case, the rare event of interest is sequential visits to pairs of websites. In general, sequential visits to any two pairs of websites are exceedingly rare, but in advertising it is important to find groups of websites where sequential visits happen at a slightly higher rate. Suppose $y_{ij}$ is the count of visits to website $j$ after visiting website $i$, and $n_i$ is the total number of visits to website $i$. Then a simple model for the sequential visit probability is

$$y_{ij} \sim \text{Binomial}(n_i, p_{ij}), \quad p_{ij} = g^{-1}(\theta_{ij}), \quad (7.6a)$$

$$\theta_{ij} \sim \text{Normal}(0, B), \quad (7.6b)$$

and $g$ is the logit or probit link. An important motivation for the logistic or probit link with Gaussian prior is the flexibility to incorporate dependence across site pairs through more complicated hierarchical priors. An example of such a specification is given in Section 7.4.

Polson et al. (2013) introduce a data augmentation Gibbs sampler for posterior computation when $g$ in (7.6a) is the logistic link $\ell(\cdot)$. The sampler has update rule given by

$$\omega \mid \theta \sim \text{PG}(n, \theta) \quad (7.7a)$$

$$\theta \mid \omega \sim \text{Normal} \left( \left( \omega + B^{-1} \right)^{-1} \kappa, \left( \omega + B^{-1} \right)^{-1} \right), \quad (7.7b)$$

where $\kappa = y - n/2$ and $\text{PG}(a, c)$ is the Pólya-Gamma distribution with parameters $a$ and $c$. The transition kernel $P(\theta; \cdot)$ given by this update has $\theta$-marginal invariant measure the posterior $\Pi(\theta \mid y)$ for the model in (7.6a)-(7.6b). Choi and Hobert (2013) show that this sampler is uniformly ergodic.

A similar data augmentation scheme exists for the case where $g$ is the probit function $\Phi(\cdot)$, the distribution function of the standard Normal. Initially proposed
by Albert and Chib (1993), the sampler has update rule

\[ Z | \theta = \sum_{i=1}^{y} w_i + \sum_{i=1}^{n-y} u_i, \quad w_i \sim \text{TN}(\theta, 1; 0, \infty), \quad u_i \sim \text{TN}(\theta, 1; -\infty, 0) \quad (7.8) \]

\[ \theta | Z \sim \text{Normal} \left((n + B^{-1})^{-1}Z, (n + B^{-1})^{-1}\right), \quad (7.9) \]

where TN(\mu, \tau^2; a, b) is the normal distribution with parameters \( \mu \) and \( \tau^2 \) truncated to the interval \((a, b)\). The transition kernel \( \mathcal{P}_\Phi(\theta; \cdot) \) for \( \theta \) defined by this update has \( \theta \)-marginal invariant distribution \( \Pi(\theta | y) \) for the model in (7.6a)-(7.6b) when \( g = \Phi \). It is clear from (7.8) that the computational complexity per iteration scales linearly in \( n \) for this algorithm. Although a recent manuscript proposes some more efficient samplers, the samplers in Polson et al. (2013) for \( \text{PG}(n, \theta) \) also scale linearly in \( n \). These observations will factor into our analysis of the overall run-time for these algorithms.

Motivated by inference on probabilities of rare events, in what follows we consider data \( y = 1 \) for increasing sequences \( n \). Using this simple setup, we obtain a number of results on burn-in time and asymptotic effective sample size of the data augmentation samplers introduced above.

### 7.2 Main results

In this section we derive some large sample properties of the latent variable samplers of Albert and Chib (1993) and Polson et al. (2013). All of the results provided are for the data sequence \((n, y_n)\) where \( y_n = 1 \) for every \( n \). A similar asymptotic setup is considered in Owen (2007), where the motivation is also rare events. We provide two types of results: (1) upper bounds on the spectral gap; and (2) results showing that a certain starting distribution is ‘warm.’ These results are provided in Theorems 7.2.1 and 7.2.2. By Theorems 7.1.2 and 7.1.6, these results give bounds on the asymptotic variance and mixing time for an MCMC algorithm in terms of the problem size \( n \).
Our main conclusions are that the spectral gap converges to zero at least at the rate $\mathcal{O}\left(\frac{\log(n)^c}{\sqrt{n}}\right)$ for some $0 \leq c < \infty$, and that it is straightforward to begin the chain from a warm start. Because the computational complexity per MCMC iteration for these algorithms is $\mathcal{O}(n)$, these results further imply running times of at least $\Omega(n^{1.8})$ ($\Omega(n)$ per iteration and $\Omega(n^{0.8})$ from the scaling of the effective size), where $x = \Omega(f(n))$ indicates $x \geq Cf(n)$ for some $C < \infty$.

7.2.1 Intuition

The intuition for the results that follow can be explained simply using the graphic in Figure 7.1. In either the logit or probit model when $y/n \to 0$, the width of the high probability region of the posterior is $\Omega\left(\frac{1}{\log n}\right)$. This is depicted by the large region in the graphic where the posterior density is non-trivial. However, the steps in the data augmentation samplers depend on the mean of $n$ iid random variables, so the typical move size is $\mathcal{O}\left(\frac{1}{\sqrt{n}}\right)$. A graphic depiction of such a move is provided in Figure 7.1 in the region indicated by $\theta_t \to \theta_{t+1}$. Thus, the algorithm needs at least $\Omega\left(\frac{\log n}{\sqrt{n}}\right)$ moves to traverse the high-probability region of the posterior. This also explains the convergence of the asymptotic effective sample size to zero. These rough computations omit some logarithmic factors that appear in the rigorous bounds, but this is irrelevant to the basic intuition. Note that this reasoning applies to any data augmentation sampler with step sizes that are proportional the the variance of the mean of iid random variables. If the high probability region of the posterior is contracting at a rate slower than $\frac{1}{\sqrt{n}}$, then the algorithm will mix poorly in large samples.
7.2.2 Convergence rate and spectral gap

We now give results on the Cheeger constant and ‘warm start’ bounds for the latent variable samplers of Albert and Chib (1993) and Polson et al. (2013). Applying Theorems 7.1.5, 7.1.2 and 7.1.6 will then give bounds on the convergence rates of these samplers. Theorem 7.2.1 gives the result for the Pólya-Gamma sampler. Proofs are found in Appendix F.

**Theorem 7.2.1.** Let \( \{\theta_t, w_t\}_{t \geq 0} \) be a Polya-Gamma sampler evolving according to (7.7a)-(7.7b) in the case that \( y = 1 \), and let \( P \) be the associated kernel. Then \( P \) has spectral gap

\[
1 - \lambda_1(P) = O\left(\frac{\log(n)^{4.5}}{\sqrt{n}}\right).
\]

Furthermore, let \( \theta_{\max} \equiv \arg\max_\theta p(\theta | y = 1) \) be the mode of \( \Pi \); then the distribution \( \mu_n = \text{Unif}(\lfloor \theta_{\max} - \frac{1}{\log(n)} \rfloor, \theta_{\max} + \frac{1}{\log(n)}) \) satisfies

\[
\sup_{A \subset \mathbb{R}} \frac{\mu_n(A)}{\Pi(A | y)} = O(\log(n)^2)
\]

Figure 7.1: Cartoon comparing the posterior mode width and typical move size.
and thus provides a ‘warm start’ distribution for the Polya-Gamma sampler. Note that $\theta_{\text{max}}$ is the unique solution to $\frac{\theta_{\text{max}}}{B} + n e^{\theta_{\text{max}}} = 1$.

The result for the Albert and Chib sampler is given in Theorem 7.2.2.

**Theorem 7.2.2.** Let $\{\theta_t, z_t\}_{t \geq 0}$ be the Albert and Chib sampler evolving according to (7.8)-(7.9) in the case that $y = 1$, and let $P$ be the associated kernel. Then $P$ has spectral gap

$$1 - \lambda_1(P) = O\left(\frac{(\log n)^2}{\sqrt{n}}\right).$$

(7.12)

Furthermore, letting $\Phi$ be the CDF of the standard normal distribution, the distribution $\mu_n = \text{Unif}\left[\Phi^{-1}\left(\frac{Bn+1}{C(Bn+1)}\right), \Phi^{-1}\left(\frac{C(Bn+1)}{Bn+1}\right)\right]$ satisfies

$$\sup_{A \subset \mathbb{R}} \mu_n(A) \Pi(A | y) = O(1)$$

(7.13)

and thus provides a ‘warm start’ distribution for the Polya-Gamma sampler.

**Remark 7.2.1 (Asymptotic effective sample sizes).** Theorems 7.2.1 and 7.2.2 also allow us to roughly estimate the scaling of the asymptotic effective sample size.

If we assume that the upper bounds on conductance are achieved, then applying Theorem 7.1.5, the spectral gap scales at rate $n^{-k}$ for $1/2 < k < 1$. If we further assume that the bound in (7.3) is achieved, then the asymptotic effective sample size also scales at rate $n^{-k}$ for $1/2 < k < 1$. Therefore, if the bounds are tight, then the asymptotic effective sample size goes to zero at rate between $n^{-1/2}$ and $n^{-1}$.

Thus, since the asymptotic effective sample size scales at least like $n^{-1/2}$, the overall run time for both algorithms is $\Omega(n^{1.5})$ or worse (neglecting logarithmic factors). In the following section, we provide empirical evidence that the run time empirically scales like $n^{1.85}$, incorporating both the computation time per iteration and the effects on mixing.
7.3 Synthetic Data Examples

In this section we perform a number of example computations to assess the practical performance of the samplers in (7.8)-(7.9) and (7.7a)-(7.7b). We also consider related samplers for Multinomial logit or probit in the situation where one or more of the observed cell counts is 1.

7.3.1 Binomial Logit and Probit

In the first set of computational examples, we consider the model in (7.6a)-(7.6b). We put \( y = 1 \) and vary \( n \) between 10 and 10,000. We perform computation using either the algorithm of Polson et al. (2013) or Albert and Chib (1993), then estimate autocorrelations and effective sample sizes. For the probit, we use a prior of \( B = 49 \), whereas for the logit we use a prior of \( B = 100 \), reflecting the lighter tails of the probit function. For the probit, we initialize the sampler at the MLE and collect no burn-in; for logit, we initialize the sampler at zero and collect burn-in of 5000 iterations. Similar results were achieved using the opposite choice for each algorithm. For probit, we wrote code for the Gibbs sampler in R. For logit, we use the package BayesLogit for computation. For comparison, we also estimate the model using Hamiltonian Monte Carlo (HMC), implemented with the Stan environment and Rstan package.

Figure 7.2 shows the autocorrelation function (estimated using the coda package for R) for the probit and logit at lags 1-100, with computation by the corresponding data augmentation Gibbs sampler, as well as for the logit model estimated using HMC. Clearly, the autocorrelations increase with \( n \) for both the data augmentation Gibbs samplers, but are very near zero for HMC after lag ten, and are essentially identical for all values of \( n \). Table 7.1 shows \( T_{\text{eff}}/T \) (also computed using coda) for the same three algorithms with \( y = 1 \) and increasing values of \( n \). The effective sample size is anemic for the data augmentation Gibbs samplers but about 0.2\( T \) for
HMC for all values of $n$.

**Figure 7.2**: Estimated autocorrelations at lags 1-100 for the two data augmentation samplers for binomial probit and logit as well as for logit with computation by HMC. Four different values of $n$ are shown. Note that the HMC plot is on a different scale for readability; the maximum absolute correlation at any lag for that algorithm is less than 0.03.

**Table 7.1**: Estimated value of $T_{eff}/T$ for $T = 5000$ for probit and logit models using sampler of Albert and Chib (1993) (AC) and Polson et al. (2013) (PG), respectively, and for the logit model with computation by HMC. Here $y = 1$ in each case and $n$ varies between 10 and 10,000.

<table>
<thead>
<tr>
<th></th>
<th>Probit (AC)</th>
<th>Logit (PG)</th>
<th>Logit (HMC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=10</td>
<td>0.1968</td>
<td>0.2755</td>
<td>0.2234</td>
</tr>
<tr>
<td>n=50</td>
<td>0.0449</td>
<td>0.0479</td>
<td>0.1867</td>
</tr>
<tr>
<td>n=100</td>
<td>0.0322</td>
<td>0.0260</td>
<td>0.2096</td>
</tr>
<tr>
<td>n=500</td>
<td>0.0128</td>
<td>0.0073</td>
<td>0.1944</td>
</tr>
<tr>
<td>n=1000</td>
<td>0.0064</td>
<td>0.0061</td>
<td>0.1919</td>
</tr>
<tr>
<td>n=5000</td>
<td>0.0016</td>
<td>0.0020</td>
<td>0.2063</td>
</tr>
<tr>
<td>n=10000</td>
<td>0.0008</td>
<td>0.0003</td>
<td>0.1944</td>
</tr>
</tbody>
</table>

Although the theoretical results in Section 7.2 consider the case where $y = 1$ and $n$ is increasing, empirically we observe poor mixing whenever $y/n$ is small. To demonstrate this, we perform another set of computational examples where $y$ and $n$ both vary in such a way that $y/n$ is constant. Specifically, we consider $n = 10,000$, $n = 50,000$, and $n = 100,000$ with $y = 1, 5, 10$. Computation is performed for the two data augmentation Gibbs samplers as above, and effective sample sizes and autocorrelation functions estimated. The results in Figure 7.3 shows estimated autocorrelations, which are similarly near 1 at lag 1 and decay slowly. Table 7.2 shows values of $T_{eff}/T$ for $T = 5000$ for the two algorithms. Neither measure of
computational efficiency shows a meaningful effect of increasing \( y \) when \( y/n \) remains constant.

![Probit (Albert and Chib) and Logit (Pólya-Gamma)](image)

**Figure 7.3**: Estimated autocorrelation functions for synthetic data examples that vary \( y \) and \( n \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( y )</th>
<th>AC</th>
<th>PG</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>1</td>
<td>0.0008</td>
<td>0.0022</td>
</tr>
<tr>
<td>50000</td>
<td>5</td>
<td>0.0005</td>
<td>0.0003</td>
</tr>
<tr>
<td>100000</td>
<td>10</td>
<td>0.0020</td>
<td>0.0022</td>
</tr>
</tbody>
</table>

**Table 7.2**: Values of \( T_{eff}/T \) for synthetic data examples that vary \( y \) and \( n \).

### 7.3.2 Empirical analysis of mixing times

In section 7.2, we provided bounds on the burn-in times for the Albert and Chib and Pólya-Gamma data augmentation Gibbs samplers that indicate these samplers have run times of at least \( \Omega(n^{1.5}) \), neglecting logarithmic factors. However, this is a lower bound and we do not assess theoretically whether the bound is tight. Here, we provide an empirical evaluation of the mixing times of these algorithms that suggests the reciprocal asymptotic effective sample size scales approximately as \( n^{0.85} \), confirming the rough calculation in Remark 7.2.1 is fairly accurate.

To estimate \( \sigma^2_f \), we use the relationship in 7.2, which, upon rearranging gives

\[
\frac{\sigma^2_f}{\text{Var}_II(\sigma)} = \eta_1 + 2 \sum_{t=2}^{\infty} \eta_t, \tag{7.14}
\]
where $\eta_t$ is the lag-$t$ autocorrelation of $f(\theta_k)$. We are interested in the rate at which this value grows with $n$. Let $\sigma_f^2(n)$ be the asymptotic variance when the sample size is $n$, and assume $\sigma_f^2(n) \approx Cn^k$ for large $n$, so that $\log(\sigma_f^2(n)) = \log(C) + k \log(n)$. This suggests an approach to estimating $k$ by estimating $\sigma_f^2(n)$ for different values of $n$, then estimating $k$ by regression of $\log(\sigma_f^2(n))$ on $\log(n)$.

Clearly, we can estimate $\sigma_f^2$ based on autocorrelations via (7.14). First, notice that using an estimate of $\rho_f = \frac{\sigma_f^2}{\text{var}(\sigma)}$ instead of an estimate of $\sigma_f^2$ will affect only the constant $C$ but not $k$, so it is enough to compute the quantity on the right in (7.14). A point estimate that can be computed for finite length sample paths is

$$\hat{\rho}_f = \hat{\eta}_1 + 2 \sum_{t=2}^{S} \hat{\eta}_t,$$

where $\hat{\eta}_t$ is a point estimate of $\eta_t$. The choice of $S$ is important. First, $S$ should be small enough relative to the length of the path $T$ that uncertainty in the point estimates $\hat{\eta}_t$ is small. Second, most of the contribution to the sum in (7.14) occurs by $t \approx \frac{C}{1-\lambda}$, where $C$ is a “large” constant and $1-\lambda$ is the spectral gap of the chain. Thus, we want $S \gg \frac{1}{1-\lambda}$. The lower bounds derived in Section 7.2 have $\frac{1}{1-\lambda} = \Omega n^{1/2}$ up to a log factor, so we use $S = n$ to compute the sum in (7.15).

Because these Markov chains are poorly mixing for larger values of $n$, estimating $\eta_t$ can be challenging. To obtain robust estimates of $\eta_t$, we obtain ten sample paths of length $T = 1.1 \times 10^6$. For each sample path, the maximum likelihood estimates (MLEs) of $\eta_t$ are computed, and the final point estimate $\hat{\eta}_t$ used in (7.15) is calculated by taking the median of the MLEs across sample paths. Figure 7.4 shows plots of $\log(n)$ versus $\log(\hat{\rho}_f)$ for values of $N$ between 10 and 10,000 for the Pólya-Gamma and Albert and Chib sampler. The relationships are apparently linear, and the least squares estimate of the slope is 0.86 for Pólya-Gamma and 0.84 for Albert and Chib, so the associated point estimate of asymptotic variance scales approximately as $n^{0.85}$. 
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7.3.3 Data augmentation algorithms for Multinomial likelihoods

Thus far we have considered specifically data augmentation algorithms for probit and logit links and binomial likelihoods. Similar algorithms exist for computation in Multinomial logit and probit models, the analogues of these links for multinomial likelihoods. Specifically, consider models of the form

\[ y \sim \text{Multinomial}(n, \pi), \quad \pi = g^{-1}(\theta), \]
\[ \theta_j \sim \text{Normal}(0, B_j), \]

where here \( y \) is a length \( d \) vector of nonnegative integers whose sum is \( n \), \( \pi \) resides on the boundary of the \( d \)-dimensional simplex \( S^d \), \( B_j > 0 \), and \( g^{-1}(\cdot) \) is a map \( \mathbb{R}^{d-1} \to S^d \). In general, one category is chosen as the “base,” without loss of generality, we assume this is the category labeled 1. Then the Multinomial probit model results by taking \( \theta^* = (0, \theta) \), and setting \( \pi_j = P[z_j = \max_{j'} z_{j'}] \) with \( z \sim N(\theta^*, I) \).

The multinomial logit results from putting \( g_j(\theta) = \frac{e^\theta_j}{1 + \sum_{j'} e^\theta_{j'}} \) for \( j > 1 \).

\[ ^2 \text{In economics, it is common to make the covariance a parameter to estimate; however, in this simple setting the covariance parameter is not identified} \]
In particular, Polson et al. (2013) describes a Pólya-Gamma data augmentation scheme for the multinomial logit as in (7.16) with update rule

\[ \theta_j \mid \Omega_j \sim \text{Normal} \left( m_j, V_j \right) \]
\[ \omega_j \mid \theta_j \sim \text{PG} \left( n, \eta_j \right), \]

where

\[ V_j^{-1} = (\omega_j + B_j^{-1})^{-1} \]
\[ m_j = V_j(y_j - \omega_j c_j), \]

and \( c_j = \log \sum_{k \neq j} e^{\theta_k} \). This algorithm is very similar to the data augmentation algorithm for binary logit. A data augmentation Gibbs sampler for the Multinomial probit is given in Imai and van Dyk (2005) and implemented in the R package \texttt{MNP}. The algorithm and priors are somewhat complicated due to restrictions necessary for identification, so we do not summarize it here. We utilize this package for computation.

We study a synthetic data example where \( y \) is a \( 4 \times 1 \) count vector with entries adding to \( n \). The first three entries of \( y \) are always 1, the final entry is \( n - 3 \), and a series of values of \( n \) between \( n = 10 \) and \( n = 10,000 \) are studied. Estimated values of \( T_{\text{eff}}/T \) for the three entries of \( \theta \) for both algorithms are shown in Table 7.3. The results are very similar to those for the binomial logit and probit, and are consistent across the different entries of \( \theta \). This example is of applied relevance. Although situations in which small numbers of successes are encountered with a large number of trials may be restricted to certain application areas, it is exceedingly common in modeling vectors of counts with large numbers of categories that many of the entries are small or zero. This suggests that data augmentation for inference with Multinomial likelihoods is of little use when the number of categories is moderate to large.
Table 7.3: Estimated values of $T_{eff}/T$ for the three entries of $\theta$ for multinomial logit and probit data augmentation for increasing values of $n$ with data $y = (1,1,1,n-3)$. Results are based on 5,000 samples gathered after discarding 5,000 samples as burn-in.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Multinomial Probit</th>
<th>Multinomial Logit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta_1$</td>
<td>$\theta_2$</td>
</tr>
<tr>
<td>10</td>
<td>0.1069</td>
<td>0.0926</td>
</tr>
<tr>
<td>50</td>
<td>0.0219</td>
<td>0.0269</td>
</tr>
<tr>
<td>100</td>
<td>0.0122</td>
<td>0.0154</td>
</tr>
<tr>
<td>500</td>
<td>0.0032</td>
<td>0.0046</td>
</tr>
<tr>
<td>1000</td>
<td>0.0024</td>
<td>0.0023</td>
</tr>
<tr>
<td>5000</td>
<td>0.0004</td>
<td>0.0006</td>
</tr>
<tr>
<td>10,000</td>
<td>0.0010</td>
<td>0.0009</td>
</tr>
</tbody>
</table>

7.4 Real data example: quantitative advertising

In quantitative advertising, it is important to accurately estimate the probability that users view two websites within a specified time window. In particular, advertisers are interested in the “organic” probability that a user views a client’s website during the same browsing session that the user also visits one of thousands of high traffic sites. Here, “organic” means the user views the client’s site without clicking on a link in an advertisement. Small differences in these organic transition probabilities often translate to commercially very significant differences in the effectiveness of ads. Ultimately, the goal is to develop a list of potential high-traffic sites to serve ads, ranked in order of the rate at which users organically view the client site.

These transitions are rare events, and in most cases it is necessary to obtain data on tens or hundreds of thousands of users to view even a single organic transition, so the data are noisy, with only a few transitions observed for most of the high traffic sites. Thus, it makes sense to borrow information across the different high-traffic sites to obtain lower risk point estimates of the transition probabilities. Moreover, estimates of uncertainty are useful, since a site with a relatively high transition probability that is estimated very precisely may be a better target than one that has an even higher estimated transition probability with relatively large confidence/credible
A simple approach is to borrowing information and inducing shrinkage is to take a Bayesian approach to inference and use a hierarchical prior structure. For example

\[ y_i \sim \text{Binomial}(n_i, p_i), \quad p_i = \frac{e^{\theta_i}}{1 + e^{\theta_i}}, \quad i = 1, \ldots, N \]  

(7.17)

\[ \theta_i \overset{iid}{\sim} N(\theta_0, \tau^2), \quad p(\tau^2, \theta_0) \sim f(\tau^2, \theta_0) \]  

(7.18)

Here, \( i \) indexes the high-traffic sites, and \( p_i \) is the probability of visiting the client site in the same browsing session. Ultimately, it might make sense to add more layers of hierarchy, perhaps grouping the high-traffic sites according to content or topic. However, our interest is in the mixing properties of alternative MCMC algorithms for computation in these models, and if the simple model above fails to mix well, more complex prior structures are unlikely to alleviate the problem.

We use data on transitions from 59,317 high traffic sites to a client site to do computation for the model in (7.17)-(7.18) by MCMC with Pólya-Gamma data augmentation. We use an improper uniform prior on \( \tau \) and a Normal \( (\theta_{00}, \tau^2_0) \) prior on \( \theta_0 \), with \( \theta_{00} = -12 \) and \( \tau^2_0 = 49 \). The prior on \( \theta_0 \) is weakly informative on the logit scale and consistent with information solicited from experts in quantitative advertising. As an alternative, we use the following Metropolis-within-Gibbs algorithm:

1. Compute the conditional mode of \( \hat{\theta}_i^t = \text{p}(\theta_i | \theta^t, y, n) \) for each \( i = 1, \ldots, N \) using Newton-Raphson. This consists of \( N \) independent univariate convex optimization problems for which both the first and second derivatives with respect to \( \theta_i \) are available. This step is thus quite fast.

2. Propose \( \theta_i^* \) from a \( t_5(\hat{\theta}_i^t, v) \), where \( t_\nu(m, v) \) is a \( t \) distribution with \( \nu \) degrees of freedom and scale \( v \) centered at \( m \). Tune \( v \) to give 30-40 percent acceptance rates.
3. Compute the acceptance probability

$$\log(q^*) = Y \log \left( \frac{p_i^*}{p_i} \right) + (N - Y) \log \left( \frac{1 - p_i^*}{1 - p_i} \right) - \frac{1}{2} \frac{(\theta_0 - \theta_i^*)^2}{\tau^2} + \frac{1}{2} \frac{(\theta_0 - \theta_i)^2}{\tau^2}$$

where $p_i = e^{\theta_i}/(1 + e^{\theta_i})$ and perform a Metropolis step. Note that the proposal did not depend on $\theta_i$ so this is not a Metropolis-Hastings step.

4. Sample $\theta_0$ and $\tau^2$ from

$$\theta_0 \mid \theta_i, \tau^2 \sim \text{Normal} \left( sm, s \right), \quad s = (N/\tau^2 + 1/\tau_0^2)^{-1}, \quad m = \left( \sum_i \theta_i/\tau^2 + \theta_{00}/\tau_0^2 \right)$$

$$\tau^{-2} \mid \theta_i \sim \text{Gamma} \left( \frac{N - 1}{2}, \frac{\sum_i (\theta_0 - \theta_i)^2}{2} \right).$$

We also performed computation on a subset of 593 of the sites using HMC implemented in the Stan language with the rstan package (HMC was prohibitively slow on the full data).

Figure 7.5 shows the autocorrelations and estimated values of $T_{\text{eff}}/T$ for the Pólya-Gamma data augmentation algorithm, HMC, and the MH algorithm described above. The lag-1 autocorrelation for the data augmentation Gibbs sampler is very near 1, and the autocorrelation function decays vary slowly. In contrast, the HMC algorithm has autocorrelations near zero by lag 5, while the MH algorithm has an autocorrelation function that decays to below 0.25 for the majority of the parameters by lag 20. The values of $T_{\text{eff}}/T$ are consistent with what is expected given the autocorrelation structure for each Markov chain. Ultimately, these results demonstrate a practical applied problem in which the data augmentation Gibbs sampler is not useful, while readily available alternatives provide excellent (in the case of HMC) and acceptable (in the case of MH) performance.
Figure 7.5: Autocorrelations (left column) and Effective sample sizes (right column) for Polya-Gamma (PG), Albert and Chib (AC), and Hamiltonian Monte Carlo (HMC). The PG and HMC examples use the logit link. The boxplot of autocorrelations shows variation in the autocorrelation function across the 59,317 $\theta_i$ parameters (593 in the case of HMC), whereas the histograms of effective sample sizes also depict variation across the site-specific parameters.

7.5 Discussion

Providing easy to implement and reliable algorithms for posterior computation in generalized linear models has been a major focus for decades. Data augmentation Gibbs sampling, particularly for logistic links, has received much of this attention. A series of clever data augmentation schemes, of which Polson et al. (2013) is the most recent, have steadily improved the accessibility of Gibbs sampling for this important class of generalized linear models. This is a specific case of the larger trend in
Bayesian computation over the past several decades of focusing attention on Gibbs samplers, both in algorithm development and theoretical analysis of existing algorithms. This focus reflects the general extensibility of Gibbs samplers, the minimal need for tuning, and the widespread familiarity with the algorithm among applied statisticians. These factors contribute to a short development time for modifications of existing Gibbs samplers to accommodate a wide variety of datasets and prior structures.

That data augmentation Gibbs samplers mix so poorly in the relatively simple cases analyzed here perhaps indicates a re-thinking of priorities in the development of algorithms for Bayesian computation may be in order. Although development time for more exotic algorithms may be considerable, in modern high-dimensional problems one can ill afford the computation time penalties associated with poor mixing in large samples. As we point out, any data augmentation Gibbs sampler in which the step sizes converge to zero faster than the posterior contracts around its mode will inevitably mix poorly in large samples. Therefore, problems such as those elucidated here are probably inevitable in MCMC algorithms that make local moves, unless great care is taken to keep the typical move sizes on the same scale as the width of the high-probability region of the posterior. This also points to the importance of analyzing jointly the properties of the posterior and the properties of MCMC algorithms for approximately sampling from it. Overall, it may be worthwhile to focus more on alternatives to Gibbs sampling, such as Hamiltonian Monte Carlo, if Bayesian computation based on Markov chains is to maintain its dominance in the era of Big Data.
Appendix A

Appendix to Chapter 2

A.1 Proofs and auxiliary results

A.1.1 Auxiliary results

We state and prove lemma A.1.1 which is used to prove Theorem 2.3.1.

Lemma A.1.1. Let $\pi$ and $\psi$ be two non-negative $d^p$ tensors. Then, $\text{rnk}_P^+(\pi \circ \psi) \leq \text{rnk}_P^+(\pi)\text{rnk}_P^+(\psi)$, where $\circ$ denotes a Hadamard product, and $\text{rnk}_P^+(\pi + \psi) \leq \text{rnk}_P^+(\pi) + \text{rnk}_P^+(\psi)$.

Proof. Let $\text{rnk}_P^+(\pi) = m$, $\text{rnk}_P^+(\psi) = k$ and $\phi = \pi \circ \psi$. For $1 \leq j \leq p$, there exist non-negative vectors $\lambda_h^{(j)} \in \mathbb{R}_+^d$, $h = 1, \ldots, m$ and $\zeta_l^{(j)} \in \mathbb{R}_+^d$, $l = 1, \ldots, k$, such that $\pi = \sum_{h=1}^{m} \lambda_h^{(1)} \otimes \cdots \otimes \lambda_h^{(p)}$ and $\psi = \sum_{l=1}^{k} \zeta_l^{(1)} \otimes \cdots \otimes \zeta_l^{(p)}$. Then, it is easy to see that

$$
\phi = \sum_{h=1}^{m} \sum_{l=1}^{k} \gamma_{hl}^{(1)} \otimes \cdots \otimes \gamma_{hl}^{(p)},
$$

where $\gamma_{hl}^{(j)} = \lambda_h^{(j)} \circ \zeta_l^{(j)}$ for $1 \leq j \leq p$. Clearly, for any $j$, $\gamma_{hl}^{(j)} \in \mathbb{R}_+^d$ for $h = 1, \ldots, m; l = 1, \ldots, k$. Thus, $\text{rnk}_P^+(\phi) \leq mk$. 
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In particular, if \( \text{rnk}^+_P(\psi) = 1 \), we have \( \text{rnk}^+_P(\phi) \leq m \). This bound cannot be globally improved, or in other words, the upper bound can be achieved. Take for example, \( \psi = \zeta^{(1)} \otimes \ldots \otimes \zeta^{(p)} \), with \( \zeta^{(j)} = (1, \ldots, 1)^T \) for all \( j \).

Finally, we note that if

\[
\pi = \sum_{h=1}^{m_1} \prod_{j=1}^{p} \tilde{\lambda}_h^{(j)} \quad \text{and} \quad \psi = \sum_{h=1}^{m_2} \prod_{j=1}^{p} \tilde{\zeta}_h^{(j)}
\]

then

\[
\pi + \psi = \sum_{h=1}^{m_1} \prod_{j=1}^{p} \tilde{\lambda}_h^{(j)} + \sum_{h=1}^{m_2} \prod_{j=1}^{p} \tilde{\zeta}_h^{(j)}
\]

so \( \text{rnk}^+_P(\pi + \psi) = m_1 + m_2 = \text{rnk}^+_P(\pi) + \text{rnk}^+_P(\psi) \).

Proof of Theorem 2.3.1

Without loss of generality, we assume \( \sigma \) is the identity permutation and drop the corresponding subscripts. Let \( \mathcal{P}^{(1)} \) be the partition of \( \mathcal{I}_1 \) consisting of the singleton sets \( \{c\} \) for \( c \in B_1 \) and the set \((B_1)^c\). Weak hierachicality ensures that \( y_1 \mathbb{1}_{(y_1 \in A)} \perp \perp y_{[1]} \) for any \( A \in \mathcal{P}^{(1)} \). Using the fact that for any two random variables \( Z_1, Z_2 \) and any measurable set \( A, Z_1 \mathbb{1}_{(Z_1 \in A)} \perp \perp Z_2 \iff Z_1 \perp \perp Z_2 | A \), we have \( y_1 \perp \perp y_{[1]} | A \) for any \( A \in \mathcal{P}^{(1)} \). Enumerating the sets in \( \mathcal{P}^{(1)} \) as \( A_1, \ldots, A_{m_1} \), with \( m_1 = |\mathcal{P}^{(1)}| = |\mathcal{B}_1| + 1 \), we can write \( \pi \) as

\[
\pi_{c_1 \ldots c_p} = \sum_{h=1}^{m_1} \nu_h \lambda_{hc_1} \psi_{hc_2 \ldots c_p}, \tag{A.1}
\]

where for each \( 1 \leq h \leq m_1 \), \( \nu_h = Pr(A_h) \), \( \lambda_h \in \Delta^{(d-1)} \) with \( \lambda_{hc} = Pr(y_1 = c | A_h) \) and \( \psi_h \) is a \( d^{p-1} \) non-negative tensor representing the joint probability of \( y_{[1]} | A_h \), i.e.,

\[
\psi_{hc_2 \ldots c_p} = Pr(y_2 = c_2, \ldots, y_p = c_p | A_h).
\]
Define $d^p$ tensors $\{\pi_h^{(1)}\}$ and $\{\pi_h^{(2)}\}$ by

$$\pi_h^{(1)} = \lambda_h \otimes 1 \ldots \otimes 1$$

$$(\pi_h^{(2)})_{c_1 \ldots c_p} = \nu_h \psi^{(c_1 \ldots c_p)}.$$

The expansion of $\pi$ in (A.1) can now be written in tensor notation as $\pi = \sum_{h=1}^{m_1} \pi_h^{(1)}$ $\circ$ $\pi_h^{(2)}$. Clearly $\text{rnk}_{P}^+(\pi_h^{(1)}) = 1$ and it is easily verified that $\text{rnk}_{P}^+(\pi_h^{(2)}) \leq \text{rnk}_{P}^+(\psi_h)$ for all $h$. Therefore, using Lemma A.1.1 we have that $\text{rnk}_{P}^+(\pi) \leq m_1 r$, where $r = \text{rnk}_{P}^+(\psi_h)$.

Recursively applying this process for the variables $y_2, \ldots, y_p$, we can show that

$$r \leq \prod_{j=2}^{p} m_j = \prod_{j=2}^{p} (|B_j| + 1),$$

so that

$$\text{rnk}_{P}^+(\pi) \leq \prod_{j=1}^{p} (|B_j| + 1).$$

For any permutation $\sigma$, we can obtain a result as in the above display by scanning through the variables in the sequence $\sigma(1), \ldots, \sigma(p)$. Taking the minimum over all permutations $\sigma$, we obtain the desired result.

**Proof of (2.14) in Theorem 2.3.2**

Fix $H \in \mathcal{X}$. Let $\bar{H}_j = \mathcal{I}_j \backslash H_j$ and let $\mathcal{P}_{H,j}$ denote the partition of $\mathcal{I}_j$ consisting of the singleton sets $\{i_j\}$ for $i_j \in H_j$ and the set $\bar{H}_j$. Define a partition $\mathcal{P}_{H}^0$ of $\mathcal{I}_V$ as the Cartesian product of the partitions $\mathcal{P}_{H,j}$ as in (2.11). We show that for any set $A \in \mathcal{P}^0_H$, (2.12) is satisfied, i.e.,

$$\Pr(y_1 = i_1, \ldots, y_p = i_p \mid A) = \prod_{j=1}^{p} \Pr(y_j = i_j \mid A), \quad (A.2)$$

for any $i \in \mathcal{I}_V$. Based on the discussion in Section 3.1, the random variable $z = z_H^0$ corresponding to the partition $\mathcal{P}_{H}^0$ defined via (2.10) will then satisfy (2.9), implying

$$\text{rnk}_{P}^+(\pi) \leq |\mathcal{P}^0_H| = \prod_{j=1}^{p} |\mathcal{P}_{H,j}| = \prod_{j=1}^{p} (|H_j| + 1).$$
We now proceed to establish (A.2). Fix \( A \in \mathcal{P}_H^0 \). By construction,
\[
A = \prod_{k \in \bar{J}} \{ c_k \} \times \prod_{j \in J} \bar{H}_j
\]  
(A.3)

for some \( J \subset V \), \( \bar{J} = V \setminus J \) and \( c_k \in H_k \) for all \( k \in J \). Without loss of generality, we assume \( J = \{ q, \ldots, p \} \) for some integer \( q \geq 1 \).

Let \( \tilde{\mathcal{I}}_V \) denote the subset of \( \mathcal{I}_V \) consisting of cells \( i \) such that \( i_k = c_k \) for all \( k \in \bar{J} \) and \( i_j \in \bar{H}_j \) for all \( j \in J \). It is easy to see that for any \( i \notin \tilde{\mathcal{I}}_V \), (A.2) is satisfied trivially since both sides are reduced to zero or one simultaneously. Hence, it suffices to show that (A.2) holds for any \( i \in \tilde{\mathcal{I}}_V \).

Fix \( i \in \tilde{\mathcal{I}}_V \). Let \( A_i \) denote the subset of \( \mathcal{I}_V \) corresponding to the event \( \{ y_j = i_j, j \in V \} \) in \( \mathcal{Y} \), so that
\[
A_i = \prod_{j \in V} \{ i_j \}, \quad \Pr(A_i) = \pi_i.
\]
Clearly, \( A_i \subset A \), which implies \( \Pr(A_i \mid A) = \pi_i / \Pr(A) \). Further, \( \Pr(y_k = i_k \mid A) = 1 \) for any \( k \in \bar{J} \), since \( i_k = c_k \) for \( k \in \bar{J} \). Therefore, (A.2) reduces to showing
\[
\frac{\pi_i}{\Pr(A)} = \prod_{l \in J} \Pr(y_l = i_l \mid A).
\]  
(A.4)

For \( E \subset V \), we introduce the notation
\[
\bar{H}_E = \prod_{j \in E} \bar{H}_j.
\]

We shall use \( \alpha \) to generically denote an element of \( \bar{H}_J \), i.e., \( \alpha \) is a \(|J|\)-vector of indices with \( \alpha_j \) the entry in \( \alpha \) corresponding to variable \( j \in J \). For \( l \in J \), \( J^{(-l)} \) shall denote the set \( J \setminus \{ l \} \). We use \( \alpha^{(l)} \) to generically denote an element of \( \bar{H}_{J^{(-l)}} \), with \( \alpha_j^{(l)} \) the entry in \( \alpha^{(l)} \) corresponding to variable \( j \in J^{(-l)} \).
Finally, for a partition of $V$ into $J_1, J_2, J_3$, denote $^\pi_{J_1,J_2,J_3} \left( J_1 \times J_2 \times J_3 \right)$.

For any $l \in J$,

$$Pr(y_l = i_l \mid A) = \frac{Pr \left( \prod_{k \in \bar{J}} \{c_k\} \times \{i_l\} \times \prod_{j \in J(-l)} H_j \right)}{Pr(A)} = \frac{\pi_i}{Pr(A)} \sum_{\alpha^{(l)} \in H_{J(-l)}} \frac{\pi^{(\bar{J}, \{l\}, J(-l))}}{\pi_i} \pi_k \alpha^{(l)}_j.$$

In the above display, we adopt the notation in (A.5), with $V$ partitioned into $(\bar{J}, \{l\}, J(-l))$ and

$$\pi^{(\bar{J}, \{l\}, J(-l))} = Pr \left( \prod_{k \in \bar{J}} \{c_k\} \times \{i_l\} \times \prod_{j \in J(-l)} \alpha^{(l)}_j \right).$$

From (A.6), we have

$$\prod_{l \in J} Pr(y_l = i_l \mid A) = \left[ \frac{\pi_i}{Pr(A)} \right]^{\mid J \mid} \sum_{\alpha^{(q)} \in H_{J(-q)}} \cdots \sum_{\alpha^{(p)} \in H_{J(-p)}} \prod_{l \in J} \pi^{(\bar{J}, \{l\}, J(-l))}_{\alpha_i}.$$

Substituting this in (A.4), we have (A.4) is equivalent to showing

$$\left[ \frac{Pr(A)}{\pi_i} \right]^{\mid J \mid - 1} = \sum_{\alpha^{(q)} \in H_{J(-q)}} \cdots \sum_{\alpha^{(p)} \in H_{J(-p)}} \prod_{l \in J} \pi^{(\bar{J}, \{l\}, J(-l))}_{\alpha_i} \pi_{\alpha_i}.$$

Recalling the set $A$ from (A.3), we have

$$\frac{Pr(A)}{\pi_i} = \sum_{\alpha \in H_J} \frac{\pi^{(\bar{J}, J)}_{\alpha_i}}{\pi_i}.$$
implying
\[
\left[ \frac{Pr(A)}{\pi_i} \right]^{|J|-1} = \sum_{\alpha_j \in \mathcal{H}_j} \cdots \sum_{\alpha_{p-1} \in \mathcal{H}_{J(-p)}} \prod_{l \in J(-p)} \frac{\pi_{c_k \alpha_{lj}}^{(J,J)}}{\pi_i}, \tag{A.8}
\]

where \(\alpha_q, \ldots, \alpha_{p-1}\) denote \(|J|-1\) independent copies of the running index \(\alpha\), and \(\alpha_{lj}\) is the entry in \(\alpha_l\) corresponding to variable \(j\).

It now amounts to show that the expressions in the right hand side of (A.7) and (A.8) are the same. We first argue that both expressions contain the same number of terms. To see this, let \(|\mathcal{H}_j| = m_j\). The expression of \(Pr(y_l = i_l \mid A)\) in (A.6) is a sum over \(\prod_{j \neq l} m_j\) terms, and so \(\prod_{l \in J} Pr(y_l = i_l \mid A)\) has \(\prod_{l \in J} \prod_{j \neq l} m_j = \prod_{l \in J} m^{(|J|-1)}_l\) terms. Accordingly, the right hand side in (A.7) has \(\prod_{l \in J} m^{(|J|-1)}_l\) many terms. On the other hand, \(Pr(A)/\pi_i\) is a sum over \(\prod_{j \in J} m_j\) terms, and hence \(\{Pr(A)/\pi_i\}^{(|J|-1)}\) in (A.8) also has \(\prod_{j \in J} m^{(|J|-1)}_j\) terms.

Therefore, it now amounts to show that each term inside the summation in the right hand side of (A.7) has a one-to-one correspondence with a term in the right hand side of (A.8). We establish this by showing
\[
\prod_{l \in J} \frac{\pi_{c_k i_l}^{(J,J)}(\alpha^{(l)})}{\pi_i} = \prod_{l \in J(-p)} \frac{\pi_{c_k \alpha_{lj}}^{(J,J)}}{\pi_i}, \tag{A.9}
\]

when for each \(l\), \(\alpha^{(l)}_j = \alpha_{lj}\) for all \(j \neq l\). Introducing additional notation, let \(\mathcal{E} = \{E = E_1 \cup \{j\} : E_1 \subset \bar{J}, j \in J_2\}, \mathcal{E}^{(-l)} = \{E = E_1 \cup \{j\} : E_1 \subset \bar{J}, j \in J^{(-l)}\}\) and \(\mathcal{E}^{(l)} = \{E = E_1 \cup \{l\} : E_1 \subset \bar{J}\}\). For any \(l\), clearly \(\mathcal{E}\) is a disjoint union of \(\mathcal{E}^{(-l)}\) and \(\mathcal{E}^{(l)}\). Let \(i^{(l)}\) denote the cell such that \(i^{(l)}_k = c_k\) for \(k \in \bar{J}\) and \(i^{(l)}_j = \alpha_{lj}\) for \(j \in J\).

First, consider the expression in the right hand side of (A.9). We have
\[
\frac{\pi_{c_k \alpha_{lj}}^{(J,J)}}{\pi_i} = \exp \left[ \sum_{E \in \mathcal{V}} \left\{ \theta_E(i^{(l)}_E) - \theta_E(i_E) \right\} \right] = \exp \left[ \sum_{E \in \mathcal{E}} \left\{ \theta_E(i^{(l)}_E) - \theta_E(i_E) \right\} \right]
\]
Therefore, since $E \subset \bar{V}$ with $|E \cap J| \geq 2$, $\theta_E(i_E^*) = \theta_E(i_E) = 0$, given weak hierarchical and the condition $C_\theta = T_{C_\theta,H}$. To see this, suppose that there exists $E \subset V$ with $|E \cap J| \geq 2$ such that $\theta_E(i_E) \neq 0$ for some $i \in A$. By weak hierarchicity, there must be $j, j^* \in J$ such that $\theta_{\{j,j^*\}}(\alpha_j, \alpha_{j^*}) \neq 0$ for some $(\alpha_j, \alpha_{j^*}) \in \bar{H}_j \times \bar{H}_{j^*}$. Then $\theta_{\{j,j^*\}}(\alpha_j, \alpha_{j^*}) \notin T_{C_\theta,H}$, contradicting $C_\theta = T_{C_\theta,H}$.

Using the same argument and additionally the fact that $\alpha_j^*(l) = \alpha_{lj}$ for all $j \neq l$, we can simplify the expression in left hand side of (A.9) as

$$\frac{\pi_{\{j,l\}}^{(j,l),J^{(-l)}}}{\pi_i^*} = \exp \left[ \sum_{E \subseteq \mathcal{E}^{(-l)}} \left\{ \theta_E(i_E^*) - \theta_E(i_E) \right\} \right].$$  \hspace{1cm} (A.11)

Therefore,

$$\prod_{l \in J \cup \mathcal{E}^{(-p)}} \frac{\pi_{\{j,l\}}^{(j,l),J^{(-l)}}}{\pi_i^*}$$

$$= \prod_{l \in J \cup \mathcal{E}^{(-p)}} \exp \left[ \sum_{E \subseteq \mathcal{E}^{(-l)}} \left\{ \theta_E(i_E^*) - \theta_E(i_E) \right\} \right] \prod_{l \in J \cup \mathcal{E}^{(-p)}} \exp \left[ \sum_{E \subseteq \mathcal{E}^{(l)}} \left\{ \theta_E(i_E^*) - \theta_E(i_E) \right\} \right]$$

$$= \prod_{l \in J \cup \mathcal{E}^{(-l)}} \exp \left[ \sum_{E \subseteq \mathcal{E}^{(-l)}} \left\{ \theta_E(i_E^*) - \theta_E(i_E) \right\} \right] = \prod_{l \in J \cup \mathcal{E}^{(-l)}} \frac{\pi_{\{j,l\}}^{(j,l),J^{(-l)}}}{\pi_i^*},$$

establishing (A.9). The second inequality in the above display used

$$\prod_{l \in J \cup \mathcal{E}^{(-p)}} \exp \left[ \sum_{E \subseteq \mathcal{E}^{(l)}} \left\{ \theta_E(i_E^*) - \theta_E(i_E) \right\} \right] = \exp \left[ \sum_{E \subseteq \mathcal{E}^{(-p)}} \left\{ \theta_E(i_E^*) - \theta_E(i_E) \right\} \right],$$

since $\mathcal{E}^{(-p)} = \bigcup_{l \neq p} \mathcal{E}^{(l)}$ is a disjoint union.
Proof of (2.15) in Theorem 2.3.2

The main idea in this part of the proof is that we can merge certain sets in $\mathcal{P}^0_H$ to create a coarser partition without sacrificing the conditional independence.

For a set $A = \bigtimes_{j \in V} A_j$ in $\mathcal{P}^0_H$ and $J \subset V$, let $\Pi_J(A)$ denote

$$\Pi_J(A) = \prod_{j \in J} A_j.$$ 

With a slight abuse of notation, we shall use $\Pi_l(A)$ to denote the $l$th coordinate projection, i.e., $\Pi_l(A) = A_l$.

Fix $l \in V$ and let $V^{(-l)} = V \setminus \{l\}$. In this proof, we shall use $\alpha$ to denote a $V^{(-l)}$-cell suppressing the dependence on $l$. Given $\alpha$, let

$$\mathcal{P}^\alpha_{H,l} = \{A \in \mathcal{P}^0_H : \Pi_{V^{(-l)}}(A) = \bigtimes_{j \neq l} \{\alpha_j\}\}.$$  

Let $A$ denote the collection of all $V^{(-l)}$-cells $\alpha$ such that $\mathcal{P}^\alpha_{H,l}$ is non-empty. For $\alpha \in A$, let

$$B^\alpha = \bigcup_{A \in \mathcal{P}^\alpha_{H,l}} A.$$  

Note that for any $\alpha \in A$, $|\mathcal{P}^\alpha_{H,l}| = |H_l| + 1$, since $\Pi_l(A)$ ranges over the elements of $\mathcal{P}_{H,l}$, i.e., $\{i_l\}$ for $i_l \in H_l$ and $\bar{H}_l$. It is also evident that $B^\alpha = \bigtimes_{j \neq l} \{\alpha_j\} \times \mathcal{I}_l$.

We now create a coarser partition $\mathcal{P}^{(l)}_H$ out of $\mathcal{P}^0_H$ by replacing the collection of sets $\mathcal{P}^\alpha_{H,l}$ by the single set $B^\alpha$ for every $\alpha \in A$, so that

$$\mathcal{P}^{(l)}_H = \bigcup_{\alpha \in A} \left[ (\mathcal{P}^0_H \setminus \mathcal{P}^\alpha_{H,l}) \cup \{B^\alpha\} \right].$$  

The main idea is that if $(|V|-1)$ coordinate projections $\Pi_j(A)$ are singletons $\{\alpha_j\}$, we can simply set the $l$th coordinate projection of $A$ to be $\mathcal{I}_l$ and achieve conditional independence (A.2). This follows immediately from the expression in the display.
after (2.11). However, our construction of $P_0^H$ clearly contains sets of the form \($\times_{j \neq l}\{\alpha_j\} \times \{i_l\}$ for $i_l \in H_l$ and $\times_{j \neq l}\{\alpha_j\} \times \bar{H}_l$ which are redundant. To avoid this redundancy, we merge these sets in $P_{H,l}^{\alpha}$ to form $B^{\alpha} = \times_{j \neq l}\{\alpha_j\} \times \mathcal{I}_l$ for every $\alpha \in \mathcal{A}$.

It only remains to calculate the cardinality of $P_{H,l}$ now. As pointed out in the previous paragraph, $|P_{H,l}^{\alpha}| = |H_l|+1$ for all $\alpha \in \mathcal{A}$, and hence the net reduction in the number of elements from $P_0^H$ to $P_{H,l}$ is

$$P_0^H - P_{H,l} = |\mathcal{A}| |H_l|.$$ 

It thus remains to calculate $|\mathcal{A}|$. We need to count the number of distinct $\alpha$ such that (A.12) is satisfied. Recall that for any $A \in P_0^H$ and any $j \in V$, $\Pi_j(A)$ ranges over the elements of the partition $P_{H,j}$. The number of singleton sets in $P_{H,j}$ is $|H_j|$ as long as $|H_j| < (d - 1)$ (the sets $\{i_j\}$ for $i_j \in H_j$). However, when $|H_j| = (d - 1)$, $\bar{H}_j$ is also a singleton set and hence the number of singleton sets in $P_{H,j}$ in that case becomes $|H_j|+1$. Therefore, we conclude,

$$\mathcal{A} = \left[ \prod_{j \neq l:|H_j|=d-1} (|H_j| + 1) \right] \left[ \prod_{j \neq l:|H_j|<d-1} |H_j| \right].$$

The proof is completed by noting $|\mathcal{A}| |H_l| = \prod_{j \in W_l} (|H_j|+1) \prod_{j \in \bar{W}_l} |H_j|$ and taking minimum over $l \in V$ and $H \in \mathcal{H}$.

Proof of Theorem 2.4.2

The condition that $\sqrt{\bigvee_{F \in \mathcal{F}} |F|} = o(\log_2(p))$ gives that for each clique $F$ the number of terms in the PARAFAC expansion corresponding to that clique is linear in $p$. This follows because the maximum PARAFAC rank corresponding to the joint distribution of the variables in each clique is bounded by $2^{[\log_2(p)-1]} = o(p)$. So the joint distribution can be represented by the Hadamard product of $k$ probability tensors $\pi^{(1)}, \ldots, \pi^{(k)}$. 
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with \( \text{rnk}_{p}^{+}(\pi^{(l)}) = \sigma(p) \) for every \( l = 1, \ldots, k \). Thus, \( \sum_{s=1}^{k} \text{rnk}_{p}^{+}(\pi^{(s)}) = \sigma(kp) \). Note that in the special case where \( \log_{2}(p) \) is an integer and all cliques have identical size, this will give \( \sum_{s=1}^{k} \text{rnk}_{p}^{+}(\pi^{(s)}) = p^{2}/\log_{2}(p) \).

*Dependence graphs associated with PARAFAC and c-Tucker*

**PARAFAC**

**c-Tucker**

**Tucker**

*Figure A.1: Graphical representations of hierarchical models inducing PARAFAC, c-Tucker, and Tucker decompositions of \( \pi \). Dashed edges indicate that there may or may not be an edge between nodes.*

A.2 Supplemental Results

A.2.1 Proof of Remark 3.4

Let

\[ \mathcal{H}_{g} = \{ H \in \mathcal{H} : \text{there exists no } H^{*} \in \mathcal{H} \text{ for which } H^{*}_{j} \subset H_{j} \text{ for every } j \in U \}. \]
We claim that if \( H \in \mathcal{H}_g \), the only partitions satisfying conditional independence with fewer elements than \( \mathcal{P}_H^0 \) are those in which events in one or more collections \( \mathcal{P}_{H,l}^\alpha \) are replaced with sets \( B^\alpha \) as in the proof of (14). We demonstrate that replacement of any other collections of events by their union gives an event conditional upon which \( y_{[1:p]} \) are not independent.

Choose \( H \in \mathcal{H}_g \). Let \( B_1, B_2 \in \mathcal{P}_H^0 \) for which there exists no \( l \in V, \alpha \in A \) such that \( B_1 \) and \( B_2 \) belong to the same collection \( \mathcal{P}_{H,l}^\alpha \). Set \( A = B_1 \cup B_2 \), \( J_1 = \{ j : H_j \cap A = A \}, J_2 = \{ j : C_j \cap A = A, |C_j| > 1, C_j \neq H_j \}, J = J_1 \cup J_2, J^{(-l)} = J \setminus \{ l \}, \) and \( J = V \setminus J \). Then by construction

\[
A = \bigtimes_{k \in J} \{ c_k \} \times \bigtimes_{j \in J_1} \bar{H}_j \times \bigtimes_{j \in J_2} C_j.
\]

The conditions imply that \( J_2 \) must be nonempty. Otherwise, there would exist \( c_l \in H_l \) for some \( l \in V \) such that if we set \( H_l = H_l \setminus \{ c_l \} \) and \( H^* = \{ \{ H_j : j \neq l \}, H_l \} \quad T_{H^*} = C_0 \) and \( \sum_j |H_j^*| < \sum_j |H_j| \), contradicting \( H \in \mathcal{H}_g \). Without loss of generality, we suppose \( \max_j \{ j \in J \} < \min_j \{ j \in J_1 \} = q \) and \( \max_j \{ j \in J_1 \} < \min_j \{ j \in J_2 \} = r \). Define

\[
\bar{C}_E = \bigtimes_{j \in (E \cap J_1)} H_j^{\bar{c}} \times \bigtimes_{j \in (E \cap J_2)} C_j.
\]

From the proof of (13) in Theorem 3.2, we need to show that with this choice of \( A \), there exists a \( i \in \bar{I}_V \) such that

\[
\sum_{\alpha^{(q)} \in \bar{C}_{J^{(-q)}}} \cdots \sum_{\alpha^{(p)} \in \bar{C}_{J^{(-p)}}} \prod_{l \in J} \frac{\pi^{(J,\{l\},J^{(-l)})}_{c_k \alpha_{j,l}^{(l)}}}{\pi_i} \neq \sum_{\alpha_q \in \bar{C}_J} \cdots \sum_{\alpha_{p-1} \in \bar{C}_J} \prod_{l \in J^{(-p)}} \frac{\pi^{(J)}_{c_k \alpha_{j,l}}}{\pi_i}.
\]

Introducing additional notation, let

\[
\mathcal{E}_1 = \{ E : E \subset (\bar{J} \cup \{ j \}), j \in J, E \cap J \neq \emptyset \},
\]

\[
\mathcal{E}_2 = \{ E : E \cap J_2 \neq \emptyset, |E \cap J| \geq 2 \}.
\]
\[ \mathcal{E}_1^{(-l)} = \left\{ E : E \subset (\bar{J} \cup \{j\}), j \in J^{(-l)}, E \cap J \neq \emptyset \right\}, \text{ and} \]
\[ \mathcal{E}_2^{(-l)} = \left\{ E : l \notin E, E \cap J_2 \neq \emptyset, |E \cap J| \geq 2 \right\}. \]

Let \( \tilde{i}^{(l)} \) be defined as in the proof of (13), and make the additional definition that \( \tilde{i}^{(l)} \) is the cell such that \( \tilde{i}^{(l)}_k = i^{(l)}_k \) if \( k \neq l \) and \( \tilde{i}^{(l)}_k = c_k \) if \( k = l \). Clearly

\[
\frac{\pi_{c_ki^{(l)}_j}}{\pi_i} = \exp \left[ \sum_{E \in (\mathcal{E}_1^{(-l)} \cup \mathcal{E}_2^{(-l)})} \left\{ \theta_E(\tilde{i}^{(l)}_E) - \theta_E(i_E) \right\} \right]
\]
\[
= \exp \left[ \sum_{E \in \mathcal{E}_1^{(-l)}} \left\{ \theta_E(i^{(l)}_E) - \theta_E(i_E) \right\} \right] \exp \left[ \sum_{E \in \mathcal{E}_2^{(-l)}} \left\{ \theta_E(i^{(l)}_E) - \theta_E(i_E) \right\} \right], \tag{A.15}
\]

since the \( l \) coordinate of the cell \( \tilde{i}^{(l)} \) is irrelevant when summing over \( E \in \mathcal{E}^{(-l)} \), and

\[
\frac{\pi^{(l)}_{c_ki^{(l)}_j}}{\pi_i} = \exp \left[ \sum_{E \in (\mathcal{E}_1^{(-l)} \cup \mathcal{E}_2^{(-l)})} \left\{ \theta_E(i^{(l)}_E) - \theta_E(i_E) \right\} \right]
\]
\[
= \exp \left[ \sum_{E \in \mathcal{E}_1^{(-l)}} \left\{ \theta_E(i^{(l)}_E) - \theta_E(i_E) \right\} \right] \exp \left[ \sum_{E \in \mathcal{E}_2^{(-l)}} \left\{ \theta_E(i^{(l)}_E) - \theta_E(i_E) \right\} \right]. \tag{A.16}
\]

For any \( E \in \mathcal{E}_1 \), we can proceed exactly as in the proof of (13), and therefore we consider the second terms in (A.15) and (A.16). Since \( p \in J_2 \), there must exist \( E^* \subset J \) with \( p \in E^* \) such that for some \( i^* \in \tilde{I}_V, \theta_E(i^*_E) \neq 0 \). Without loss of generality, suppose \( E^* = \{p,q\} \) where as above \( q = p - |J| \). Let \( \tilde{I}_V^{(1)} \) be the set of cells corresponding to the event \( B_1 \) and \( \tilde{I}_V^{(2)} \) those corresponding to \( B_2 \). One of these sets must have \( i_q = i^*_q \) and \( i_p = i^*_p \) for every element, since \( \theta_E(i^*_E) \neq 0 \). Take this to be \( \tilde{I}_V^{(1)} \), in which case no \( i \in \tilde{I}_V^{(2)} \) has both \( i_q = i^*_q \) and \( i_p = i^*_p \). Otherwise, there exists \( l \in V \) such that \( B_1 \) and \( B_2 \) belong to the same collection \( \mathcal{P}^{\alpha}_{H,l} \), which is false by choice of \( B_1 \) and \( B_2 \).
Without loss of generality, suppose that $i \in \tilde{I}_V^{(2)}$ implies $i_q \neq i^*_q$ and take $c_q \neq i^*_q$.

Then $\theta_{E^*}(i_{E^*}) \neq \theta_{E^*}(i_{E^*})$ whenever $\alpha_{l_q} = i^*_q$, in which case we have

$$\prod_{i \in J} \exp \left[ \sum_{E \in \mathcal{E}_2} \left\{ \theta_{E^*}(i_{E^*}) - \theta_{E}(i_{E}) \right\} \right] \neq \prod_{i \in J^{(-p)}} \exp \left[ \sum_{E \in \mathcal{E}_2} \left\{ \theta_{E^*}(i_{E^*}) - \theta_{E}(i_{E}) \right\} \right].$$

Therefore

$$\sum_{\alpha^{(q)} \in \mathcal{C}_{J^{(-q)}}} \cdots \sum_{\alpha^{(p)} \in \mathcal{C}_{J^{(-p)}}} \prod_{l \in J} \frac{\pi^{(J,l)}}{\pi_i}$$

never has $\exp(\theta_{E^*}(i_{E^*}))$ as a factor of any terms of the summand, instead replacing these with $\exp(\theta_{E^*}(i_{E^*}))$ (which may be one), whereas

$$\sum_{\alpha_q \in \mathcal{C}_J} \cdots \sum_{\alpha_{p-1} \in \mathcal{C}_J} \prod_{l \in J^{(-p)}} \frac{\pi^{(J,l)}}{\pi_i}$$

includes $\exp(m(\alpha^{(q)}, \ldots, \alpha^{(p)}, i_{E^*}))$ as a factor of every summand, with $m(\alpha^{(q)}, \ldots, \alpha^{(p)}) = |\{l : \alpha_{l_q} = i^*_q\}|$. Therefore there exists $i \in \tilde{I}_V$ for which $Pr(y = i|A) \neq \prod_j Pr(y_j = i_j|A)$, completing the proof.

It follows that for any $H \in \mathcal{H}$ meeting the conditions of Remark 3.4, the only smaller partitions satisfying conditional independence that can be formed from elements of $\mathcal{P}_H^0$ are obtained by replacing events in the collections $\mathcal{P}_{H,A}^\alpha$ with events $\mathcal{B}^\alpha$. Therefore, noting that every partition of the sample space can be formed from unions of events in the partition consisting solely of Cartesian products of singletons, it follows that every partition satisfying conditional independence has at least the number of events given in (14), so long as the conditions of Remark 3.4 are satisfied.

A.2.2 Constructive nonnegative matrix rank result

The following proposition shows that in the two-dimensional case, the nonnegative rank can be bounded by one plus the minimum number of rows and columns that
contain all of the cells that differ from a rank one nonnegative matrix. Figure A.2 shows several examples of the essential principle the proof, which is constructive. Although in the case of probability tensors corresponding to log-linear models, this result is a corollary of Theorem 3.2, the constructive approach is very instructive and provided intuition for the general result.

**Proposition A.2.1.** Suppose $M$ is a $d \times d$ nonnegative matrix. Let $\lambda^{(1)}, \lambda^{(2)}$ be nonnegative vectors and set $\bar{M} = \lambda^{(1)} \otimes \lambda^{(2)}$ with

$$C_M = \{(c_1, c_2) : M_{c_1c_2} - \bar{M}_{c_1c_2} \neq 0\}, \quad C_M^{(1)} = \{c_1 : (c_1, c_2) \in C_M\}$$

$$C_M^{(2)} = \{c_2 : (c_1, c_2) \in C_M\},$$

and $\mathcal{H} = \{H : T_{(C_M,H)} = C_M\}$. Define $|H| = |H_1| + |H_2|$. Then $\text{rank}_P(M) \leq 1 + \bigwedge_{H \in \mathcal{H}} |H|$.

**Proof.** Let $H = (H_1, H_2)$ be any element of $\mathcal{H}$. Set

$$\lambda^{(1)}_{0c_1} = \lambda^{(1)} \mathbb{1}(c_1 \notin H_1),$$

$$\lambda^{(2)}_{0c_2} = \lambda^{(2)} \mathbb{1}(c_2 \notin H_2),$$

and put $M^{(0)} = \lambda^{(1)}_{0c_1} \otimes \lambda^{(2)}_{0c_2}$. Then for $1 \leq h \leq |H_1|$ set

$$\lambda^{(1)}_{hc_1} = \mathbb{1}(c_1 = H_{1h}),$$

$$\lambda^{(2)}_{hc_2} = M_{H_{1h}c_2},$$

where $H_{1h}$ is the $h$th element of (any ordering of) $H_1$. Then set $M^{(1)} = \sum_{h=1}^{|H_1|} \lambda^{(1)}_h \otimes \lambda^{(2)}_h$. Finally for $1 \leq h \leq |H_2|$ set

$$\lambda^{(1)}_{hc_1} = M_{c_1H_{2h}} \mathbb{1}(c_1 \notin H_1)$$

and

$$\lambda^{(2)}_{hc_2} = \mathbb{1}(c_2 = H_{2h}),$$

and put $M^{(2)} = \sum_{h=1}^{|H_1|} \lambda^{(1)}_h \otimes \lambda^{(2)}_h$. Then $M^{(0)} + M^{(1)} + M^{(2)} = M$ and therefore $M$ has a $1 + |H| = 1 + \bigwedge_{H' \in \mathcal{H}}(|H'|)$-term nonnegative PARAFAC expansion.  
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A.3 Posterior computation for c-Tucker models

The conditional posteriors for all the parameters can be derived in closed form using standard algebra and the sampler cycles through the following steps,

**Step 1.** For \( j: s_j = s \) and \( h = 1, \ldots, m \), update \( \lambda^{(j)}_h \) from the following Dirichlet full conditional posterior distribution,

\[
\pi(\lambda^{(j)}_h \mid -) \sim \text{Diri} \left( a_{j1} + \sum_{i: z_is = h} 1(y_{ij} = 1), \ldots, a_{jd_j} + \sum_{i: z_is = h} 1(y_{ij} = d_j) \right).
\]

**Step 2.** Sample the latent class indicators \( z_{is} \) for \( s \in \{1, \ldots, k\} \) from the following
full conditional distribution,

\[ \text{pr}(z_{is} = h_s \mid -) \propto \left( \prod_{j : s_j = s} \lambda^{(j)}_{h_s y_{ij}} \right) \psi_{w_i h_s}^{(s)}, \ h_s = 1, \ldots, m. \]

**Step 3.** Sample \( w_i \) from the following full-conditional distribution,

\[ \text{pr}(w_i = l \mid -) \propto \nu_l \prod_{s=1}^k \psi_{lz_{is}}^{(s)}, \ l = 1, \ldots, k. \]

**Step 4.** Sample \( \nu^*_l \) from the following full-conditional distribution,

\[ \pi(\nu^*_l \mid -) \sim \text{beta}(1 + m_l, \beta + m_{l+}) \ l = 1, \ldots, k, \]

where \( m_l = \sum_{i=1}^n 1(w_i = l) \) and \( m_{l+} = \sum_{i=1}^n 1(w_i > l). \)

**Step 5.** To update \( \phi_{th}^{(s)} \) for \( s \in \{1, \ldots, k\} \) define \( n_{th}^{(s)} = \sum_{i : w_i = l} 1(z_{is} = h) \) and \( n_{th+}^{(s)} = \sum_{i : w_i = l} 1(z_{is} > h). \) Then, the full conditional posterior of \( \phi_{th}^{(s)} \) is

\[ \pi(\phi_{th}^{(s)} \mid -) \sim \text{Beta}(1 + n_{th}^{(s)}, \delta_1 + n_{th+}^{(s)}). \]

**Step 6.** Assuming a gamma\((a_\beta, b_\beta)\) prior for \( \beta \), the full conditional posterior is

\[ \pi(\beta \mid -) \sim \text{gamma}\left( a_\beta + m_k, b_\beta - \sum_{l=1}^k \log(1 - \nu^*_l) \right). \]

**Step 7.** Assuming a gamma\((a_\delta^{(s)}, b_\delta^{(s)})\) prior for \( \delta_s \) for each \( s \in \{1, \ldots, k\} \), the full conditional posterior is

\[ \pi(\delta_1 \mid -) \sim \text{gamma}\left( a_\delta^{(s)} + m_k, b_\delta^{(s)} - \sum_{l=1}^k \sum_{h=1}^m \log(1 - \phi_{th}^{(s)}) \right). \]

**Step 8.** The groups \( s_j \) are updated sequentially. Set \( L_{ijl} = Pr(y_j = y_{ij} \mid s_j = l) = \lambda^{(j)}_{z_{ijl}}, \) and \( L_{jl} = \prod_i L_{ijl}. \) Then sample \( s_j \) as

\[ \pi(s_j = l \mid -) = \frac{\xi_l L_{jl}}{\sum_{l=1}^k \xi_l L_{jl}}. \]
Step 9. Let \( n_I = \sum_j 1_{s_j = l} \), and sample \( \xi \) from

\[
p(\xi \mid -) \sim \text{Dirichlet}(n_1 + 1/k, \ldots, n_k + 1/k).
\]

A.4 Supplemental figures and tables for section 5
Table A.1: Estimated Cramér’s V associations (elements under the main diagonal) and posterior probabilities $\text{Pr}(H_{1,\rho}|y^{(1:n)})$ (elements above the main diagonal) in the NLTCS data estimated using the c-Tucker model.

<table>
<thead>
<tr>
<th></th>
<th>ADL</th>
<th>IADL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.21</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>0.26</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>0.06</td>
<td>0.09</td>
</tr>
<tr>
<td>5</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>IADL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.20</td>
<td>0.27</td>
</tr>
<tr>
<td>2</td>
<td>0.14</td>
<td>0.20</td>
</tr>
<tr>
<td>3</td>
<td>0.18</td>
<td>0.24</td>
</tr>
<tr>
<td>4</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>5</td>
<td>0.08</td>
<td>0.14</td>
</tr>
<tr>
<td>6</td>
<td>0.07</td>
<td>0.12</td>
</tr>
<tr>
<td>7</td>
<td>0.15</td>
<td>0.22</td>
</tr>
<tr>
<td>8</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>9</td>
<td>0.09</td>
<td>0.14</td>
</tr>
<tr>
<td>10</td>
<td>0.17</td>
<td>0.19</td>
</tr>
</tbody>
</table>
Table A.2: Estimated Cramér’s V associations (elements under the main diagonal) and posterior probabilities \( \text{Pr}(H_1, \rho | y^{(1:n)}) \) (elements above the main diagonal) in the NLTCS data estimated using copula Gaussian graphical model in Dobra and Lenkoski (2011).

<table>
<thead>
<tr>
<th></th>
<th>ADL</th>
<th>IADL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5 6</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
</tr>
<tr>
<td>ADL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.21</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>0.26</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>0.07</td>
<td>0.10</td>
</tr>
<tr>
<td>5</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>IADL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.21</td>
<td>0.28</td>
</tr>
<tr>
<td>2</td>
<td>0.14</td>
<td>0.19</td>
</tr>
<tr>
<td>3</td>
<td>0.16</td>
<td>0.22</td>
</tr>
<tr>
<td>4</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>5</td>
<td>0.06</td>
<td>0.12</td>
</tr>
<tr>
<td>6</td>
<td>0.06</td>
<td>0.12</td>
</tr>
<tr>
<td>7</td>
<td>0.13</td>
<td>0.21</td>
</tr>
<tr>
<td>8</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>9</td>
<td>0.07</td>
<td>0.13</td>
</tr>
<tr>
<td>10</td>
<td>0.14</td>
<td>0.16</td>
</tr>
</tbody>
</table>
Figure A.3: Left figure: box plot of parameter count for PARAFAC model for the simulation study based on example 4.3. Right figure: box plot of parameter count for c-Tucker model for the same simulation study.
Appendix B

Appendix to Chapter 3

B.1 Proof of Remark 3.2.1

To see why this is true, note that $V$ is defined by the system of equations

\[ \prod_{j:i_j > 0} \lambda_{i_j}^{(j)} \prod_{j:i_j = 0} \left( 1 - \sum_{c_j > 0} \lambda_{c_j}^{(j)} \right), = \pi_{i_1,\ldots,i_p} \]  
(B.1a)

\[ \prod_{j:i_j > 0} \lambda_{i_j}^{(j)} \prod_{j:i_j = 0} \left( 1 - \sum_{c_j > 0} \lambda_{c_j}^{(j)} \right) \geq 0, \]  
(B.1b)

\[ \lambda_{i_j}^{(j)} \geq 0 \]  
(B.1c)

for $(i_1, \ldots, i_p) \in \{1, \ldots, d\}^p$ and $j = 1, \ldots, p$, which is a set of polynomial constraints of the form in definition 3.2.3.

B.2 Proof of Proposition 3.2.5

The mixture is clearly contained in the secant variety. We now show that if $\nu$ is sampled from a distribution that is absolutely continuous with respect to Lebesgue measure on the simplex, then the corresponding point in $\text{Mixt}^*(V)$ is a non-singular
point in Sec\(^s\)(\(\bar{V}\)). Recall that

\[
\text{Mixt}^s(V) = \left\{ \sum_{h=1}^{s} \nu_h v_h, v_h \in V, \nu \in \Delta^{(s-1)} \right\}.
\]

If \(V\) is semi-algebraic, then it is defined by finite unions of sets of the form (3.7), and its Zariski closure \(\bar{V}\) is obtained by removing the inequalities \(h_j(x) > 0\) from the set of constraints. The singularities of Sec\(^s\)(\(\bar{V}\)) are those points where the Jacobian matrix defined by the partial derivatives \(\partial f_i/\partial x_j\) – where the \(f_i\) are as in (3.7) and \(x_j\) are the elements of \(V\) – has lower rank than its maximum rank on Sec\(^s\)(\(\bar{V}\)).

We now need the following results from Geiger et al. (2001)

**Lemma B.2.1** (Geiger et al. 2001, Lemma 9). Let \(g : \mathbb{R}^m \rightarrow \mathbb{R}^n\) be a polynomial mapping. Let \(J(x) = \partial g/\partial x\) be the Jacobian matrix at \(x\). Then the rank of \(J(x)\) equals the maximal rank almost everywhere.

We also recall Theorem 3.2.4

**Theorem B.2.1** (Geiger et al. 2001, Theorem 10). Let \(g : A \subseteq \mathbb{R}^m \rightarrow \mathbb{R}^n\) be a polynomial mapping where \(A\) is a semialgebraic open set. Let \(J(x) = \partial g/\partial x\) be the Jacobian matrix at \(x\). Then the maximal rank of \(J(x)\) is equal to the dimension of \(g(A)\).

Thus, the singularities of Sec\(^s\)(\(\bar{V}\)) are a set of Lebesgue measure zero, and we can determine the dimension of the image of a semialgebraic set under a polynomial map by computing the maximum rank of the Jacobian (which will be its rank at a random point with probability one). Clearly, the mixture Mixt\(^s\)(\(V\)) is not a set of (Lebesgue) measure zero in Sec\(^s\)(\(\bar{V}\)). To see this, note that the parameter space for the mixture is the product of \(\Delta^{s-1} \times \left( \times_{j=1}^{p} \mathbb{R}^d_+ \right)\), whereas the parameter space for the secant variety is the product \(\mathbb{R}^{s-1} \times \left( \times_{j=1}^{p} \mathbb{R}^d \right)\). The former has positive measure
with respect to Lebesgue measure defined over the latter, so a point in \( \text{Mixt}^s(V) \) is a singularity of \( \text{Sec}^s(V) \) with probability zero. The result follows.

B.3 Proof of Theorem 3.3

We will make use of the following result from Drton et al. (2009)

**Proposition B.3.1.** Suppose that \( \text{Sec}^s(V) \neq \text{Aff}(V) \), the affine hull of \( V \). Then

\[
\text{Sec}^{s-1}(V) \subseteq \text{Sing}(\text{Sec}^s(V)),
\]

where \( \text{Sing}(A) \) is the set of singularities of \( A \).

**Proof.** We showed previously that the set \( V \) is a semi-algebraic set, and so if \( \nu \) is sampled from a distribution on \( \Delta_{K-1} \) that has a density with respect the Lebesgue measure, the corresponding point in \( \text{Mixt}^K(V) \) is a non-singular point in \( \text{Sec}^K(V) \), where \( \bar{V} \) is the Zariski closure of \( V \). Note that the set of nonnegative matrices of nonnegative PARAFAC rank one coincide with those of ordinary PARAFAC rank one (see my paper with David and Anirban). Now, since \( K + (K+1) \sum_j (d_j - 1) < \prod_j d_j - 1 \) and \( K < \min_l \prod_{j \neq l} d_j \), \( \text{Sec}^K(\bar{V}) \neq \text{Aff}(V) \), the affine hull of \( \bar{V} \). This follows since the rank is less than the maximal possible PARAFAC rank \( (K < \min_l \prod_{j \neq l} d_j) \) and the number of parameters in \( \text{Mixt}^{K+1}(V) \) is less than the number of possible free parameters (choosing \( \text{Mixt}^{K+1}(V) \) was done to avoid the case where the number of parameters in \( \text{Mixt}^K(V) \) is less than the maximum but the number of parameters in \( \text{Mixt}^{K+1}(V) \) is greater than the maximum, which would mean \( \text{Aff}(V) = \text{Mixt}^K(V) \)).

It follows that \( \text{Sec}^{K-1}(\bar{V}) \subseteq \text{Sing}(\text{Sec}^K(\bar{V})) \). Since the points of \( \text{Mixt}^K(V) \) are not singularities of \( \text{Sec}^K(\bar{V}) \) almost surely, and since \( \text{Sec}^{K-1}(\bar{V}) \supset \text{Mixt}^{K-1}(V) \), it follows that

\[
\mu(\text{Mixt}^{K-1}(V)) = 0,
\]
since \( \text{Mixt}^{K-1}(V) \subset \text{Sing}(\text{Sec}^K(\overline{V})) \). That the singularities are a set of measure zero follows from noting that \( \text{Sec}^K(\overline{V}) \) is defined by a set of polynomial equations and applying Lemma B.2.1 from Geiger et al. (2001). □
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C.1 Log-linear model details

The discussion here largely follows Massam et al. (2009) and Lauritzen (1996) in its presentation. Let $V$ be the set of variables that will be collected into a contingency table. Let $\mathcal{I}_\gamma, \gamma \in V$ denote the set of possible levels of values of $\gamma$. Without loss of generality, we can take this set to be a finite collection of sequential nonnegative integers. Let $\mathcal{I} = \times_{\gamma \in V} \mathcal{I}_\gamma$ be the set of all possible combinations of levels of the variables in $V$. Every cell $i$ of the contingency table corresponds to an element of $V$; thus $|\mathcal{I}| = d + 1$, where $d$ is defined as in the main text.

Following Lauritzen (1996), define a cell of the contingency table as $i = (i_\gamma, \gamma \in V)$, and let $\pi(i) = \text{pr}[y_1 = i_1, \ldots, y_p = i_p]$. For any $E \subset V$, let $i_E = (i_\gamma, \gamma \in E)$ be the cell of the $E$-marginal table corresponding to the values in $i$ of the variables in $E$. Finally, designate the “base” cell $i^* = (0, 0, \ldots, 0)$. Thus, every $i$ can be written as $i = (i_E, i_{E^c}^*)$, where $E$ is the subset of $V$ on which $i \neq 0$. Then, the log-linear
model in the corner parametrization is given by

\[ \log \frac{\pi(i_E, i_{E^c})}{\pi(i^*)} = \sum_{F \subseteq \emptyset E} \theta_F(i_F), \]

where for any \( F \subset V \), \( \theta_F(i_F) \) is a parameter corresponding the the variables in \( F \) taking the values in \( i_F \), and the notation \( \subseteq \emptyset \) means all subsets excluding the empty set. Refer to Proposition 2.1 in Letac and Massam (2012) for a result showing how the model can be expressed in the form in (4.5).

C.2 Proof of Proposition 4.2.2

This is readily seen by the change of variable theorem; one only needs some work to calculate the Jacobian term for the change of variable. The matrix of partial derivatives \( J = (\partial \theta_j / \partial \pi_r)_{jr} \) is given by

\[ \frac{\partial \theta_j}{\partial \pi_j} = \frac{1 - \sum_{l \neq j} \pi_l}{\pi_j (1 - \sum_{l=1}^{d} \pi_l)}, \quad \frac{\partial \theta_j}{\partial \pi_r} = -\frac{1}{1 - \sum_{l=1}^{d} \pi_l}, \quad (1 \leq j \neq r \leq d). \]

Write \( J = U + uu^T \), where \( u = (1 - \sum_{l=1}^{d} \pi_l)^{-1/2}(1, -1, \ldots, -1)^T \) and \( U = \text{Diag}(1/\pi_1, \ldots, 1/\pi_d) \).

We then have \( |J| = |U|(1 + u^T U^{-1} u) \) and therefore,

\[ |J|^{-1} = \pi_1 \ldots \pi_d \left(1 - \sum_{l=1}^{d} \pi_l\right) = \frac{e^{\sum_{l=1}^{d} \theta_l}}{(1 + \sum_{l=1}^{d} e^{\theta_l})^{d+1}}. \]

The proof is concluded by noting that \( p(\theta; \alpha) = q(\ell(\theta); \alpha) |J|^{-1}. \)

C.3 Proof of main results

We first state some preparatory results that are used to prove the main results.
C.3.1 Preliminaries

The following identity for the Gamma function is well known (see, e.g., Abramowitz and Stegun (1964)). For \( z > 0 \),

\[
\Gamma(z) = \frac{\log(2\pi)}{2} + \left(z - \frac{1}{2}\right) \log z - z + R(z),
\]

(C.1)

where \( 0 < R(z) < 1/(12z) \).

The digamma function \( \psi(z) = \frac{d}{dz} \log \Gamma(z) = \frac{\Gamma'(z)}{\Gamma(z)} \) satisfies \( \psi(z + 1) = \psi(z) + 1/z \) for any \( z > 0 \). We use the following bound for the digamma function from Lemma 1 of Chen and Qi (2003). For any \( z > 0 \),

\[
\frac{1}{2z} - \frac{1}{12z^2} < \psi(z + 1) - \log z < \frac{1}{2z}.
\]

(C.2)

The trigamma function \( \psi'(z) = \frac{d}{dz} \psi(z) \) is the derivative of the digamma function. We derive a simple bound for the trigamma function that is used in the sequel.

**Lemma C.3.1.** For any \( z > 1/3 \),

\[
\frac{1}{z} < \psi'(z) < \frac{1}{z} + \frac{1}{z^2}.
\]

(C.3)

The condition \( z > 1/3 \) is only required for the upper bound.

**Proof.** From Chen and Qi (2003), the trigamma function admits a series expansion

\[
\psi'(z) = \sum_{j=0}^{\infty} \frac{1}{(z+j)^2}
\]

valid for any \( z > 0 \). The function \( t \mapsto t^{-2} \) is monotonically decreasing on \((0, \infty)\) and hence \( x^{-2} > \int_{x}^{x+1} t^{-2}dt \) for any \( x > 0 \). Therefore, for any \( z > 0 \), \( \psi'(z) > \sum_{j=0}^{\infty} \int_{x+j}^{x+j+1} t^{-2}dt = \int_{x}^{\infty} t^{-2}dt = z^{-1} \). For the upper bound, we use Lemma 1 of Chen and Qi (2003) which states that \( 1/z - \psi'(z + 1) > 1/(2z^2) - 1/(6z^3) \) for 211
any \( z > 0 \). Since \( \psi(z + 1) = \psi(z) + 1/z \), \( \psi'(z + 1) = \psi'(z) - 1/z^2 \), which yields \( \psi'(z) - 1/z < 1/z^2 - 1/(2z^2) + 1/(6z^3) = 1/(2z^2) + 1/(6z^3) \) for any \( z > 0 \). The conclusion follows since \( 1/(6z^3) < 1/(2z^2) \) for any \( z > 1/3 \).

Finally, we state a useful result in Lemma C.3.2.

**Lemma C.3.2.** Let \( X \in \mathbb{R}^d \) be a random vector with \( EX = \mu_X \) and \( \text{var}(X) = \Sigma_X \).

For \( \mu \in \mathbb{R}^d \) and \( d \times d \) positive definite matrix \( \Sigma \), the mapping

\[
(\mu, \Sigma) \mapsto g(\mu, \Sigma) = \log|\Sigma| + E(X - \mu)^T \Sigma^{-1}(X - \mu)
\]

attains its minima when \( \mu = \mu_X \) and \( \Sigma = \Sigma_X \). The minimum value of the objective function \( g(\mu_X, \Sigma_X) = \log|\Sigma_X| + d \).

**Proof.** To start with,

\[
\mathbb{E}[(X - \mu_X)^T \Sigma_X^{-1}(X - \mu_X)] = \text{tr} \left( \mathbb{E}[(X - \mu_X)(X - \mu_X)^T \Sigma_X^{-1}] \right) = \text{tr}(I_d) = d,
\]

and hence \( g(\mu_X, \Sigma_X) = \log|\Sigma_X| + d \). Fix \( \mu \in \mathbb{R}^d \) and \( \Sigma \) positive definite. We can write

\[
\mathbb{E}[(X - \mu)^\Sigma^{-1}(X - \mu)] = \text{tr} \left( \mathbb{E}[(X - \mu)(X - \mu)^T \Sigma^{-1}] \right)
\]

\[
= \text{tr} \left( \mathbb{E}[(X - \mu_X)(X - \mu_X)^T \Sigma^{-1}] + (\mu_X - \mu)^\Sigma^{-1}(\mu_X - \mu) \right)
\]

\[
= \text{tr} \left( \Sigma_X \Sigma^{-1} \right) + (\mu_X - \mu)^T \Sigma^{-1}(\mu_X - \mu).
\]

Therefore,

\[
g(\mu, \Sigma) - g(\mu_X, \Sigma_X) = \text{tr} \left( \Sigma_X \Sigma^{-1} \right) + (\mu_X - \mu)^T \Sigma^{-1}(\mu_X - \mu) - d - \log|\Sigma_X \Sigma^{-1}|.
\]

The above quantity is non-negative since it equals \( 2D\{N(\mu_X, \Sigma_X) \| N(\mu, \Sigma)\} \), i.e., twice the Kullback–Leibler divergence between \( N(\mu_X, \Sigma_X) \) and \( N(\mu, \Sigma) \). Since \( \mu \) and \( \Sigma \) were arbitrary, the first part is proved. The second part has been already proved at the beginning. \( \square \)
We can now give a proof of Theorem 4.3.1. Recall the Dirichlet density $q$ from (4.6) and the logistic normal density $\tilde{q}$ from (4.11). We shall write $q(\pi)$ and $\tilde{q}(\pi)$ in place of $q(\pi \mid \beta)$ and $\tilde{q}(\pi \mid \mu, \Sigma)$ henceforth for brevity. From (4.6) and (4.11),

$$\log \frac{q(\pi)}{\tilde{q}(\pi)} = \log B_\beta + \frac{d \log (2\pi)}{2} + \sum_{j=0}^{d} \beta_j \log \pi_j + \frac{\log |\Sigma|}{2} + \frac{1}{2}\{\log(\pi/\pi_0) - \mu\}^T \Sigma^{-1} \{\log(\pi/\pi_0) - \mu\}. \tag{C.5}$$

Observe that $\mu$ and $\Sigma$ appear only in the last two terms in the right hand side of the above display. Invoking Lemma C.3.2, it is therefore evident that $D(q \parallel \tilde{q}) = E_q \log(q/\tilde{q})$ is minimized when $\mu^* = E_q \log(\pi/\pi_0)$ and $\Sigma^* = \text{var}_q\{\log(\pi/\pi_0)\}$, and the minimum value of the Kullback–Leibler divergence is

$$\log B_\beta + \sum_{j=0}^{d} \beta_j E_q \log \pi_j + \frac{d}{2} \{1 + \log(2\pi)\} + \frac{\log|\Sigma^*|}{2}. \tag{C.5}$$

Using standard properties of the Dirichlet distribution or Exponential family differential identities, with $\beta = \sum_{j=0}^{d} \beta_j$,

$$E_q \log \pi_j = \psi(\beta_j) - \psi(\beta), \quad j = 0, 1, \ldots, d, \tag{C.6}$$

$$\text{cov}_q(\log \pi_j, \log \pi_l) = \psi'(\beta_j) \delta_{jl} - \psi'(\beta), \quad j, l = 0, 1, \ldots, d. \tag{C.7}$$

Therefore, $\mu^*_j = E_q \log \pi_j - E_q \log \pi_0 = \psi(\beta_j) - \psi(\beta_0)$ for $j = 1, \ldots, d$. Next, $\sigma^*_{jj'} = \text{cov}_q(\log \pi_j - \log \pi_0, \log \pi_{j'} - \log \pi_0) = \delta_{jj'} \psi'(\beta_j) + \psi'(\beta_0)$ for $j, j' = 1, \ldots, d$. The expressions for $\mu^*$ and $\Sigma^*$ are identical to (4.8), proving the first part of the theorem.

Note this also establishes Proposition 4.2.3.

We now proceed to bound each term in the expression for the minimum Kullback–Leibler divergence in (C.5); refer to them by $T_1, T_2, T_3$ and $T_4$ respectively. First, we have,

$$T_1 := \log B_\beta = \log \Gamma(\beta) - \sum_{j=0}^{d} \Gamma(\beta_j)$$
\[
< -\frac{d \log(2\pi)}{2} + \left( \beta \log \beta - \sum_{j=0}^{d} \beta_j \log \beta_j \right) - \frac{1}{2} \left( \log \beta - \sum_{j=0}^{d} \log \beta_j \right) + \frac{1}{12 \beta}.
\]

(C.8)

In the above display, we used (C.1) to bound \(\log \Gamma(\beta)\) from above and \(\log \Gamma(\beta_j)\)s from below. The \((-\beta)\) term in upper bound to \(\log \Gamma(\beta)\) cancels out the \((-\sum_{j=0}^{d} \beta_j)\) contribution from the lower bounds to the \(\log \Gamma(\beta_j)\)s. Next,

\[
T_2 := \sum_{j=0}^{d} \beta_j E_q \pi_j = \sum_{j=0}^{d} \beta_j \{\psi(\beta_j) - \psi(\beta)\}
\]

\[
= \sum_{j=0}^{d} \beta_j \{\psi(\beta_{j+1}) - \psi(\beta + 1)\} - \sum_{j=0}^{d} \beta_j \left( \frac{1}{\beta_j} - \frac{1}{\beta} \right)
\]

\[
= \left\{ \sum_{j=0}^{d} \beta_j \psi(\beta_{j+1}) - \beta \psi(\beta) \right\} - d
\]

\[
< \left( \sum_{j=0}^{d} \beta_j \log \beta_j - \beta \log \beta \right) - \frac{d}{2} + \frac{1}{12 \beta}.
\]

(C.9)

In the first line of the above display, we used (C.6). From the first to the second line, we used the identity \(\psi(z + 1) = \psi(z) + 1/z\). From the second to the third line, we only use \(\sum_{j=0}^{d} \beta_j = \beta\). From the third to the fourth line, we made use of the bound (C.2) for the digamma function \(\psi\). From the upper bound in (C.2), \(\beta_j \psi(\beta_{j+1}) < \beta_j \log \beta_j + 1/2\) and hence \(\sum_{j=0}^{d} \beta_j \psi(\beta_{j+1}) < \sum_{j=0}^{d} \beta_j \log \beta_j + (d + 1)/2\). From the lower bound in (C.2), \(\beta \psi(\beta) > \beta \log \beta + 1/2 - 1/(12 \beta)\).

Finally, from (C.7), we can write \(\Sigma^* = D + \psi'(\beta_0)11^T\), with \(D = \text{diag}(\psi'(\beta_1), \ldots, \psi'(\beta_d))\). Using the fact \(|X + uv^T| = |X|(1 + v^TX^{-1}u)|\), we obtain

\[
|\Sigma^*| = \left\{ 1 + \sum_{j=1}^{d} \psi'(\beta_0)/\psi'(\beta_j) \right\} \left\{ \prod_{j=1}^{d} \psi'(\beta_j) \right\} = \left\{ \sum_{j=0}^{d} \psi'(\beta_0)/\psi'(\beta_j) \right\} \left\{ \prod_{j=1}^{d} \psi'(\beta_j) \right\}.
\]
From Lemma C.3.1, \( \psi'(\beta_j) > 1/\beta_j \), implying

\[
T_4 := \frac{\log|\Sigma^*|}{2} = \frac{1}{2} \left[ \log \left\{ \sum_{j=0}^{d} \psi'(\beta_j) \right\} + \sum_{j=1}^{d} \log \psi'(\beta_j) \right] < \frac{1}{2} \left\{ \log \beta + \sum_{j=0}^{d} \log \psi'(\beta_j) \right\}. \tag{C.10}
\]

Recalling \( T_3 = d\{1 + \log(2\pi)\}/2 \) and substituting the bounds for \( T_1, T_2 \) and \( T_4 \) from (C.8), (C.9) and (C.10) in (C.5), we obtain, after plenty of cancellations,

\[
\sum_{j=1}^{d} T_j < \frac{1}{2} \sum_{j=0}^{d} \log \{\beta_j \psi'(\beta_j)\} + \frac{1}{6\beta} < \frac{1}{2} \sum_{j=0}^{d} \frac{1}{\beta_j} + \frac{1}{6\beta}.
\]

From the first to the second line, we invoked Lemma C.3.1 to bound \( \beta_j \psi'(\beta_j) < 1 + 1/\beta_j \) and used \( \log(1 + x) < x \) for \( x > 0 \). We have obtained the desired bound, concluding the proof.

Now, to show Corollary 4.3.2, just note that by the invariance of \( D \) under one-to-one transformations, we have that for any full rank matrix \( X \),

\[
D \left\{ \mathcal{L}D(\beta) \mid \mathcal{N}(\mu, \Sigma) \right\} = D \left\{ \mathcal{P}_X(\cdot; \beta) \mid \mathcal{N}(X\mu, X^T\Sigma X) \right\}. \tag{C.11}
\]

So

\[
\inf_{\mu, \Sigma} \left\{ \mathcal{L}D(\beta) \mid \mathcal{N}(\mu, \Sigma) \right\} = \inf_{\mu, \Sigma} \left\{ \mathcal{P}_X(\cdot; \beta) \mid \mathcal{N}(\tilde{\mu}, \tilde{\Sigma}) \right\}. \tag{C.12}
\]

Since the infimum on the left side in (C.12) is attained by \( \mu^*, \Sigma^* \), we have by (C.11) that

\[
D \left( \mathcal{P}_X(\cdot; \beta) \mid \mathcal{N}(\cdot; X\mu^*, X^T\Sigma^* X) \right) = \inf_{\mu, \Sigma} D \left( \mathcal{P}_X(\cdot; \beta) \mid \mathcal{N}(\cdot; \mu, \Sigma) \right),
\]

which gives Corollary 4.3.2.
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Throughout, $\mathcal{N}(\cdot) = \mathcal{N}(du \, d\xi \, ds \, d\tau \, dv \, d\Lambda)$ will refer to a Poisson random measure on $\Omega = [0, \infty) \times \mathbb{R}^d \times \mathbb{R} \times [0, \infty) \times \mathbb{R}^d \times \mathcal{L}$. We use $\omega$ or $\omega_j$ to represent an element of $\Omega$. The intensity measure for the process is given by $u^{-2} \, du \, d\xi \, ds \, \delta e^{-\delta \tau} \pi(dvd\Lambda)$. Here, $s$ represents birth times, $\tau$ durations, $v$ velocities, and $\Lambda \in \mathcal{L}$ parameters controlling the shape of the kernels $k(x, y) = k(x, y; \Lambda)$. The parameters $\Lambda$ may differ depending on $k$ so we represent the space abstractly as $\mathcal{L}$. Parts of some results will take $k$ to be the isotropic Gaussian kernel, in which case $\Lambda$ is a positive-definite $d \times d$ matrix. The results all refer to the process

$$Y(x, t) = \sup_j u_j k(x, \xi_j + v_j(t - s_j)) 1_{(t - \tau_j < s_j < t)},$$

with other restrictions or assumptions specified in theorem statements and in the course of giving the arguments.

D.1 Proof of Theorem 5.2.2

First, we show that the number of points $\mathcal{N}$ places in an arbitrary connected set $B$ at time $t$ is a spatial Poisson process with time-invariant intensity.
Let $A$ be an arbitrary connected set in $\mathbb{R}^d$ with boundary $\partial A$, and consider the time interval $(t, t + \eta]$ for small $\eta$. Focus on a point $\sigma$ on the boundary, or an interval of length $\epsilon$ around $\sigma$. To cross $\partial A$ at an interval of length $\epsilon$ around $\sigma$ in time $\eta$, a particle with velocity $v$ needs to be within distance $\eta |v \cdot \nu|$ where $\nu$ is the outward pointing unit normal vector, so $(v \cdot \nu)$ is the velocity component perpendicular to the segment. If $(v \cdot \nu)$ is positive then the point is leaving $A$; if $(v \cdot \nu)$ is negative it is entering $A$. So the points going into $A$ through the interval of boundary around $\sigma$ will be those in a rectangle that is $\epsilon$ long and $\eta |v \cdot \nu|$ wide. Taking expectations for the random velocity $v$, we get

$$\mathbb{E}[\# \text{going into } A \text{ through this boundary element in time } \eta] = \epsilon \eta \int (-v \cdot \nu) \mathbb{1}_{\{v \cdot \nu < 0\}} dv = \epsilon \eta (-V \cdot \nu) \mathbb{1}_{\{v \cdot \nu < 0\}} dv$$

where $V$ is the mean velocity vector. To get the $\mathbb{E}[\# \text{ entering}]$ in a macroscopic time interval, integrate $(-V \cdot \nu) \mathbb{1}_{\{v \cdot \nu < 0\}} dt$ over the time interval; So $\mathbb{E}[\# \text{ entering}]$ over the whole boundary is $(-V \cdot \nu) \mathbb{1}_{\{v \cdot \nu < 0\}} dt d\sigma$ over the boundary ($\nu$ depends on the boundary point). To get the net flux across the boundary, remove the indicator and integrate $(-V \cdot \nu) dt d\sigma$ over the boundary— and get zero, by the divergence theorem, i.e.

$$\iint_{\partial A} (-V \cdot \nu) d\sigma = \int \int_A -\nabla \cdot V dX.$$

Since $G(x, y) = (x, y) \cdot V$ is the potential function and $V = \nabla G(x, y)$ its gradient, we have that

$$\nabla \cdot V = \nabla \cdot \nabla G(x, y) = \Delta G(x, y)$$

is the Laplacian of $G$, which is zero (second derivative of a linear function). So the entire expression $\iint_A -\nabla \cdot V dX$ is zero, confirming that the distribution for number of particles in $A$ is time invariant, so long as $\mathbb{E}[v] < \infty$. The result for arbitrary sets
in $\mathbb{R}^d$ follows by considering countable unions of connected sets. It follows that when $\nu(d\xi) = \beta d\xi$, the number of points $N$ places in any set $B$ is homogeneous in both space and time and does not depend on the distribution of $v$.

Now, fix a time $t$, and consider the distribution of $Y(x, t)$. Since the number of points in any set $A \subset \mathbb{R}^k$ at time $t$ follows a homogeneous spatial Poisson process with time-invariant intensity for any $\pi(dv)$ with finite expectation, this holds for the specific case of $\pi(dv) = \delta_0$. So the spatial intensity measure for $Y(x, t)$ is given by

$$\int_{\tau \in [0, \infty)} \int_{t-\tau}^{t} \beta \delta e^{-\delta \tau} d\tau ds = \frac{\beta}{\delta}.$$ 

Therefore for fixed $t$, $Y(x, t) = \tilde{Y}(x) = \sup u_j k(x, \xi_j)$ for $(\xi_j, u_j)$ a spatial Poisson process with intensity measure $\frac{\beta}{\delta} d\xi u^{-2} du$. Then by Theorem 5.2.1, $Y(x, t)$ for fixed $t$ is max-stable.

Finally, consider $Y^*(x, t) := \sup_{0 < t^* < t} Y(x, t^*)$. When $v = 0$, we have

$$Y^*(x, t) = \sup_j u_j k(x, \xi_j) 1_{\{-\tau < s < t\}},$$

so $Y^*$ is max-stable with intensity measure $u^{-2} du \nu(d\xi)$ where

$$\nu(d\xi) = \int_{\tau \in [0, \infty)} \int_{-\tau < s < t} \beta \delta e^{-\delta \tau} d\tau ds d\xi = \left[t + \frac{1}{\delta}\right] d\xi.$$ 

**Lemma D.1.1.** If $k$ is isotropic, the function $k^*(\omega, x, t) = \sup_{0 < t^* < t} k(x, \xi + v(t^* - s))$ satisfies $\int_{\omega \in \Omega} k^*(\omega, t) \pi(d\omega) \leq t \int_v (1 + |v|) \pi(dv) = t(1 + \mathbb{E}[|v|]).$

**Proof.** Consider any point $x \in \mathbb{R}^d$. The function $k^*(\omega, t)$ is defined by the point along the line segment $[\xi - vs, \xi + v(t - s)]$ that is nearest to $x$ in the distance defined by the kernel $k(x, y) = k(0, x - y)$. Let $A \subset \mathbb{R}^d$ be any set. We can bound $\int k^*(\omega, t) d\xi$ in the following way. Fix $v > 0$. Then the rate of flow of volume passing through $A$ is given by $|v| dt$. Because net flux is zero, the total volume of space containing points that could possibly reside in $A$ at any time $0 < t^* < t$ is given by $|A| + t |A| |v|$. 218
Now, since the birth locations $\xi$ are uniformly distributed in $\mathbb{R}^d$, for any fixed $v$, the coordinates of the point that achieves $\sup_{0 < t^* < t} k(x, \xi + v(t^* - s))$ will be uniformly distributed in the orthogonal complement of the line of travel. Denote the space containing the line of travel by $V$, its orthogonal complement $V^\perp$, and note that $V^\perp$ is a $d - 1$ dimensional Euclidean space. Denote a point in $V^\perp$ by $\xi^*$, and the projection of $x$ onto $V^\perp$ by $x^*$. Let $\Lambda^\perp$ be the parameter of the kernel shape in $V^\perp$. Therefore if $k$ is isotropic, we have
\[
\int \int \int \int k^*(\omega, t)\pi(d\omega) < \int \int \int \int \beta k(||x^* - \xi^*||)(1 + |v|)t\pi(d\omega)
\]
\[
< \int \int_\tau \int_{-\tau < s < t} \int \int \beta \delta e^{-\delta \tau} \frac{c_d(\Lambda)}{c_{d-1}(\Lambda^\perp)}(1 + |v|)t d\omega
\]
\[
< \int \int_\tau \int_{-\tau < s < t} \int \frac{c_d(\Lambda)}{c_{d-1}(\Lambda^\perp)} \frac{\beta t}{\delta}(1 + |v|) dv.
\]
where $c_d(\Lambda)$ is the normalizing constant of the kernel in dimension $d$ with parameter $\Lambda$ and $c_{d-1}(\Lambda^\perp)$ is the normalizing constant of the kernel in dimension $d - 1$ with parameters $\Lambda^*$. The last line is finite so long as $E_{\pi(dv)}[|v|] < \infty$. If $\Lambda$ is random, then the integrability condition is that
\[
E_{\pi(dv,d\Lambda)} \left[ \frac{c_d(\Lambda)}{c_{d-1}(\Lambda^\perp)} |v| \right] < \infty.
\]

D.2 Results on Marginal and Joint distributions of Max-stable velocity process

D.2.1 Proof of Theorem 5.2.3

The CDF at time $t$ is also $P[N(A)] = 0$ for the set
\[
A = \{ \omega : \sup_j u_j k(x, \xi_j + v_j(t - s_j)) \mathbb{1}_{t - \tau_j < s_j < t} > y \},
\]
which is available by direct integration. The condition

\[ u_j k(x, \xi_j + v_j (t - s_j)) > y \]

corresponds to \( u_j > y / k(x, \xi_j + v_j (t - s_j)) \), giving the integral expression

\[
|A| = \int_{(\nu, \Lambda) \in \mathbb{R}^k \times \mathcal{L}} \int_{\tau \in \mathbb{R}_+} \int_{t - \tau < s < t} \int_{\xi \in \mathbb{R}^k} \int_{u > \frac{y}{\pi(x, \xi + v(t - s))}} \beta u^{-2} \delta e^{-\delta \tau} \pi(\nu, d\Lambda) du d\xi ds d\tau dv d\Lambda
\]

\[
\int_{(\nu, \Lambda) \in \mathbb{R}^k \times \mathcal{L}} \int_{\tau \in \mathbb{R}_+} \int_{t - \tau < s < t} \int_{\xi \in \mathbb{R}^k} \frac{\beta k(x, \xi + v(t - s))}{y} \delta e^{-\delta \tau} \pi(\nu, d\Lambda) d\xi ds d\tau dv d\Lambda.
\]

Change variables to \( z = x - (\xi + v(t - s)) \) to obtain

\[
|A| = \int_{(\nu, \Lambda) \in \mathbb{R}^k \times \mathcal{L}} \int_{\tau \in \mathbb{R}_+} \int_{t - \tau < s < t} \int_{\xi \in \mathbb{R}^k} \frac{\beta k(0, z)}{y} \delta e^{-\delta \tau} \pi(\nu, d\Lambda) dz ds d\tau dv d\Lambda.
\]

Since \( k(0, z) \) satisfies \( \int_{z \in \mathbb{R}^d} k(0, z) dz = 1 \), then if \( \nu(d\xi) = \beta d\xi \), we have

\[
|A| = \int_{(\nu, \Lambda) \in \mathbb{R}^k \times \mathcal{L}} \int_{\tau \in \mathbb{R}_+} \int_{t - \tau < s < t} \frac{\beta}{y} \delta e^{-\delta \tau} \pi(\nu, d\Lambda) ds d\tau dv d\Lambda
\]

\[
\int_{(\nu, \Lambda) \in \mathbb{R}^k \times \mathcal{L}} \int_{\tau \in \mathbb{R}_+} \tau \delta e^{-\delta \tau} \pi(\nu, d\Lambda) d\tau dv d\Lambda
\]

\[
\frac{\beta}{\delta y} \int_{(\nu, \Lambda) \in \mathbb{R}^k \times \mathcal{L}} \pi(\nu, d\Lambda) dv d\Lambda
\]

\[
\frac{\beta}{\delta y},
\]

so \( \mathbb{P}[Y(x, t) < y] = e^{-\beta / (\delta y)} \), a Fréchet distribution with unit shape.

When \( v = 0 \), the survival function of the waiting time is given by \( \mathbb{P}[\mathcal{N}(B)] = 0 \) for the set

\[
B = \{(\xi, u, a) : \sup_j u_j k(x, \xi_j) \mathbb{1}_{\{-\tau_j < s_j < t\}} > y\}, \quad (D.2)
\]
so the integral will be nearly identical, with the result $|B| = \frac{\beta(t+\delta-1)}{y}$, giving $\mathbb{P}[\kappa(y) > t] = e^{-\beta(t+\delta-1)/y}$.

When $v \neq 0$, the waiting time distribution can be derived from the measure of three sets

1. $A_0$, the set of points that causes an exceedance at $t = 0$

2. $A_1$, the set of points that causes an exceedance before time $t$ but after time 0, where the exceedance occurs at birth

3. $A_2$, the set of points that causes an exceedance before time $t$ but after time 0 where the exceedance does not occur at birth if the storm is born after time 0.

The measure of $A_0 \cup A_1$ is exactly the measure of the set $B$ in (D.2); so $|A_0| = \frac{\beta}{y}$ and $|A_1| = \frac{\beta t}{y}$. Now, define

$$k^*(x, \omega, t) = \sup_{0 < t^* < t} k(x, \xi + v(t^* - s)) \mathbb{1}_{\{s + \tau > t^*\}}.$$ 

Then

$$|A_2| = \int_{v.\Lambda} \int_{\tau \in (0, \infty)} \int_{0 < s < t} \int_{\xi \in \mathbb{R}^d} u \mathbb{1}_{\frac{y}{k(x, \xi - vs)} = \frac{y}{k^*(x, \omega, t)}} \beta u^{-2} \mathbb{1}_{\frac{k^*(x, \omega, t)}{k(x, \xi - vs)} > 1} du \pi(d\omega)$$

$$+ \int_{v.\Lambda} \int_{\tau \in (0, \infty)} \int_{0 < s < t} \int_{\xi \in \mathbb{R}^d} u \mathbb{1}_{\frac{y}{k^*(x, \omega, t)}} \beta u^{-2} \mathbb{1}_{\frac{k^*(x, \omega, t)}{k(x, \xi)} > 1} du \pi(d\omega)$$

$$= \int_{v.\Lambda} \int_{\tau \in (0, \infty)} \int_{0 < s < t} \int_{\xi \in \mathbb{R}^d} \frac{\beta(k^*(x, \omega, t) - k(x, \xi - vs))}{y} \mathbb{1}_{\frac{k^*(x, \omega, t)}{k(x, \xi - vs)} > 1} \pi(d\omega)$$

$$+ \int_{v.\Lambda} \int_{\tau \in (0, \infty)} \int_{0 < s < t} \int_{\xi \in \mathbb{R}^d} \frac{\beta(k^*(x, \omega, t) - k(x, \xi))}{y} \delta e^{-\delta \tau} \mathbb{1}_{\frac{k^*(x, \omega, t)}{k(x, \xi)} > 1} \pi(d\omega)$$

$$= \frac{\beta f(t)}{y},$$
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for some positive, monotone increasing function $f$. Then, since the sets $A_0, A_1, A_2$ are disjoint, the survival function for the waiting time until first exceedance is given by

$$
P[\kappa_1 > t] = \exp(-(|A_0| + |A_1| + |A_2|)) = \exp\left(-\frac{\beta^{-1} + t + f(t)}{y}\right),$$

When $k$ is isotropic, $f$ is bounded by $E_{\pi(dv, d\Lambda)} \left[ \frac{c_{d}(\Lambda)}{c_{d-1}(\Lambda^{\perp})} |v| \right]$ by Lemma D.1.1.

D.2.2 Proof of Theorem 5.2.4

Here we derive the joint distribution of the max-stable velocity process at two points $x_1, x_2$.

Fix $x_1, x_2 \in \mathbb{R}^d$ and $-\infty < t_1 \leq t_2 < \infty$. Then

$$\mathbb{P}[Y(x_1, t_1) \leq y_1, Y(x_2, t_2) \leq y_2] = \mathbb{P}[\mathcal{N}(B) = \emptyset] = \exp(-|B|),$$

where

$$B = \{\omega: u k(x_j, \xi + (t_j - s)v) 1_{s < t_j \leq s + \tau} > y_j \text{ for } j = 1 \text{ or } j = 2\}$$

$$|B| = \mathbb{E}\mathcal{N}(B) = \int_{B} \beta \delta e^{-\delta \tau} u^{-2} du d\xi ds d\tau \pi(dv, da)$$

$$= |B_1| + |B_2|$$

for the disjoint sets $B_1, B_2$ given by

$$B_1 = \{\omega: u k(x_1, \xi + (t_1 - s)v) 1_{s < t_1 \leq s + \tau} > y_1\}$$

$$\cap \{\omega: y_1 k(x_2, \xi + (t_2 - s)v) 1_{s < t_2 \leq s + \tau} \leq y_2 k(x_1, \xi + (t_1 - s)v) 1_{s < t_1 \leq s + \tau}\}$$

$$B_2 = \{\omega: u k(x_2, \xi + (t_2 - s)v) 1_{s < t_2 \leq s + \tau} > y_2\}$$

$$\cap \{\omega: y_2 k(x_1, \xi + (t_1 - s)v) 1_{s < t_1 \leq s + \tau} \leq y_1 k(x_2, \xi + (t_2 - s)v) 1_{s < t_2 \leq s + \tau}\}.$$

To calculate $|B_1|$ first integrate wrt $d\tau du$, separately over the sets $t_1 < s + \tau \leq t_2$ and $t_2 < s + \tau$:

$$|B_1| = \int_{B_1 \cap [t_1 < s + \tau \leq t_2]} \beta \delta e^{-\delta \tau} u^{-2} du d\xi ds d\tau \pi(dv, da)$$
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\[ + \int_{B_1 \cap \{ t_2 < s + \tau < \infty \}} \beta \delta e^{-\delta \tau} u^{-2} \, du \, d\xi \, ds \, d\tau \, \pi(dv, da) \]

\[ = \int \left[ e^{-\delta(t_1-s)} - e^{-\delta(t_2-s)} \right] \frac{\beta}{y_1} \mathbb{I}_{(s \leq t_1)} k(x_1, \xi) + \left( t_1 - s \right) v) \, d\xi \, ds \, \pi(dv, da) \]

\[ + \int e^{-\delta(t_2-s)} \frac{\beta}{y_1} \mathbb{I}_{(s \leq t_1)} \mathbb{I}_{\{ k(x, \xi) + (t_2 - s) v < \frac{y_1}{y_2} \}} \, k(x_1, \xi) + \left( t_1 - s \right) v) \, d\xi \, ds \, \pi(dv, da) \]

Changing variables from \( \xi \) to \( z := [\xi + (t_1 - s)v - x_1] \in \mathbb{R}^d \), setting

\[ \Delta(x_1, x_2, t_1, t_2, v) = \Delta(v) := x_2 - x_1 - (t_2 - t_1)v; \quad (D.3) \]

we will often suppress dependence of \( \Delta \) on the non-stochastic arguments \( x_1, x_2, t_1, t_2 \).

So \( [\xi + (t_2 - s)v - x_2] = z - \Delta(v) \), and using \( k(x, y) = k(0, x - y) \) we have

\[ |B_1| = \int \left[ e^{-\delta(t_1-s)} - e^{-\delta(t_2-s)} \right] \frac{\beta}{y_1} \mathbb{I}_{(s \leq t_1)} k(0, z) \, dz \, ds \, \pi(dv, d\Lambda) \]

\[ + \int e^{-\delta(t_2-s)} \frac{\beta}{y_1} \mathbb{I}_{(s \leq t_1)} \mathbb{I}_{\{ k(0, z) > \frac{y_1}{y_2} \}} k(0, z) \, dz \, ds \, \pi(dv, d\Lambda) \]

\[ = \int \left[ 1 - e^{-\delta(t_2-t_1)} \right] \frac{\beta}{y_1} \delta \, k(0, z) \, dz \, \pi(dv, d\Lambda) \]

\[ + \int e^{-\delta(t_2-t_1)} \frac{\beta}{y_1} \mathbb{I}_{\{ k(0, z) > \frac{y_1}{y_2} \}} \, k(0, z) \, dz \, \pi(dv, d\Lambda) \]

\[ = \int \frac{\beta}{y_1} \delta \, k(0, z) \, dz \, \pi(dv, d\Lambda) - \int e^{-\delta(t_2-t_1)} \frac{\beta}{y_1} \mathbb{I}_{\{ k(0, z) < \frac{y_1}{y_2} \}} \, k(0, z) \, dz \, \pi(dv, d\Lambda) \]

Using \( \int_{\mathbb{R}^d} k(0, z) \, dz = 1 \), we have

\[ |B_1| = \frac{\beta}{y_1} \delta \, \pi(dv, d\Lambda) - \int e^{-\delta(t_2-t_1)} \frac{\beta}{y_1} \mathbb{I}_{\{ k(0, z) < \frac{y_1}{y_2} \}} \, k(0, z) \, dz \, \pi(dv, d\Lambda) \]

\[ = \frac{\beta}{y_1} \delta \left[ 1 - e^{-\delta(t_2-t_1)} \right] \int F(\Lambda, \Delta(v); y_1, y_2) \, \pi(dv, d\Lambda) \]

\[ = \frac{\beta}{y_1} \delta \left[ 1 - e^{-\delta(t_2-t_1)} \right] \int F(\Lambda, \Delta(v); y_1, y_2) \, \pi(dv, d\Lambda) \]  \quad (D.4)

for some function \( F \) satisfying \( 0 \leq F \leq 1 \). Since \( \pi(dvd\Lambda) \) is a probability measure, this is enough to guarantee \( |B_1| < \infty \), giving the general result. We now take \( k \) to be
the isotropic Gaussian kernel—so that $k^*(z) = k(0, z)$—and obtain a specific result in this case.

$$|B_1| = \frac{\beta/\delta}{y_1} \int \{ 1 - e^{-\delta(t_2-t_1)} + e^{-\delta(t_2-t_1)} \mathbb{1}_{\{\Delta'z \geq 1/2\Delta'\Delta - \log(y_1/y_2)\}} \} k(0, z) \, dz \, \pi(d\nu, d\Lambda)$$

$$= \frac{\beta/\delta}{y_1} \int \{ 1 - e^{-\delta(t_2-t_1)} \mathbb{1}_{\{\Delta'z \geq 1/2\Delta'\Delta - \log(y_1/y_2)\}} \} k(0, z) \, dz \, \pi(d\nu, d\Lambda)$$

$$= \frac{\beta/\delta}{y_1} \left\{ 1 - e^{-\delta(t_2-t_1)} \int \mathbb{P}[\Delta'\Delta Z \geq 1/2\Delta'\Delta - \log(y_1/y_2)] \pi(d\nu, d\Lambda) \right\}.$$

where $Z \sim k(0, z)dz$. But $\Delta'\Delta Z \sim N(0, \sigma^2)$ for $\sigma^2 := \Delta'\Delta$, so

$$|B_1| = \frac{\beta/\delta}{y_1} \left\{ 1 - e^{-\delta(t_2-t_1)} \int \Phi \left(-\frac{\sigma(\Delta(\nu), \Lambda)}{2} + \frac{1}{\sigma(\Delta(\nu), \Lambda) \log \frac{y_1}{y_2}} \right) \pi(d\nu, d\Lambda) \right\}.$$

Therefore, $F$ for the isotropic Gaussian kernel is given by

$$F(\Lambda, \Delta(\nu); y_1, y_2) = \Phi \left(-\frac{\sigma(\Delta(\nu), \Lambda)}{2} + \frac{1}{\sigma(\Delta(\nu), \Lambda) \log \frac{y_1}{y_2}} \right). \quad (D.5)$$

Now, by an obvious symmetry argument, we obtain

$$|B_2| = \frac{\beta/\delta}{y_2} \left[ 1 - e^{-\delta(t_2-t_1)} \int F(\Lambda, \Delta(\nu); y_2, y_1) \, \pi(d\nu, d\Lambda) \right]$$

where

$$\Delta(\nu) := \Delta(x_2, x_1, t_2, t_1, v) = x_1 - x_2 - (t_1 - t_2)v \quad (D.6)$$

Finally, $\mathbb{P}[Y(x_1, t_1) \leq y_1, Y(x_2, t_2) \leq y_2] = \exp(-|B|)$ with

$$|B| = \frac{\beta/\delta}{y_1} \left[ 1 - e^{-\delta|t_2-t_1|} \int F(\Lambda, \Delta(\nu); y_1, y_2) \, \pi(d\nu, d\Lambda) \right]$$

$$+ \frac{\beta/\delta}{y_2} \left[ 1 - e^{-\delta|t_2-t_1|} \int F(\Lambda, \Delta(\nu); y_2, y_1) \, \pi(d\nu, d\Lambda) \right].$$

In the Gaussian model this is

$$|B| = \frac{\beta/\delta}{y_1} \left\{ 1 - e^{-\delta|t_2-t_1|} \Phi \left(-\frac{\sigma(\Delta(\nu), \Lambda)}{2} + \frac{1}{\sigma(\Delta(\nu), \Lambda) \log \frac{y_1}{y_2}} \right) \right\}.$$
\[
\frac{\beta/\delta}{y_2} \left\{ 1 - e^{-\delta(t_2-t_1)}\Phi \left(-\frac{\sigma(\Delta(v), \Lambda)}{2} + \frac{1}{\sigma(\Delta(v), \Lambda)} \log \frac{y_2}{y_1} \right) \right\}
\]

where

\[\sigma^2(\Delta(v), \Lambda) = \Delta(v)'\Lambda \Delta(v).\]

The equation above reduces to the unnumbered displayed equation on page 9 in Smith (1990), with \(\sigma^2\) equal to \(a^2\) in Equation (3.2) of Smith (1990), when \(t_1 = t_2\) and \(\beta = \delta\).

\[D.2.3 \quad \text{Proof of Theorem 5.2.5}\]

Recall that the survival function for the marginal tail waiting time is \(P[\kappa(y) > t] = e^{-\beta(\delta^{-1} + f(t)/y)}\). So \(\kappa(y) = 0\) with probability \(1 - e^{-\beta/(y\delta)}\) and otherwise has survival function \(e^{-\beta(t+f(t))/y}\), which is stochastically dominated by an exponential distribution with rate \(\beta/y\). Under independence, we can calculate the distribution of the waiting time between exceedances \(\kappa_{i_1} \kappa_{i_2} (y) = |\kappa_{i_1} (y) - \kappa_{i_2} (y)|\), specifically

\[
P[|\kappa_1(y) - \kappa_2(y)| = 0] = P[\kappa_1 = 0, \kappa_2 = 0]
\]

\[
P[|\kappa_1(y) - \kappa_2(y)| > t] = P[\kappa_2 > t | \kappa_1 = 0, \kappa_2 > 0]P[\kappa_1 = 0, \kappa_2 > 0]
\]

\[
+ P[\kappa_1 > t | \kappa_2 = 0, \kappa_1 > 0]P[\kappa_2 = 0, \kappa_1 > 0]
\]

\[
+ P[|\kappa_1 - \kappa_2| > t | \kappa_1 > 0, \kappa_2 > 0]P[\kappa_1 > 0, \kappa_2 > 0]
\]

First we perform the calculation for \(v = 0\)

\[
P[\kappa_1 = 0, \kappa_2 = 0] = (1 - e^{-\beta/(y_1 \delta)})(1 - e^{-\beta/(y_2 \delta)})
\]

\[
P[\kappa_2 > t | \kappa_1 = 0, \kappa_2 > 0]P[\kappa_1 = 0, \kappa_2 > 0] = e^{-\beta t/y_2} (1 - e^{-\beta/(y_1 \delta)})e^{-\beta/(y_2 \delta)}
\]

\[
P[\kappa_2 > t | \kappa_1 > 0, \kappa_2 = 0]P[\kappa_1 > 0, \kappa_2 = 0] = e^{-\beta t/y_1} (1 - e^{-\beta/(y_2 \delta)})e^{-\beta/(y_1 \delta)}
\]

\[
P[|\kappa_1 - \kappa_2| > t | \kappa_1 > 0, \kappa_2 > 0]P[\kappa_1 > 0, \kappa_2 > 0] = \left[ e^{-\beta t/y_1} \frac{y_2}{y_1 + y_2} + e^{-\beta t/y_2} \frac{y_1}{y_1 + y_2} \right] 
\]

\[
\times e^{-\beta/(y_1 \delta)}e^{-\beta/(y_2 \delta)}.
\]
Set $\lambda_1 = e^{-\beta/(y_1 \delta)}$, $\lambda_2 = e^{-\beta/(y_2 \delta)}$, and get

$$
P[\kappa_1 = 0, \kappa_2 = 0] = (1 - \lambda_1)(1 - \lambda_2)
$$

$$
P[|\kappa_i(y) - \kappa_i(y)| > t] = e^{-\beta t/y_y}(\lambda_2(1 - \lambda_1) + \frac{y_1 \lambda_1 \lambda_2}{y_1 + y_2}) + e^{-\beta t/y_1}(\lambda_1(1 - \lambda_2) + \frac{y_2 \lambda_1 \lambda_2}{y_1 + y_2}),
$$
a mixture of an atom at zero with mass $(1 - \lambda_1)(1 - \lambda_2)$ and exponential distributions with rates $\beta/y_1$ and $\beta/y_2$.

Now, when $\pi(d\nu) \neq \delta_0$, we get

$$
P[\kappa_1 = 0, \kappa_2 = 0] = (1 - e^{-\beta/(y_1 \delta)})(1 - e^{-\beta/(y_2 \delta)})
$$

$$
P[\kappa_2 > t, \kappa_1 = 0, \kappa_2 > 0] = e^{-\beta(t + f_2(t))/y_2}(1 - e^{-\beta/(y_1 \delta)})e^{-\beta/(y_2 \delta)}
$$

$$
P[\kappa_2 > t, \kappa_1 > 0, \kappa_2 = 0] = e^{-\beta(t + f_1(t))/y_1}(1 - e^{-\beta/(y_2 \delta)})e^{-\beta/(y_1 \delta)}
$$

$$
P[|\kappa_1 - \kappa_2| > t, \kappa_1 > 0, \kappa_2 > 0] = \left[1 - \left(\int_{\kappa_2 = t}^{\infty} e^{-\beta(\kappa_2 - t + f_1(\kappa_2 - t))/y_1} d\kappa_2ight)ight. - e^{-\beta(\kappa_2 + t + f_1(\kappa_2 + t))/y_1} \mu_2(d\kappa_2)

+ \left.\int_{\kappa_2 = 0}^{t} (1 - e^{-\beta(\kappa_2 + t + f_1(\kappa_2 + t))/y_1}) \mu_2(d\kappa_2)\right] e^{-\beta/(y_1 \delta)} e^{-\beta/(y_2 \delta)}.
$$

This is stochastically bounded above by the distribution when $v = 0$ and, by Lemma D.1.1, below by a mixture of exponentials with the same weights and rates

$$
\frac{\beta}{y_1} \left(1 + \mathbb{E}_{\pi(d\nu, d\lambda)} \left[\frac{e_{\lambda}(\Lambda)}{e_{\kappa}(\Lambda)}(1 + |v|)\right]\right).
$$

D.2.4 Proof of Theorem 5.2.6

We first calculate the measures of three sets:

1. $A_0$, the set where one or more support points is alive between time 0 and time $t$ that causes an exceedance of $y_1$ at $x_1$ and $y_2$ at $x_2$. This exceedance must occur at birth time. In this case, the waiting time between exceedances is zero.
2. $A_1$, the set where one or more support points is alive between time 0 and time $t$ that causes an exceedance of $y_1$ at $x_1$ but no support points are alive during this time that cause an exceedance of $y_2$ at $x_2$.

3. $A_2$, the set where one or more support points is alive between time 0 and time $t$ that causes an exceedance of $y_2$ at $x_2$ but no support points are alive during this time that cause an exceedance of $y_1$ at $x_1$.

These calculations will then be used to derive the waiting time distribution with zero velocity. The symbol $\omega = (u, \xi, a)$ will be used to denote a generic support point.

First calculate $|A_0|$, which is

$$A_0 = \{ \exists \omega_j : u_j k(x_1, \xi_j) > y_1, u_j k(x_2, \xi_j) > y_2, -\tau \leq s_j \leq t \}.$$ 

The condition on $u_j$ is $u_j > \frac{y_1}{k(x_1, \xi_j)} \lor \frac{y_2}{k(x_2, \xi_j)}$. If $\frac{y_1}{k(x_1, \xi_j)} > \frac{y_2}{k(x_2, \xi_j)}$ then $k(x_1, \xi_j) < \frac{y_1}{y_2}$, and interchange the indices for the other case. So we can calculate $|A_0|$ as $|B_1| + |B_2|$ with

$$A_{01} = \{ \exists \omega_j : u_j k(x_1, \xi_j) \mathbb{I}_{k(x_1, \xi_j)/k(x_2, \xi_j) < y_1/y_2} \mathbb{I}_{-\tau \leq s_j \leq t} > y_1 \}$$

$$A_{02} = \{ \exists \omega_j : u_j k(x_2, \xi_j) \mathbb{I}_{k(x_2, \xi_j)/k(x_1, \xi_j) < y_2/y_1} \mathbb{I}_{-\tau \leq s_j \leq t} > y_2 \}.$$

Calculate $|A_{01}|$ first as

$$|A_{01}| = \int_{\Lambda \in \mathcal{L}} \int_{\xi \in \mathbb{R}^d} \int_{u > \frac{y_1}{k(x_1, \xi)}} \int_0^\infty \int_{s=-\tau}^t \beta \delta e^{-\delta \tau} \mathbb{I}_{\{k(x_1, \xi_j)/k(x_2, \xi_j) < y_1/y_2\}} \beta u^{-2} ds d\tau du d\xi \pi(d\Lambda)$$

$$= \int_{\Lambda \in \mathcal{L}} \int_{\xi \in \mathbb{R}^d} \int_{u > \frac{y_1}{k(x_1, \xi)}} \left[ \frac{1}{\delta} + t \right] \beta u^{-2} \mathbb{I}_{\{k(x_1, \xi_j)/k(x_2, \xi_j) < y_1/y_2\}} du d\xi \pi(d\Lambda)$$

$$= \int_{\Lambda \in \mathcal{L}} \int_{\xi \in \mathbb{R}^d} \left[ \frac{1}{\delta} + t \right] \beta k(x_1, \xi) \frac{y_1}{y_1} \mathbb{I}_{\{k(x_2, \xi_j) < y_1/y_2\}} d\xi \pi(d\Lambda).$$
Now changing variables to \( z = \xi - x_1 \), so \( \xi - x_2 = z - \Delta(0) \) for \( \Delta(0) \) as in (D.3) we obtain

\[
|A_{01}| = \int_{\Lambda} \int_{z \in \mathbb{R}^d} \left[ \frac{1}{\delta} + t \right] \frac{\beta}{y_1} \frac{k(0, z)}{y_1} \mathbb{1}_{\{k(x_2 - \Delta(0)) < y_1 \}} dz \pi(d\Lambda)
\]

\[
= \left[ \frac{1}{\delta} + t \right] \frac{\beta}{y_1} \int_{\Lambda} F(\Lambda, \Delta(0); y_1, y_2) \pi(d\Lambda)
\]

for \( F \) as in (D.4).

In the isotropic Gaussian case, we obtain

\[
|A_{01}| = \left[ \frac{1}{\delta} + t \right] \frac{\beta}{y_1} \int_{\Lambda \in \mathcal{L}} \Phi \left( -\frac{\sigma(\Delta(0), \Lambda)}{2} + \frac{1}{\sigma(\Delta(0), \Lambda)} \log \frac{y_1}{y_2} \right) \pi(d\Lambda).
\]

A symmetry argument gives

\[
|A_{02}| = \left[ \frac{1}{\delta} + t \right] \frac{\beta}{y_2} \int_{\Lambda \in \mathcal{L}} F(\Lambda, \bar{\Delta}(0); y_2, y_1) \pi(d\Lambda)
\]

with \( \bar{\Delta} \) as in (D.6). In the specific case of the isotropic Gaussian kernel

\[
|A_{02}| = \left[ \frac{1}{\delta} + t \right] \frac{\beta}{y_2} \int_{\Lambda \in \mathcal{L}} \Phi \left( -\frac{\sigma(\bar{\Delta}(0), \Lambda)}{2} + \frac{1}{\sigma(\bar{\Delta}(0), \Lambda)} \log \frac{y_2}{y_1} \right) \pi(d\Lambda).
\]

Then we obtain the probability of a contemporaneous exceedance in the interval \([0, t]\) as \( \exp(-|A_0|) \) with

\[
|A_0| = \beta \left[ \frac{1}{\delta} + t \right] \left[ \frac{1}{y_1} \int_{\Lambda} F(\Lambda, \Delta(0); y_1, y_2) \pi(d\Lambda) + \frac{1}{y_2} \int_{\Lambda} F(\Lambda, \bar{\Delta}(0); y_2, y_1) \pi(d\Lambda) \right].
\]

Now, the set \( A_2 \), given by

\[
A_2 = \{ \omega : \max_j u_j k(x_1, \xi_j) < y_1, \max_j u_j k(x_2, \xi_j) > y_2, -\tau \leq s_j \leq t \}
\]

\[
= \left\{ \omega : \frac{y_2}{k(x_2, \xi)} < u < \frac{y_1}{k(x_1, \xi)}, \frac{k(x_1, \xi)}{k(x_2, \xi)} < \frac{y_1}{y_2}, \tau \leq s \leq t \right\}
\]

is the set where one or more exceedances at \( x_2 \) occur by time \( t \) without any exceedances at \( x_1 \).

\[
|A_2| = \int_{\Lambda \in \mathcal{L}} \int_{\mathbb{R}^d} \int_{u = \frac{y_2}{k(x_2, \xi)}}^{\infty} \int_{\tau = 0}^{\infty} \int_{s = -\tau}^{t} \beta u^{-2} e^{-s \tau} \mathbb{1}_{\{k(x_1, \xi), k(x_2, \xi) \}} \pi(d\Lambda)
\]

228
\[
\begin{aligned}
&= \left[ \frac{1}{\delta} + t \right] \beta \int_{\Lambda \in \mathcal{L}} \int_{\mathbb{R}^d} \left( \frac{k(x_2, \xi)}{y_2} - \frac{k(x_1, \xi)}{y_1} \right) \mathbb{1}_{\left\{ \frac{k(x_2, \xi)}{y_2} < \frac{v_1}{y_2} \right\}} d\xi \pi(d\Lambda) \\
&= \left[ \frac{1}{\delta} + t \right] \beta \int_{\Lambda \in \mathcal{L}} \left[ \int_{\mathbb{R}^d} \frac{k(x_2, \xi)}{y_2} \mathbb{1}_{\left\{ \frac{k(x_2, \xi)}{y_2} < \frac{v_1}{y_2} \right\}} d\xi - \int_{\mathbb{R}^d} \frac{k(x_1, \xi)}{y_1} \mathbb{1}_{\left\{ \frac{k(x_1, \xi)}{y_1} < \frac{v_1}{y_1} \right\}} d\xi \right] \pi(d\Lambda) \\
&= \left[ \frac{1}{\delta} + t \right] \beta \int_{\Lambda \in \mathcal{L}} \left[ \int_{\mathbb{R}^d} \frac{k(x_2, \xi)}{y_2} \mathbb{1}_{\left\{ \frac{k(x_2, \xi)}{y_2} < \frac{v_1}{y_2} \right\}} d\xi - \frac{1}{y_1} F(\Lambda, \Delta(0); y_1, y_2) \right] \pi(d\Lambda),
\end{aligned}
\]

where in the last step we used (D.4). Now, focus on the inner integral with respect to \( \xi \) and make the substitution \( z = \xi - x_2 \) so that \( \xi - x_1 = z - \Delta \). Then we have

\[
\int_{\mathbb{R}^d} \frac{k(x_2, \xi)}{y_2} \mathbb{1}_{\left\{ \frac{k(x_2, \xi)}{y_2} < \frac{v_1}{y_2} \right\}} d\xi = \frac{1}{y_2} \int_{\mathbb{R}^d} k(0, z) \mathbb{1}_{\left\{ \frac{k(0, z - \Delta)}{y_2} < \frac{v_1}{y_2} \right\}} dz = \frac{1}{y_2} \int_{\mathbb{R}^d} k(0, z) \left( 1 - \mathbb{1}_{\left\{ \frac{k(0, z - \Delta)}{y_2} < \frac{v_1}{y_2} \right\}} \right) dz = \frac{1}{y_2} \left[ 1 - F(\Lambda, \Delta(0); y_2, y_1) \right].
\]

So this gives

\[
|A_2| = \left[ \frac{1}{\delta} + t \right] \beta \int_{\Lambda \in \mathcal{L}} \left[ \frac{1}{y_2} \left[ 1 - F(\Lambda, \Delta(0); y_2, y_1) \right] - \frac{1}{y_1} F(\Lambda, \Delta(0); y_1, y_2) \right] \pi(d\Lambda),
\]

with \( \mathbb{P}[\mathcal{N}(A_2) = 0] = \exp(-|A_2|) \). For the isotropic Gaussian kernel we get

\[
|A_2| = \left[ \frac{1}{\delta} + t \right] \beta \left[ \frac{1}{y_2} \Phi \left( \frac{\sigma(\Delta(0), \Lambda)}{2} + \frac{1}{\sigma(\Delta(0), \Lambda)} \log \frac{y_1}{y_2} \right) - \frac{1}{y_1} \Phi \left( -\frac{\sigma(\Delta(0), \Lambda)}{2} + \frac{1}{\sigma(\Delta(0), \Lambda)} \log \frac{y_1}{y_2} \right) \right].
\]

Note that in the Gaussian case, \( \sigma(\Delta(0), \Lambda) = \sigma(\Delta(0), \Lambda) \), since \((x_1 - x_2)' \Lambda (x_1 - x_2) = (x_2 - x_1)' \Lambda (x_2 - x_1) \).

A symmetry argument shows that

\[
|A_1| = \left[ \frac{1}{\delta} + t \right] \beta \int_{\Lambda \in \mathcal{L}} \left[ \frac{1}{y_1} \left[ 1 - F(\Lambda, \Delta(0); y_1, y_2) \right] - \frac{1}{y_2} F(\Lambda, \Delta(0); y_2, y_1) \right] \pi(d\Lambda),
\]
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In the case where $y_1 = y_2 = y$, all of the expressions for the Gaussian case simplify considerably, resulting in

$$|A_0^*| = \left[ \frac{1}{\delta} + t \right] \frac{2 \beta}{y} \int_{\Lambda} \Phi \left( \frac{-\sigma(\Delta(0, \Lambda))}{2} \right) \pi(d\Lambda)$$

$$|A_1^*| = |A_2^*| = \left[ \frac{1}{\delta} + t \right] \frac{2 \beta}{y} \int_{\Lambda} \left[ \Phi \left( \frac{\sigma(\Delta(0, \Lambda))}{2} \right) - \frac{1}{2} \right] \pi(d\Lambda)$$

Now, set

$$\kappa_1^* = \kappa_{x_1}^*(y_1) = \text{time until first exceedance of } y_1 \text{ at } x_1$$

$$\kappa_2^* = \kappa_{x_2}^*(y_2) = \text{time until first exceedance of } y_2 \text{ at } x_2$$

$$\kappa_1^* = \text{time until first exceedance of } y_1 \text{ at } x_1 \text{ without exceeding } y_2 \text{ at } x_2$$

$$\kappa_2^* = \text{time until first exceedance of } y_2 \text{ at } x_2 \text{ without exceeding } y_1 \text{ at } x_1$$

$$\kappa_0^* = \text{time until first common exceedance.}$$

and also define $\lambda_j$ by

$$|A_j| = \left[ t + \frac{1}{\delta} \right] \beta \lambda_j,$$

and

$$m^* \equiv \bigwedge_{j=0}^{2} \kappa_j^*.$$ 

Notice that

$$\lambda_0 + \lambda_1 = \frac{1}{y_1}$$

$$\lambda_0 + \lambda_2 = \frac{1}{y_2}$$

Now calculate the waiting times. There are eight cases relating to which of $\kappa_0^*, \kappa_1^*, \kappa_2^*$ are zero, summarized – along with the resulting conditional distribution of $\kappa_{(1,2)}(y_1, y_2)$ – in the table below.
In case eight, we have three further subcases (all conditional on case 8):

1. Case 8a: If case 8 holds and $\kappa^*_0 = \bigwedge_{j=0}^2 \kappa^*_j = m^*$, then $\kappa_{(1,2)}(y_1, y_2) = 0$

2. Case 8b: If case 8 holds and $\kappa^*_1 = m^*$, then $\kappa_{(1,2)}(y_1, y_2)$ has the distribution of $\kappa^*_0 \land \kappa^*_2$.

3. Case 8c: If case 8 holds and $\kappa^*_2 = m^*$, then $\kappa_{(1,2)}(y_1, y_2)$ has the distribution of $\kappa^*_0 \land \kappa^*_1$.

First, the zero probability. The first four cases in the table have probability equal to the marginal probability that $\kappa^*_0 = 0$, given by

$$P[\kappa^*_0 = 0] = 1 - e^{-\beta \lambda_0 / \delta}.$$ 

The fifth case has probability

$$P[\kappa^*_0 > 0, \kappa^*_1 = \kappa^*_2 = 0] = e^{-\beta \lambda_0 / \delta} (1 - e^{-\beta \lambda_1 / \delta})(1 - e^{-\beta \lambda_2 / \delta}).$$

And case 8a has probability

$$P[\kappa^*_0 = m^*, m^* > 0] = \frac{\lambda_0}{\lambda_0 + \lambda_1 + \lambda_2} e^{-\beta (\lambda_0 + \lambda_1 + \lambda_2) / \delta},$$

which together give the zero probability.

Case 6 gives

$$P[\kappa_{(1,2)}(y_1, y_2) > t, \kappa^*_0 > 0, \kappa^*_1 > 0, \kappa^*_2 = 0] = P[\kappa^*_0 \land \kappa^*_1 > t] e^{-\beta (\lambda_1 + \lambda_0) / \delta}(1 - e^{-\beta \lambda_2 / \delta})$$

$$= e^{-t \beta (\lambda_0 + \lambda_1)} e^{-\beta (\lambda_1 + \lambda_0) / \delta}(1 - e^{-\beta \lambda_2 / \delta}).$$
Case 7 gives, by symmetry
\[ \mathbb{P}[\kappa_{(1,2)}(y_1, y_2) > t, \kappa_0^* > 0, \kappa_1^* > 0, \kappa_2^* = 0] = e^{-t\beta(\lambda_0 + \lambda_2)}e^{-\beta(\lambda_2 + \lambda_0)/\delta}(1 - e^{-\beta\lambda_1/\delta}). \]

Finally, the last two subcases of case 8 give
\[ \mathbb{P}[\kappa_{(1,2)}(y_1, y_2) > t, \kappa_1^* = m^*, \kappa_0^* > 0, \kappa_1^* > 0, \kappa_2^* > 0] = e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta}\frac{\lambda_1 e^{-t\beta(\lambda_0 + \lambda_2)}}{\lambda_0 + \lambda_1 + \lambda_2}, \]

and
\[ \mathbb{P}[\kappa_{(1,2)}(y_1, y_2) > t, \kappa_2^* = m^*, \kappa_0^* > 0, \kappa_1^* > 0, \kappa_2^* > 0] = e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta}\frac{\lambda_2 e^{-t\beta(\lambda_0 + \lambda_1)}}{\lambda_0 + \lambda_1 + \lambda_2}. \]

So the final expression is
\[ \mathbb{P}[\kappa_{(1,2)}(y_1, y_2) = 0] = 1 - e^{-\beta\lambda_0/\delta} + e^{-\beta\lambda_0/\delta}(1 - e^{-\beta\lambda_1/\delta})(1 - e^{-\beta\lambda_2/\delta}) + \frac{\lambda_0 e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta}}{\lambda_0 + \lambda_1 + \lambda_2}. \]

\[ \mathbb{P}[\kappa_{(1,2)}(y_1, y_2) > t] = e^{-t\beta(\lambda_0 + \lambda_1)}\left(e^{-\beta(\lambda_0 + \lambda_1)/\delta}(1 - e^{-\beta\lambda_2/\delta}) + \frac{\lambda_2 e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta}}{\lambda_0 + \lambda_1 + \lambda_2}\right) + e^{-t\beta(\lambda_0 + \lambda_2)}\left(e^{-\beta(\lambda_2 + \lambda_0)/\delta}(1 - e^{-\beta\lambda_1/\delta}) + \frac{\lambda_1 e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta}}{\lambda_0 + \lambda_1 + \lambda_2}\right). \]

(D.7)

Now, since \( \lambda_j = O(1/y_1 + 1/y_2) \), \( \exp(-c\lambda_j) \to 1 \) as \( y_1, y_2 \to \infty \) faster than \( \lambda_j \), which converge to zero at the rate \( 1/y_j \). So as \( y_1, y_2 \to \infty \) we have
\[ \mathbb{P}[\kappa_{(1,2)}(y_1, y_2) = 0] \approx \frac{\lambda_0}{\lambda_0 + \lambda_1 + \lambda_2} \]
\[ \mathbb{P}[\kappa_{(1,2)}(y_1, y_2) > t] \approx e^{-t\beta(\lambda_0 + \lambda_1)}\frac{\lambda_2}{\lambda_0 + \lambda_1 + \lambda_2} + e^{-t\beta(\lambda_0 + \lambda_2)}\frac{\lambda_1}{\lambda_0 + \lambda_1 + \lambda_2}. \]

D.3 Proof of Theorem 5.2.7

We construct the waiting time distribution in the general case. As in the proof of Theorem 5.2.6, define
\[ \kappa_1^* = \text{time until first exceedance of } y_1 \text{ at } x_1 \text{ without exceeding } y_2 \text{ at } x_2 \]
\[ \kappa^*_2 = \text{time until first exceedance of } y_2 \text{ at } x_2 \text{ without exceeding } y_1 \text{ at } x_1 \]
\[ \kappa^*_0 = \text{time until first simultaneous exceedance.} \]

Since the sets of support points leading to each of these three events are disjoint, \( \kappa^*_j \) are independent, though their distributions differ from the zero velocity case.

We will make use of two features of \( Y(x,t) \) that allow us to use some of the calculations for Theorem 5.2.6. First, by Theorem 5.2.2, the distribution of \( Y(x,0) \) does not depend on velocity, so \( \mathbb{P}[\kappa^*_0 = 0] \), \( \mathbb{P}[\kappa^*_1 = 0] \), and \( \mathbb{P}[\kappa^*_2 = 0] \) are the same as in the zero velocity case. Second, let \( E_1(\mathcal{F}_T) \) be any event measurable with respect to \( \mathcal{F}_T \), the filtration at time \( T \), and let \( E_2(\mathcal{F}_{t+T}) \) be any event measurable with respect to the filtration at time \( t+T \). In general we can write \( E_2(\mathcal{F}_{t+T}) = E_{21}(\mathcal{F}_{t+T}) \cup E_{22}(\mathcal{F}_{t+T} \setminus \mathcal{F}_T) \) with \( E_{21} \cap E_{22} = \emptyset \), i.e. we can partition the event into events that are measurable with respect to \( \mathcal{F}_{t+T} \) and events that are measurable with respect to \( \mathcal{F}_{t+T} \) but about which \( \mathcal{F}_T \) contains no information. In the max-stable velocity process, events of the form \( E_{22}(\mathcal{F}_{t+T} \setminus \mathcal{F}_T) \) relate to support points that have \( s_j > T \). Moreover, this is true for any \( T, t \), that is, events caused by support points born after time \( T \) are always in \( E_{22}(\mathcal{F}_{t+T} \setminus \mathcal{F}_T) \).

Since
\[
\mathbb{P}[E_2(\mathcal{F}_{t+T}) \mid E_1(\mathcal{F}_T)] = \mathbb{P}[E_2(\mathcal{F}_{t+T}) \mid E_1(\mathcal{F}_T)] + \mathbb{P}[E_2(\mathcal{F}_{t+T} \setminus \mathcal{F}_T) \mid E_1(\mathcal{F}_T)] \\
= \mathbb{P}[E_2(\mathcal{F}_{t+T}) \mid E_1(\mathcal{F}_T)] + \mathbb{P}[E_2(\mathcal{F}_{T+t} \setminus \mathcal{F}_T)],
\]

we can bound the probability of events of the form \( \mathbb{P}[E_2(\mathcal{F}_{t+T}) \mid E_1(\mathcal{F}_T)] \) by the marginal probability of an event in \( \mathcal{F}_{t+T} \setminus \mathcal{F}_T \). The event that an exceedance is caused by a kernel born after time \( T \) for any \( T \) is always contained in \( \mathcal{F}_{t+T} \setminus \mathcal{F}_T \), and in particular, the event that an exceedance is caused at birth time by a kernel born after time \( T \) is contained in \( \mathcal{F}_{T+t} \setminus \mathcal{F}_T \). This is quite useful, since the time \( t \) until first exceedance of \( y \) at \( x \) at kernel birth given that first exceedance does not occur at time \( T \) has exactly the same distribution as in the zero velocity case, with survival
function $e^{-\beta t/y}$, which does not depend on $T$ at all. Exponential distributions of this form will dominate all of the nonatomic distributions in the mixture that we derive here.

Now define some additional random variables

1. $\kappa_{12}^{(0)}$, the time until first exceedance of $y_2$ at $x_2$ given that exceedance of $y_1$ at $x_1$ but not exceedance of $y_2$ at $x_2$ occurs at time 0

2. $\kappa_{21}^{(0)}$, the time until first exceedance of $y_1$ at $x_1$ given that exceedance of $y_2$ at $x_2$ but not exceedance of $y_1$ at $x_1$ occurs at time 0

3. $\kappa_{12}^{(+)}$, the time until first exceedance of $y_2$ at $x_2$ given that $\kappa_1^* = \min_j \kappa_j^*$ and $\kappa_1^* \neq 0$

4. $\kappa_{21}^{(+)}$, the time until first exceedance of $y_1$ at $x_1$ given that $\kappa_2^* = \min_j \kappa_j^*$ and $\kappa_2^* \neq 0$.

Using the decomposition into events measurable with respect to $\mathcal{F}_{t+T}$ and events measurable with respect to $\mathcal{F}_{t+T}\setminus\mathcal{F}_T$, for any of the above four random variables we have

$$\mathbb{P}[\kappa < t] \geq \mathbb{P}[\kappa(\mathcal{F}_{t+T}\setminus\mathcal{F}_T) < t],$$

where $\kappa(\mathcal{F}_{t+T}\setminus\mathcal{F}_T)$ is the waiting time until exceedance by a support point born after time $T$. This will be similar in every case, and it is given by $1 - \exp(-\beta(t + g(t))/y)$ where

$$\frac{\beta g(t)}{y} = \int_{\tau \in (0,\infty)} \int_{t} \int_{\xi \in \mathbb{R}^d} \frac{\beta(k^*(x,\omega,t) - k(x,\xi))}{y} \delta e^{-\delta(t - \tau)\mathbb{I}_{\{k^*(x,\omega,t) > 1\}}(d\omega),}$$

a positive, monotone nondecreasing function (see the proof of Theorem 5.2.3 and Lemma D.1.1). To obtain the final expression for $\mathbb{P}[\kappa < t]$, use the fact that any waiting time in a Poisson process is $\mathbb{P}[\mathcal{N}(A) = 0] = e^{-|A|}$ for a set $A$, and the
calculation above lower bounds $|A|$. So we have $\mathbb{P}[\kappa > t] = e^{-\beta([t+g(t)]/y+h(t))}$. We do not derive an expression for $h$, but several properties are clear. $h$ must be a nonnegative function. $h(t)$ relates to the probability of exceedance by time $t$ by a support point that was alive when exceedance occurred at another location, so it must be monotone. However, because the support points have exponential lifetimes, $\lim_{t \to \infty} h(t) \neq \infty$, since any support points alive when the initial event occurred will die almost surely, and the probability of exceedance at $x_2$ in the future given exceedance at $x_1$ is strictly less than one unless $x_1 = x_2$. Using the bound derived in Lemma D.1.1, we have $\mathbb{P}[\kappa > t] \leq e^{-\beta([t+g(t)]/y+c)}$ for a monotone nondecreasing function $g$ that is bounded by (D.1) for isotropic $k$ and a constant $c$ depending on $x_1, x_2, y_1, y_2$.

Now, consider the possible values of $\kappa_j^*$ and the resulting distributions of $\kappa_{(1,2)}(y_1, y_2)$:

<table>
<thead>
<tr>
<th>case</th>
<th>$\kappa_0^* = 0$</th>
<th>$\kappa_1^* = 0$</th>
<th>$\kappa_2^* = 0$</th>
<th>Dist’n of $\kappa_{(1,2)}(y_1, y_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T</td>
<td>T/F</td>
<td>T/F</td>
<td>$\delta_0$</td>
</tr>
<tr>
<td>2</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>$\delta_0$</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>$\kappa_{21}^{(0)}$</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>$\kappa_{12}^{(0)}$</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>mixture of $\delta_0, \kappa_{12}^{(+)}, \kappa_{21}^{(+)}$</td>
</tr>
</tbody>
</table>

Define $\lambda_0$, $\lambda_1$, $\lambda_2$ as in the proof of Theorem 5.2.6, and define

$$p_l = \mathbb{P}\left[ \kappa_l^* = \bigwedge_j \kappa_j^* \middle| \bigwedge_j \kappa_j^* \neq 0 \right],$$

and let $\mu_l(dT)$ be the distribution of $k_l^*$ conditional on the event

$$\left\{ \kappa_j^* = \bigwedge_j \kappa_j^*, \bigwedge_j \kappa_j^* \neq 0 \right\}.$$

Then

$$\mathbb{P}[\kappa_{(1,2)} = 0] = 1 - e^{-\beta \lambda_0 / \delta} + e^{-\beta \lambda_0 / \delta} (1 - e^{-\beta \lambda_1 / \delta})(1 - e^{-\beta \lambda_1 / \delta}) + e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2) / \delta} p_0,$$
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where we have used the fact that $P[\kappa^*_j = 0]$ is the same as in the zero velocity case.

Then we have
\[
\mathbb{P}[\kappa(1,2) > t] = e^{-\beta(\lambda_0 + \lambda_2)/\delta} e^{-\beta(t/\gamma_2 + g_{12}(t/\gamma_1,\gamma_2) + h^{(0)}_{12}(t,\gamma_1,\gamma_2))}
+ e^{-\beta(\lambda_0 + \lambda_1)/\delta} e^{-\beta(t/\gamma_1 + g_{21}(t/\gamma_1,\gamma_2) + h^{(0)}_{21}(t,\gamma_1,\gamma_2))}
+ e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta} e^{-\beta(t/\gamma_1 + g_{12}(t/\gamma_1,\gamma_2))} \left( \int_{T=0}^{\infty} e^{-h^{(+)}_{12}(t,\gamma_1,\gamma_2;T)} \mu_1(dT) \right)
+ e^{-\beta(\lambda_0 + \lambda_1 + \lambda_2)/\delta} e^{-\beta(t/\gamma_2 + g_{21}(t/\gamma_1,\gamma_2))} \left( \int_{T=0}^{\infty} e^{-h^{(+)}_{21}(t,\gamma_1,\gamma_2;T)} \mu_2(dT) \right)
\]

where $h^{(+)}_{jj'}(t, \gamma_1, \gamma_2, T)$ are positive and monotone nondecreasing in $t$ for every $T$.

### D.4 Algorithms and Computation

#### D.4.1 Gibbs sampler for mixture models

Consider the Bayesian model
\[
\kappa \sim q_0 \delta_0 + \sum_{j=1}^{K-1} q_j \text{Exponential}(\lambda_j), \quad (D.8)
\]
\[
q \sim \text{Dirichlet}(\alpha), \quad \lambda_j \overset{iid}{\sim} \text{Gamma }(\alpha, b), \quad (D.9)
\]

For observed waiting times $\kappa_i$ for $i \in \{1, \ldots, N\}$, a Gibbs sampler for this model, including imputation of continuous waiting times from censored waiting times, cycles through the following steps

1. For each observation $i \in \{1, \ldots, N\}$, sample a latent variable $z_i \sim \text{Categorical}(\tilde{q})$, where
   \[
   \tilde{q}_j = \begin{cases} 
   \frac{q_j \lambda_j e^{-\lambda \kappa_i}}{q_0 \lambda e^{-\lambda \kappa_i} + \sum_{j=1}^{K-1} q_j \lambda_j e^{-\lambda \kappa_i}} & j > 0 \\
   \frac{q_0 \lambda e^{-\lambda \kappa_i}}{q_0 \lambda e^{-\lambda \kappa_i} + \sum_{j=1}^{K-1} q_j \lambda_j e^{-\lambda \kappa_i}} & j = 0
   \end{cases}
   \]

2. Sample $\lambda_j$ from
   \[
   \lambda_j \sim \text{Gamma } \left( a + \sum_i \mathbb{1}_{\{z_i=j\}}, b + \sum_i \tilde{\kappa}_i \mathbb{1}_{\{z_i=j\}} \right).
   \]
Table D.1: Key indicating identity of currencies corresponding to each column of the colormap images in Figure 5.6.

<table>
<thead>
<tr>
<th>column/row number</th>
<th>symbol</th>
<th>name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AUD</td>
<td>Australian Dollar</td>
</tr>
<tr>
<td>2</td>
<td>BEF</td>
<td>Belgian Franc</td>
</tr>
<tr>
<td>3</td>
<td>CAD</td>
<td>Canadian Dollar</td>
</tr>
<tr>
<td>4</td>
<td>FRF</td>
<td>French Franc</td>
</tr>
<tr>
<td>5</td>
<td>DEM</td>
<td>German Deutschmark</td>
</tr>
<tr>
<td>6</td>
<td>JPY</td>
<td>Japanese Yen</td>
</tr>
<tr>
<td>7</td>
<td>NLG</td>
<td>Dutch Guilder</td>
</tr>
<tr>
<td>8</td>
<td>NZD</td>
<td>New Zealand Dollar</td>
</tr>
<tr>
<td>9</td>
<td>ESP</td>
<td>Spanish Peseta</td>
</tr>
<tr>
<td>10</td>
<td>SEK</td>
<td>Swedish Kroner</td>
</tr>
<tr>
<td>11</td>
<td>CHF</td>
<td>Swiss Franc</td>
</tr>
<tr>
<td>12</td>
<td>GBP</td>
<td>British Pound</td>
</tr>
</tbody>
</table>

3. Sample $q$ from

$$q \sim \text{Dirichlet} \left( \alpha + \sum_i \mathbb{1}_{\{z_i=1\}}, \ldots, \alpha + \sum_i \mathbb{1}_{\{z_i=K\}} \right)$$

4. Sample $w_i \sim \text{Categorical}(\tilde{q})$ where

$$\tilde{q}_j = \begin{cases} \frac{q_j (F_{\lambda_j}(\kappa_i+1)-F_{\lambda_j}(\kappa_i))}{q_{01}(\kappa_i=0)+\sum_j q_j (F_{\lambda_j}(\kappa_i+1)-F_{\lambda_j}(\kappa_i))} & j > 0 \\ \frac{q_{01}(\kappa_i=0)+\sum_j q_j (F_{\lambda_j}(\kappa_i+1)-F_{\lambda_j}(\kappa_i))}{\sum_j q_j (F_{\lambda_j}(\kappa_i+1)-F_{\lambda_j}(\kappa_i))} & j = 0 \end{cases}$$

then sample

$$\tilde{K}_i \sim \begin{cases} \delta_0 & w_i = 1 \\ \text{Exponential}_{[\kappa_i,\kappa_i+1]}(\lambda_j) & w_i = j + 1 \end{cases}$$

where Exponential$_{[l,u]}$ is an exponential distribution truncated to the interval $[l,u]$.
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Table D.2: Key indicating identity of stocks corresponding to each column of the colormap images in Figure 5.5

<table>
<thead>
<tr>
<th>column/row number</th>
<th>symbol</th>
<th>name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>axp</td>
<td>American Express</td>
</tr>
<tr>
<td>2</td>
<td>ba</td>
<td>Boeing</td>
</tr>
<tr>
<td>3</td>
<td>cat</td>
<td>Caterpillar</td>
</tr>
<tr>
<td>4</td>
<td>csco</td>
<td>Cisco Systems</td>
</tr>
<tr>
<td>5</td>
<td>cvx</td>
<td>Chevron</td>
</tr>
<tr>
<td>6</td>
<td>dd</td>
<td>DuPont</td>
</tr>
<tr>
<td>7</td>
<td>dis</td>
<td>Disney</td>
</tr>
<tr>
<td>8</td>
<td>ge</td>
<td>General Electric</td>
</tr>
<tr>
<td>9</td>
<td>gs</td>
<td>Goldman Sachs</td>
</tr>
<tr>
<td>10</td>
<td>hd</td>
<td>Home Depot</td>
</tr>
<tr>
<td>11</td>
<td>ibm</td>
<td>IBM</td>
</tr>
<tr>
<td>12</td>
<td>intc</td>
<td>Intel</td>
</tr>
<tr>
<td>13</td>
<td>jnj</td>
<td>Johnson &amp; Johnson</td>
</tr>
<tr>
<td>14</td>
<td>jpm</td>
<td>J.P. Morgan Chase</td>
</tr>
<tr>
<td>15</td>
<td>ko</td>
<td>Coca-Cola</td>
</tr>
<tr>
<td>16</td>
<td>mcd</td>
<td>McDonald’s</td>
</tr>
<tr>
<td>17</td>
<td>mmm</td>
<td>3M</td>
</tr>
<tr>
<td>18</td>
<td>mrk</td>
<td>Merck</td>
</tr>
<tr>
<td>19</td>
<td>msft</td>
<td>Microsoft</td>
</tr>
<tr>
<td>20</td>
<td>nke</td>
<td>Nike</td>
</tr>
<tr>
<td>21</td>
<td>pfe</td>
<td>Pfizer</td>
</tr>
<tr>
<td>22</td>
<td>pg</td>
<td>Proctor &amp; Gamble</td>
</tr>
<tr>
<td>23</td>
<td>t</td>
<td>AT&amp;T</td>
</tr>
<tr>
<td>24</td>
<td>trv</td>
<td>Travelers</td>
</tr>
<tr>
<td>25</td>
<td>unh</td>
<td>United Healthcare</td>
</tr>
<tr>
<td>26</td>
<td>utx</td>
<td>United Technologies</td>
</tr>
<tr>
<td>27</td>
<td>v</td>
<td>Visa</td>
</tr>
<tr>
<td>28</td>
<td>vz</td>
<td>Verizon</td>
</tr>
<tr>
<td>29</td>
<td>wmt</td>
<td>Wal-Mart</td>
</tr>
<tr>
<td>30</td>
<td>xom</td>
<td>Exxon-Mobil</td>
</tr>
</tbody>
</table>
**Figure D.1:** Map with numbers labeling locations of weather stations; the numbers correspond to the order in which the stations appear in the colormap images in Figure 5.4.

**Figure D.2:** Left: plots of $\hat{\gamma}_d(y_1, y_2)$ for $d = W_{1,\phi}$ and $d = TV$ for threshold $y_i = \hat{F}_i^{-1}(0.99)$ versus Euclidean distance between points. Right: Posterior estimates of $\eta_i | \kappa_i(y_i)$ and $\eta(i,i') | \kappa(i,i')(y_i, y_{i'})$ for $y = F^{-1}(0.99)$.  
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Appendix E

Appendix to Chapter 6

E.1 Proof of Theorem 6.2.4

E.1.1 Preparatory results

The following is a standard result of the Doeblin condition in Assumption 6.2.1.

**Theorem E.1.1** (Convergence under Doeblin condition). Under assumption 6.2.1, there exists a unique stationary measure $\Pi$ for $\mathcal{P}$. Furthermore for any initial probability measures $\nu_1, \nu_2$, one has

$$
||\nu_1 \mathcal{P}^t - \nu_2 \mathcal{P}^t||_{TV} \leq (1 - \alpha)^t ||\nu_1 - \nu_2||_{TV}.
$$

In particular, taking $\nu_1 = \Pi$, we have

$$
||\Pi - \nu_2 \mathcal{P}^t||_{TV} \leq (1 - \alpha)^t ||\Pi - \nu_2||_{TV} \leq (1 - \alpha)^t.
$$

**Proposition E.1.2.** Under Assumptions 6.2.1 and 6.2.2, any stationary measure $\Pi_\epsilon$ of $\mathcal{P}_\epsilon$ satisfies

$$
||\Pi - \Pi_\epsilon||_{TV} \leq \frac{\epsilon}{\alpha}.
$$

**Proof.**

$$
||\Pi - \Pi_\epsilon||_{TV} \leq ||\Pi \mathcal{P} - \Pi||_{TV} + ||\Pi_\epsilon \mathcal{P} - \Pi, \mathcal{P}_\epsilon||_{TV} \leq (1 - \alpha) ||\Pi - \Pi_\epsilon||_{TV} + \epsilon
$$
The first inequality follows from the triangle inequality the second used Assumption 6.2.1 for the first term and Assumption 6.2.2 for the second term. Rearranging the resulting inequality produces the result.

**Proposition E.1.3.** Let Assumption 6.2.1 and 6.2.2 hold. For any \( \epsilon \in (0, \alpha/2) \) Assumption 6.2.1 holds for the Markov operator \( P_\epsilon \) with the constant “\( \alpha \)” equal to \( \alpha - 2\epsilon \), which is less than 1 by construction. Hence for such \( \epsilon \) the chain has a unique stationary distribution \( \Pi_\epsilon \) to which it converges exponentially.

**Proof.** We have

\[
\|P_\epsilon(\theta, \cdot) - P_\epsilon(\theta', \cdot)\|_{TV} = \|P_\epsilon(\theta, \cdot) - P(\theta, \cdot) + P(\theta, \cdot) - P_\epsilon(\theta', \cdot)\|_{TV} \\
\leq \|P_\epsilon(\theta, \cdot) - P(\theta, \cdot)\|_{TV} + \|P(\theta, \cdot) - P_\epsilon(\theta', \cdot)\|_{TV} \\
\leq \epsilon + \|P(\theta, \cdot) - P(\theta', \cdot) + P(\theta', \cdot) - P_\epsilon(\theta', \cdot)\|_{TV} \\
\leq \epsilon + \|P(\theta, \cdot) - P(\theta', \cdot)\|_{TV} + \|P(\theta', \cdot) - P_\epsilon(\theta', \cdot)\|_{TV} \\
\leq \epsilon + (1 - \alpha) + \epsilon = 1 - (\alpha - 2\epsilon)
\]

\( \square \)

**Corollary E.1.4.** If \( P_\epsilon \) satisfies assumption 6.2.2 with \( \epsilon < \alpha/2 \), and \( P \) satisfies Assumption 6.2.1, then for any initial state measure \( \nu \)

\[
\|\nu P_\epsilon^t - \Pi\|_{TV} \leq (1 - (\alpha - 2\epsilon))^t \|\nu - \Pi\|_{TV} + \frac{\epsilon}{\alpha}.
\]

**Proof.** This follows by applying the triangle inequality and the results of Propositions E.1.2 and E.1.3. \( \square \)

**Corollary E.1.5** (Upper bounds on covariances). Suppose \( P \) satisfies assumption 6.2.1. Let \( f \) and \( g \) be bounded functions. Then

\[
\text{cov} f(\theta_t) g(\theta_s) \leq (1 - \alpha)^{|t-s|} \|f\|_* \|g\|_*,
\]

where \( \|f\|_* = \inf_{c \in \mathbb{R}} \|f - c\|_\infty \).
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Proof. Our strategy follows some of the discussion in Yang and Dunson (2013). Suppose $f$ satisfies $\Pi f = 0$, and $f \in L_2(\Pi)$. Define the forward operator

$$\mathcal{F} f (\theta) := \int f(\theta') \mathcal{P}(\theta, \theta') d\theta' = \mathbb{E} \left[ f(\theta_t) \mid \theta_0 = \theta' \right].$$

From Lemma 12.6.4 in $\mathcal{P}$,

$$\sup_{f, g \in L^2(\Pi)} \text{corr}(f(\theta), g(\theta)) = \sup_{\|f\| = 1, \|g\| = 1} \langle F^t f, g \rangle = \|F^t\|, \quad (E.1)$$

where $\|F^t\|$ is the operator norm of $F^t$. Since $F^t f(\theta') = \mathbb{E} [f(\theta_t) \mid \theta_0 = \theta']$, we have that

$$F^t f - \Pi f = \mathbb{E} [f(\theta_t) \mid \theta_0 = \theta'] - 0 \leq \|f\|_\infty (1 - \alpha)^t$$

by Theorem E.1.1, so $\langle F^t f, g \rangle < \|f\|_\infty \|g\|_\infty (1 - \alpha)^t$, giving $\|F^t\| \leq (1 - \alpha)^t$. Now, since

$$\text{corr}(f(\theta_0), g(\theta_t)) = \text{corr}(f(\theta_0) - c, g(\theta_t) - c')$$

for any $c, c' \in \mathbb{R}$, the bound in (E.1) also holds for functions with nonzero expectation with respect to $\Pi$. Therefore

$$\sup_{f, g \in L^2(\Pi)} \text{cov}(f(\theta_0), g(\theta_t)) \leq \|f\|_* \|g\|_* (1 - \alpha)^t.$$

Finally, since the above holds for any starting measure $\theta_0 \sim \nu$, and $\text{cov}(\theta_t, \theta_0) = \text{cov}(\theta_0, \theta_t)$, we obtain

$$\text{cov} f(\theta_t) g(\theta_s) \leq (1 - \alpha)^{|t-s|} \|f\|_* \|g\|_*.$$

\[\square\]

E.1.2 Error bounds for exact chain

We want to show upper bounds on

$$\mathbb{E} \left[ \left( \Pi \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k) \right)^2 \right] \quad \text{and} \quad \left\| \Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P}^k \right\|_{TV}. $$
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A simple way to obtain a bound on the expected square is to proceed analogously
to a bias-variance decomposition
\[
\mathbb{E} \left[ \left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k) \right)^2 \right] =
\]
\[
\mathbb{E} \left[ \left( \Pi f + \frac{1}{t} \sum_{k=1}^{t-1} (\nu \mathcal{P} f - \nu \mathcal{P} f) + \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k) \right)^2 \right] =
\]
\[
\mathbb{E} \left[ \left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P} f - \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k) - \nu \mathcal{P} f \right)^2 \right] =
\]
\[
\left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P} f \right)^2 + \mathbb{E} \left[ \left( \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k) - \nu \mathcal{P} f \right)^2 \right] =
\]
\[
\left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P} f \right)^2 + \frac{1}{t^2} \sum_{k=0}^{t-1} \sum_{j=0}^{t-1} \text{cov} (\theta_k) f(\theta_j).
\]

Now applying Corollary E.1.5 and Theorem E.1.1,
\[
\mathbb{E} \left[ \left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k) \right)^2 \right] \leq 4\|f\|_2^2 \left( \left\| \Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P} f \right\|_{TV} \right)^2
\]
\[
+ \frac{\|f\|_2^2}{t^2} \sum_{k=0}^{t-1} \sum_{j=0}^{t-1} (1 - \alpha)^{|j-k|}
\]
\[
\leq 4\|f\|_2^2 \left( \frac{(1 - (1 - \alpha)^t) \|\Pi - \nu\|_{TV}}{\alpha t} \right)^2
\]
\[
+ \frac{\|f\|_2^2}{t^2} \sum_{k=0}^{t-1} \sum_{j=0}^{t-1} (1 - \alpha)^{|j-k|}.
\]

Concentrating on the second term, we have
\[
\frac{\|f\|_2^2}{t^2} \sum_{k=0}^{t-1} \sum_{j=0}^{t-1} (1 - \alpha)^{|j-k|} = \frac{\|f\|_2^2}{t^2} \sum_{k=0}^{t-1} \sum_{j=0}^{k} (1 - \alpha)^{k-j} + \sum_{j=k+1}^{t-1} (1 - \alpha)^{j-k}
\]
\[ \left\| \Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu P_k \right\|_\text{TV} = \frac{1}{t} \sum_{k=0}^{t-1} \left\| \Pi - \nu P_k \right\|_\text{TV} \]
\[ \leq \frac{1}{t} \sum_{k=0}^{t-1} (1 - \alpha)^k \left\| \Pi - \nu \right\|_\text{TV} = \frac{1}{\alpha t} \left( 1 - (1 - \alpha)^t \right) \left\| \Pi - \nu \right\|_\text{TV}. \]

**E.1.3 Basic closeness properties of \( P_\epsilon \)**

Here we follow a similar approach as with the exact chain, except an additional asymptotic bias term will appear. First the total variation result

\[ \mathbb{E} \left[ \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k^\epsilon) \right] = \mathbb{E} \left[ (\Pi - \Pi_\epsilon) f + \frac{1}{t} \sum_{k=0}^{t-1} (\Pi_\epsilon - \nu P_\epsilon^k) f \right] \]
\[ - \frac{1}{t} \sum_{k=0}^{t-1} (f(\theta_k^\epsilon) - \nu P_\epsilon^k f) \]
\[ \leq \frac{2\left\| f \right\|_*}{\alpha} + \frac{2\left\| f \right\|_* (1 - (1 - \alpha_\epsilon)^t)}{t\alpha_\epsilon} \left\| \Pi_\epsilon - \nu \right\|_\text{TV}, \]

so

\[ \left\| \Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu P_\epsilon^k \right\|_\text{TV} = \sup_{f: \left\| f \right\|_\infty \leq 1} \frac{1}{2} \mathbb{E} \left[ \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k^\epsilon) \right] \]
\[ \leq \frac{\epsilon}{\alpha} + \frac{(1 - (1 - \alpha_\epsilon)^t)}{t\alpha_\epsilon} \left\| \Pi_\epsilon - \nu \right\|_\text{TV}, \]

which gives the result.
since $||f||_{\infty} \leq 1$ implies $||f||_* \leq 1$.

Now we use it to get the $L_2$ bound

$$E \left[ \left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k^\epsilon) \right)^2 \right] = E \left[ \left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} \nu P_k^\epsilon f + \frac{1}{t} \sum_{k=0}^{t-1} \nu P_k^\epsilon f - \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k^\epsilon) \right)^2 \right]$$

$$\leq 4||f||^2 \left( \frac{\epsilon}{\alpha} + \frac{(1 - (1 - \alpha \epsilon)^t)||\Pi \nu||_{TV}}{t \alpha \epsilon} \right)^2$$

$$+ \frac{\sum_{k=0}^{t-1} \sum_{j=0}^{t-1} \text{cov} f(\theta_k^\epsilon) f(\theta_j^\epsilon)}{t^2}$$

$$\leq 4||f||^2 \left( \frac{\epsilon}{\alpha} + \frac{(1 - (1 - \alpha \epsilon)^t)||\Pi \nu||_{TV}}{t \alpha \epsilon} \right)^2$$

$$+ ||f||^2_* \left( \frac{2}{\alpha \epsilon t} + \frac{2}{\alpha \epsilon t^2} + \frac{2(1 - \alpha \epsilon)^{t+1}}{\alpha^2 \epsilon t^2} - \frac{1}{t} - \frac{2}{\alpha^2 \epsilon t^2} \right)$$

where $\alpha \epsilon = \alpha - 2\epsilon$.

E.2 Proof of Remark 6.2.1

Now we show that the total variation bound for the exact chain is tight by exhibiting a Markov chain satisfying the assumptions that achieves the bound. Let

$$P = \begin{pmatrix} 1 - a & a \\ a & 1 - a \end{pmatrix}$$

for $a \leq 1/2$. It is easy to verify by direct calculation that the invariant measure is $\Pi = (1/2, 1/2)$ and $P$ satisfies the Doeblin condition with $\alpha = 2a$. $P$ has eigenvectors

$$\phi_1 = (1/2, 1/2), \quad \phi_2 = (-1/2, 1/2)$$

with eigenvalues 1 and $1 - 2a$, respectively. Any possible starting measure $\nu$ can be expressed as $\nu_\gamma = (\gamma, 1 - \gamma)$ for some $\gamma \leq 1/2$ (if $\gamma > 1/2$, just switch the definitions
of the two states). Then $||\nu_\gamma - \Pi||_{TV} = \frac{1}{2} (|1/2 - \gamma| + |1/2 - (1 - \gamma)|) = \frac{1}{2} - \gamma$ when $\gamma < 1/2$. This can be expressed in terms of the eigenvectors as

$$(\gamma, 1 - \gamma) = (1/2, 1/2) + (1 - 2\gamma)(-1/2, 1/2).$$

So then

$$\nu_\gamma P^k = (1/2, 1/2) + (1 - 2\gamma) (1 - 2\gamma)^k (1/2, 1/2)$$

and therefore

$$\frac{1}{t} \sum_{k=0}^{t-1} \nu P^k = (1/2, 1/2) + (1 - 2\gamma) \frac{1 - (1 - 2\gamma)^t}{2at} (-1/2, 1/2).$$

It follows that

$$||\Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu P^k||_{TV} = \frac{1}{2} \left( \left| \frac{1}{2} - \left( \frac{1}{2} - \frac{1}{2} ||\nu_\gamma - \Pi||_{TV} \frac{1 - (1 - \alpha)^t}{\alpha t} \right) \right| + \right.$$

$$\left. \frac{1}{2} - \left( \frac{1}{2} + \frac{1}{2} ||\nu_\gamma - \Pi||_{TV} \frac{1 - (1 - \alpha)^t}{\alpha t} \right) \right)$$

$$= \frac{1}{\alpha t} (1 - (1 - \alpha)^t) ||\nu_\gamma - \Pi||_{TV},$$

as required.

Now, the perturbation

$$\mathcal{P}_\epsilon = \begin{pmatrix} 1 - (a - \epsilon) & a - \epsilon \\ a + \epsilon & 1 - (a + \epsilon) \end{pmatrix},$$

satisfies $\sup_{\theta \in \Theta} ||\mathcal{P}_\epsilon(\theta, \cdot) - \mathcal{P}(\theta, \cdot)||_{TV} = \epsilon$. For $\epsilon < \alpha/2$, $\mathcal{P}_\epsilon$ satisfies the Doeblin condition with $\alpha_\epsilon = 2a = \alpha$, and has invariant measure $\Pi_\epsilon = \left( \frac{a + \epsilon}{2a}, \frac{a - \epsilon}{2a} \right)$. Therefore, we have

$$||\Pi - \Pi_\epsilon||_{TV} = \frac{1}{2} \left( \left| \frac{1}{2} - \frac{a + \epsilon}{2a} \right| + \left| \frac{1}{2} - \frac{a - \epsilon}{2a} \right| \right)$$
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\[
\frac{1}{2} \left( \left| \frac{2a - 2(a + \epsilon)}{2(2a)} \right| + \left| \frac{2a - 2(a - \epsilon)}{2(2a)} \right| \right) \\
= \frac{1}{2} \left( \frac{\epsilon}{\alpha} + \frac{\epsilon}{\alpha} \right) = \frac{\epsilon}{\alpha}
\]

for this chain, showing that for every \( \alpha < 1/2 \) and \( \epsilon < \alpha/2 \), there exists a Markov chain satisfying both the Doeblin condition and uniform approximation error conditions for which \( \|\Pi - \Pi_\epsilon\|_{TV} = \frac{\epsilon}{\alpha} \).

A similar perturbation

\[
P_\epsilon = \begin{pmatrix} 1 - (a - \epsilon) & a - \epsilon \\ a - \epsilon & 1 - (a - \epsilon) \end{pmatrix},
\]

can be represented as

\[
P_\epsilon = \begin{pmatrix} 1 - a_\epsilon & a_\epsilon \\ a_\epsilon & 1 - a_\epsilon \end{pmatrix},
\]

for \( a_\epsilon = a - \epsilon \), and has \( \alpha_\epsilon = 2a - 2\epsilon = \alpha - 2\epsilon \), and invariant measure \((1/2, 1/2)\). So applying the result proved for \( P \), \( P_\epsilon \) achieves

\[
\left\| \Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu P_\epsilon^k \right\|_{TV} = \left\| \Pi_\epsilon - \frac{1}{t} \sum_{k=0}^{t-1} \nu P_\epsilon^k \right\|_{TV} = \frac{(1 - (1 - \alpha_\epsilon)^t) \|\nu_\gamma - \Pi\|_{TV}}{\alpha_\epsilon t} = \frac{(1 - (1 - (\alpha - 2\epsilon)^t) \|\nu_\gamma - \Pi\|_{TV}}{(\alpha - 2\epsilon)t}.
\]

So there exist perturbations that achieve both of the components of the bound for \( \|\Pi - \frac{1}{t} \sum_{k=0}^{t-1} \nu P_\epsilon^k\|_{TV} \), but the perturbations exhibited differ.

Now, recall that

\[
\mathbb{E} \left[ \left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} f(\theta_k) \right)^2 \right] = \left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} \nu P_\epsilon^k f \right)^2 + \frac{1}{t^2} \sum_{k=0}^{t-1} \sum_{j=0}^{t-1} \text{cov} f(\theta_k) f(\theta_j).
\]

For a discussion of tightness of the covariance bound \( \text{cov} f(\theta_0) f(\theta_t) \leq \|F^t\| \) when the forward operator is compact and self-adjoint, see Yang and Dunson (2013). Now,
note that
\[ \mathcal{P} = \begin{pmatrix} 1 - a & a \\ a & 1 - a \end{pmatrix} \]
is the transition matrix of a reversible Markov chain on a finite state space, so \( F \) is compact and self-adjoint. We showed that
\[ \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P}^k = (1/2, 1/2) + (1 - 2\gamma) \frac{1 - (1 - 2a)^t}{2at} (-1/2, 1/2). \]
The only non-trivial functions on this state space have different values in the two states. To make \( |f| \leq 1 \), put \( f(0) = -1 \) and \( f(1) = 1 \). Then \( \Pi f = 0 \) and
\[ \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P}^k f = -1 \left( \frac{1}{2} - \frac{1}{2} (1 - 2\gamma) \frac{1 - (1 - 2a)^t}{2at} \right) \]
\[ + \left( \frac{1}{2} + \frac{1}{2} (1 - 2\gamma) \frac{1 - (1 - 2a)^t}{2at} \right) \]
\[ = (1 - 2\gamma) \frac{1 - (1 - 2a)^t}{2at} = 2 \| \Pi - \nu \|_{TV} \frac{1 - (1 - \alpha)^t}{\alpha t} \]
so
\[ \left( \Pi f - \frac{1}{t} \sum_{k=0}^{t-1} \nu \mathcal{P}^k \right)^2 = 4 \| f \|^2 \| \Pi - \nu \|_{TV}^2 \left( \frac{1 - (1 - \alpha)^t}{\alpha t} \right)^2 \]

E.3 Additional Computational Examples

This section applies the aMCMC algorithms considered in Section 6.3 of Chapter 6 to real and simulated data to assess their performance. For the mixture model with Gaussian approximations to full conditionals, a similar analysis to that for the logistic regression with data subsets is performed. That is, we estimate \( \epsilon \) and \( \alpha \) from sample paths and use these estimates to compare the behavior of the algorithm to the predictions in Section 6.4 of Chapter 6. Such an analysis is not possible for the Gaussian process example because the exact algorithm is numerically and
computationally infeasible due to the need to invert a very large matrix. For aMCMC for logistic regression and Gaussian processes, we also measure performance with respect to a larger variety of discrepancy measures or loss functions as a function of computation time.

E.3.1 Details of procedures for approximating $1 - \alpha$ and $\epsilon$

We first provide additional details on estimation of $1 - \alpha$ and $\epsilon$. To estimate the convergence rate $1 - \alpha$, we use the following approach based on sample path autocorrelations. When $\mathcal{P}$ is reversible, there exist $B$ and $V$ in Definition 7.1.1 in Chapter 6 such that $(1 - \alpha)^k = \|F^k\|$ for the forward operator $F$ defined in (6.12) of Chapter 6. When $F$ is compact, we also have

$$\sup_{f \in L^2(\Pi)} \text{Corr}(f(\theta_0), f(\theta_k)) = \|F^k\|$$

where $L^2(\Pi)$ is the space of (II) square-integrable functions (for a more detailed discussion of this equivalence, see section 3 of Yang and Dunson (2013)). Although not all MCMC algorithms are reversible – and in particular, Gibbs samplers often are not – in practice, a useful lower bound estimate of $1 - \alpha$ can be obtained from the autocorrelations. Specifically, if $\text{Corr}(f(\theta_0), f(\theta_k)) \approx (1 - \alpha)^k$, then we can estimate $1 - \alpha$ using the estimator

$$\hat{\varphi}_{\max} = \max_{j \leq \Phi^{-1}(0.95\alpha^{-1/k_{\max}})} \max_{k \leq k_{\max}} \hat{\varphi}_{j,k}^{1/k}$$

(E.2)

This estimator can be unreliable when $\hat{\varphi}_{j,k}$ is near zero, particularly for large $k$. Thus, when using the maximum likelihood estimator of the sample autocorrelations to compute (E.2), we consider only the values of $j$ for which $\hat{\varphi}_{j,k}$ exceeds $\Phi^{-1}(0.95\alpha^{-1/k_{\max}})$, which corresponds to a union bound multiplicity correction at the 0.95 level based on the asymptotic distribution of the MLE.

Estimates of the Wasserstein-1 distance with respect to a metric kernel $K$ are obtained as follows. Let $K : H \times H \to \mathbb{R}$ be a reproducing kernel and $H$ a Hilbert
space, and define
\[ d_K(\theta_1, \theta_2) := \|K(\cdot, \theta_1) - K(\cdot, \theta_2)\|_H, \]
where \(\|f - g\|_H = \sqrt{\langle f, g \rangle} \) is the usual Hilbert space norm. For probability measures \(P, Q\) satisfying quite general conditions, Minsker et al. (2014) shows the Wasserstein-1 distance defined with respect to this metric is
\[ W_{1,d_K}(P, Q) := \left\| \int_\Theta k(\theta, \cdot) d(P - Q)(\theta) \right\|_H, \]
for which there exists a simple sample estimator (see equation 2.12 in Minsker et al. (2014)). Choosing the (unnormalized) isotropic Gaussian kernel
\[ K(\theta_1, \theta_2) = \frac{1}{\sigma} \exp(-\phi(\theta_1 - \theta_2)'(\theta_1 - \theta_2)), \]
results in \(d_K \leq \frac{1}{\sigma}\). As default choices, we put \(\phi, \sigma = 1\), giving \(0 \leq d_K \leq 1\). Moreover, we have \(W_{1,d_K}(P, Q) = 0\) if and only if \(P = Q\). Since \(d_K \leq 1\), this provides a lower bound on the total variation distance via \(2W_{1,d_K}(P, Q) \leq \|P - Q\|_{TV}\).

### E.3.2 Distributional approximations – Mixture model

We simulated a 1000 × 1000 = \(d \times d\) contingency table with cell count \(N = 10^9\) according to model (6.14a)-(6.14b), with \(a_h^{(j)} = 1/d, \alpha = 1,\) and \(k = 7,\) and implemented either aMCMC or exact MCMC for 10,000 iterations after a burn-in of 10,000 iterations. During the burn-in, data were gradually added to prevent the chain from becoming trapped in a local mode. We focus comparisons on the samples after burn-in.

We first analyze this example for consistency with the theory in Section 7.2 of Chapter 6. Table E.1 shows estimates of \(\hat{\varphi}_{\text{max}}\), \(W_{1,d_K}\), \(s(\epsilon)\), and an approximation to \(\epsilon\) from \(\hat{W}_{1,d_K}(\Pi, \Pi)(1 - \hat{\varphi}_{\text{max}}) \approx \alpha \|\Pi - \Pi\|_{TV}\), where \(\hat{\varphi}_{\text{max}}\) is computed for the exact algorithm. The estimates are based on the same sample path quantities.
as those in Table 6.2 in Chapter 6. Memory requirements for storing sample paths for all $10^6$ entries of $\pi$ were prohibitive, so all results are based on the 100 largest entries of $\pi$. The largest value of $\hat{\varphi}_{\text{max}}$ is 0.93, though the tendency of this algorithm to become trapped in local modes suggests that this is a substantial underestimate. The approximate values of $\epsilon$ are all very small, indicating that the approximation is highly accurate. However, it offers limited speedup, with the speedup for the least accurate approximation only 11.5. There is no evidence that the mixing and convergence properties of the exact chain are superior to those of the approximate chain. A similar result was obtained for the logistic regression algorithm in Chapter 6, suggesting that the results in Section 7.2 of Chapter 6, which incorporate the effect of possibly slower mixing and convergence of the approximation, may understate the performance of some real aMCMC algorithms.

### Table E.1: Estimates of $\hat{\varphi}_{\text{max}}$ and $W_{1,d,K}(\Pi, \Pi)$ for mixture model aMCMC with different values of $n_{\text{min}}$.  

<table>
<thead>
<tr>
<th>$n_{\text{min}}$</th>
<th>$\hat{\varphi}_{\text{max}}$</th>
<th>$\tilde{W}_{1,d,K}(\Pi, \Pi)$</th>
<th>$s(\epsilon)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{\text{min}} = \infty$</td>
<td>0.93</td>
<td>$3.01 \times 10^{-6}$</td>
<td>1.00</td>
</tr>
<tr>
<td>$n_{\text{min}} = 1000$</td>
<td>0.90</td>
<td>$3.31 \times 10^{-6}$</td>
<td>10.08</td>
</tr>
<tr>
<td>$n_{\text{min}} = 200$</td>
<td>0.93</td>
<td>$4.35 \times 10^{-6}$</td>
<td>11.45</td>
</tr>
<tr>
<td>$n_{\text{min}} = 100$</td>
<td>0.89</td>
<td>$3.31 \times 10^{-6}$</td>
<td>11.51</td>
</tr>
</tbody>
</table>

Figure E.1 shows RMSE($\pi, t_0, \epsilon$) as defined in Chapter 6 based on different length sample paths $t_0$ corresponding to the computation times shown on the horizontal axis. Burn-in time is incorporated into the total computation times shown on the horizontal axis. For computation times up to around 25,000 seconds (about seven hours), the approximate algorithm with $n_{\text{min}} = 1000$ performs better with respect to $D_{L_2}$ than the exact algorithm. In both cases, the estimated values of RMSE($\pi, t_0, \epsilon$) are very small. Most of the computational benefit of aMCMC is a result of the longer computation time for the burn-in period for the exact algorithm. After burn-in, the exact algorithm becomes optimal in less than an hour of additional computation time.
However, the data in the example consist of a few cells with very large cell counts, so it is likely that much larger values of $n_{\text{min}}$ would offer comparable speedup to the values considered, and that the corresponding algorithm would be compminimax optimal for longer computation times. The observed results are consistent with the concave speedup function and relatively small speedup provided by the approximation.

![Figure E.1](image)

**Figure E.1:** RMSE($\pi, t_0, \epsilon$) between ergodic average of $\pi$ for the entire sample path from the exact algorithm and the ergodic average of $\pi$ computed from sample paths from the exact and approximate transition kernels for different computation times $\tau$ with $N = 10^9$.

### E.3.3 Performance of aMCMC for different discrepancy measures

We now consider performance of the logistic regression and Gaussian process aMCMC algorithms with respect to a variety of discrepancy measures, some of which are not analyzed theoretically. The results support two general conclusions: (1) overall, the insights from theoretical analysis of compminimax optimality with respect to $D_{TV}$ and $D_{L_2}$ are transferrable to other discrepancy measures; and (2) there can be substantial differences in the performance of approximations for any given value of $\epsilon$ depending on the object of inference.

### E.3.4 Logistic regression using subsets – additional results

We now present some additional results for logistic regression using subsets, in this case using exactly the sampler in (6.19a)-(6.19c) applied to the SUSY dataset (Baldi
et al. (2014)). The dataset consists of 5 million observations of a binary outcome with 18 continuous covariates. The data are divided into a training set consisting of 4.5 million observations and a test set of 0.5 million observations. Computation was performed for a range of seven subset sizes between $|V| = 1,000$ and $|V| = 4,500,000$. In each case, the following functionals were estimated based on the sample path of $\theta_t$. We do not adapt the subset sizes based on the state of the chain for this example, so it is not expected to achieve the uniform error bound.

1. The mean of the regression coefficients $\beta$, based on $\frac{1}{t} \sum_{k=0}^{t-1} \beta^k$. Root mean square error (RMSE) was used as the discrepancy measure.

2. The median of the regression coefficients, given by $m = \text{argmax}_{m^*} : \left( \frac{1}{t} \sum_{k=0}^{t-1} 1_{\{\beta^k < m^*\}} \right) < 0.5$. Mean absolute error was chosen for the discrepancy measure.

3. The endpoints of 95 percent posterior credible intervals, $m_q = \text{argmax}_{m^*} : \left( \frac{1}{t} \sum_{k=0}^{t-1} 1_{\{\beta^k < m^*\}} \right) < q$

for $q = 0.025, 0.975$. The discrepancy measure is RMSE. In addition, each 95 percent credible interval was classified according to whether it included zero, and the $L_0$ loss for this classification was calculated.

4. Prediction of the outcome $y$ on the test set. Predictive accuracy was measured with the area under curve metric.

5. The $L_1$ and $L_2$ norms of the regression coefficients, $\sum_j |\beta_j|$ and $\sum_j \beta_j^2$, respectively.

We focus on the accuracy of estimates based on samples from the (putative) stationary distributions of approximate samplers with subsample sizes $|V| = 1,000$, ...
Table E.2: Posterior discrepancy for estimation of various functionals at different values of $|V|$ for logistic regression example on SUSY data.

| $|V|$  | 1,000 | 10,000 | 50,000 | 500,000 | 4,500,000 |
|-------|-------|--------|--------|---------|-----------|
| RMSE  | 0.12  | 0.02   | 0.01   | 0.00    | 0.00      |
| RMSE (c.i.) | 1.36  | 0.44   | 0.17   | 0.03    | 0.00      |
| AUC   | 0.86  | 0.86   | 0.86   | 0.86    | 0.86      |
| L1 norm beta | 19.71 | 18.33  | 17.86  | 17.76   | 17.76     |
| L2 norm beta | 52.27 | 44.13  | 42.27  | 42.05   | 42.09     |
| MAE   | 0.08  | 0.01   | 0.00   | 0.00    | 0.00      |
| Mean L0 Error (c.i. cross zero) | 0.53  | 0.16   | 0.11   | 0.05    | 0.00      |
| Clock time (seconds) | 24.64 | 78.16  | 333.24 | 3207.83 | 29876.50  |
| Effective sample size | 413.99 | 405.28 | 424.36 | 372.06  | 369.70    |

5,000, 10,000, 50,000, 100,000, 250,000, 500,000 and 4,500,000. The first 1,000 samples were discarded and the subsequent 1,000 samples used to compute ergodic averages. All discrepancy measures used an estimate based on 1,000 samples from the exact Markov chain after a 1,000 sample burn-in as the “truth.” Because the exact sampler mixes rapidly and has low autocorrelation (see Chapter 6), the error in these “true” posterior estimates is expected to be small.

Table E.2 shows posterior discrepancy for the parameters described above. As expected, the discrepancy invariably decreases as $|V|$ grows, which corresponds to smaller values of $\epsilon$. However, there are substantial differences in the rate at which the discrepancy converges to zero as $\epsilon$ decreases. For example, $|V|= 1,000$ is sufficient to obtain the best possible out of sample predictive performance measured by AUC, while even with $|V|= 500,000$, one of the 18 regression coefficients is improperly classified as having a posterior credible interval that includes zero. Similarly, RMSE for estimation of $\beta$ decreases more slowly with $\epsilon$ than MAE for estimation of $\beta$.

E.3.5 Low-rank Gaussian process

Computation was performed for the low-rank Gaussian process approximations as described in section 6.3.4. Computation for the exact transition kernel is infeasible due to the need to invert a large matrix, so we focus solely on performance of the approximate algorithm in prediction for different levels of approximation error. Six
values of $\delta$ – corresponding to approximation error for $\Sigma$ in the Frobenius norm of $\delta = 0.001, 0.01, 0.02, 0.03, 0.04, \text{ and } 0.05$ – were chosen to assess the computation time-approximation accuracy tradeoff. Smaller values of $\delta$ correspond to smaller values of $\epsilon$, but because the exact algorithm is infeasible we cannot estimate the value of $\epsilon$ corresponding to each value of $\delta$. We do not adapt $\delta$ to the state of the chain in this example. The model in (6.21) with prior in (6.22) was estimated on Sarcos robot arm data (see Vijayakumar et al. (2005)). A grid of $\phi$ values corresponding to correlations between 0.99 and 0.01 at the maximum pairwise distance in $X$ was used for the prior on $\phi$, and Gamma $(1, 1)$ priors chosen on $\tau^{-2}$ and $\sigma^{-2}$. The data consist of 48,933 observations on 21 continuous covariates and one continuous outcome. Of these, 4,449 observations are commonly designated the test set. We divided the dataset into ten subsets of approximately equal size and performed computation independently on each subset. The results provided here are combined over the ten independent datasets.

Table E.3 shows discrepancy measures for estimation of various functionals of $y_{\text{test}}$, the vector of response values in the test set. As in previous examples, this table is based on estimates obtained from the chains at putative stationarity. In particular, $t = 1,000$ samples were gathered after discarding $B = 1,000$ samples as burn-in. In summary, the discrepancy measures and estimators are:

1. **RMSE (mean of $y_{\text{test}}$):** RMSE for out of sample prediction of $y$ calculated using
   \[
   \frac{1}{t} \sum_{k=B+1}^{B+t} y_{k_{\text{test}}}^k \text{ as the point estimate.}
   \]

2. **MAE (median of $y_{\text{test}}$):** MAE for out of sample prediction of $y$ calculated using
   \[
   m = \arg\max_{m^*} \left( \frac{1}{t} \sum_{k=B+1}^{B+t} 1_{\{\beta^k < m^*\}} \right) < 0.5 \text{ as the point estimate.}
   \]

3. **MAE |c.i. coverage - 0.95|:** MAE for coverage of credible intervals (difference between empirical coverage and 0.95) for out of sample predictive intervals for
Table E.3: Summaries of results for the aMCMC algorithm in the Gaussian process regression example for varying levels of approximation accuracy of the covariance.

<table>
<thead>
<tr>
<th>δε</th>
<th>0.001</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.04</th>
<th>0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (mean of (y_{test}))</td>
<td>3.57</td>
<td>3.60</td>
<td>3.66</td>
<td>3.72</td>
<td>3.80</td>
<td>3.85</td>
</tr>
<tr>
<td>MAE (median of (y_{test}))</td>
<td>2.43</td>
<td>2.47</td>
<td>2.52</td>
<td>2.53</td>
<td>2.61</td>
<td>2.64</td>
</tr>
<tr>
<td>MAE</td>
<td>c.i. coverage - 0.95</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Effective Size per sample</td>
<td>1.01</td>
<td>1.01</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Geweke test proportion</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>Seconds per sample</td>
<td>0.17</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
</tr>
</tbody>
</table>

\[
y: \quad m_q = \arg\max_{m^*} \left( \frac{1}{t} \sum_{k=0}^{t-1} \mathbb{1}_{\{s_k < m^*\}} \right) < q
\]

for \(q = 0.025, 0.975\) as the point estimate for the credible intervals.

Also shown are the effective sample size per iteration, the proportion of the Geweke convergence z-scores that are greater than 1.96 in magnitude, and the computational intensity in seconds per sample.

That the seconds per sample in Table E.3 increases by less than a factor of two over the entire range of \(\delta\) values considered reflects our empirical finding that the spectrum of the covariance matrix \(\Sigma\) decays slowly. As such, increasing \(\delta\) does not result in a large decrease in \(r\). The analysis of the approximate algorithm for the Gaussian process indicated that when the spectrum decays very slowly, the speedup function is likely concave, which explains why smaller values of \(\delta\) appear to give noticeable performance improvements for small computational cost.

Figure E.2 shows discrepancy measures as a function of computation time for the six different \(\delta\) values. In this case, the threshold time at which the most accurate approximation is preferred is very low. The most accurate approximate chain, with \(\delta = 0.001\), is optimal with respect to RMSE among the six values tested for out of sample prediction with a computational budget of 10 seconds or greater, and is optimal with respect to MAE with a budget of 15 seconds or greater. This provides
further empirical support for the hypothesis that the speedup function for this algorithm on this dataset is concave, and that the achieved speedups are small for the range of $\epsilon$ values corresponding to the different values of $\delta$ considered here.

**Figure E.2:** RMSE for estimation of $y_{test}$ by its ergodic average (left), MAE for estimation of $y_{test}$ by its sample path median (center), and $L_1$ loss for empirical coverage of 95 percent posterior credible intervals based on the empirical quantiles of the sample path for low-rank GP approximate MCMC algorithms run on Sarcos robot arm data.

### E.4 Alternative to Assumption 6.2.1

We give an alternative set of conditions that are together equivalent to Assumption 6.2.1 but are easier to verify. A classic idea in Markov chain theory is that a minorization condition on the state space, $\inf_{\theta \in \Theta} P(\theta, \cdot) \geq \gamma m(\cdot)$ where $m(\cdot)$ is a probability measure, implies the Doeblin condition stated in Assumption 6.2.1 (Nummelin, 1978; Athreya and Ney, 1978; Meyn and Tweedie, 2009; Rosenthal, 1994). Here we use a slight variation on the standard minorization condition. Specifically, we divide the state space into a good set $\Theta_0$ and a bad set $\Theta^c_0$, with standard minorization conditions holding on the good set and a lower bound on the probability of transitioning from the bad set to the good set; these conditions are stated in Assumption E.4.1. One can show that two steps of any Markov chain satisfying Assumption E.4.1 will satisfy the standard minorization condition. This implies that satisfying Assumption E.4.1 is equivalent to satisfying Assumption 6.2.1.
**Assumption E.4.1** (Minorization and return condition for exact chain). Let $P$ be a Markov transition kernel with state space $\Theta$. There exist $\Theta_0 \subset \Theta$, constants $\gamma, \beta > 0$, and a probability measure $m(\cdot)$ supported on $\Theta$ such that

$$\inf_{\theta \in \Theta_0} P(\theta, \cdot) \geq \gamma m(\cdot),$$  \hspace{1cm} (E.3a)$$

$$\inf_{\theta \in \Theta_0} P(\theta, \Theta_0) \geq \beta,$$  \hspace{1cm} and

$$m(\Theta_0) > 0.$$

**E.5 Proof of Remark 6.3.2**

Here we show that there exists a probability measure $m(\cdot)$, a set $\Theta_0 \subset \Theta$, and constants $\gamma, \beta > 0$ such that the Gibbs sampling algorithm in Section 6.3.1 for the mixture model in (6.14a)-(6.14b) satisfies Assumption E.4.1 and hence Assumption 6.2.1.

The state space for this Gibbs sampler is given by $\Theta = \Lambda \times \mathcal{N} \times \mathcal{Z}$, where

$$\Lambda = \bigtimes_{j=1}^{p} \bigtimes_{h=1}^{K} \Delta^{(d_j-1)}, \quad \mathcal{N} = \Delta^{(K-1)}, \quad \mathcal{Z} = \bigtimes_{c \in \mathcal{C}^+} \mathcal{Z}_c$$

$$\mathcal{Z}_c = \left\{ Z(c) \in \mathbb{N}^K : \sum_{h=1}^{K} Z(c)_h = n(c) \right\},$$

$\mathbb{N}$ are the nonnegative integers, $n(c)$ is the observed count in cell $c$ and $c \in \times_{j=1}^{p} \{1, \ldots, d_j\}$.

Fix $0 < \delta < 1$ and define $\Theta_0 = \Lambda_0 \times \mathcal{N}_0 \times \mathcal{Z}$, where

$$\Lambda_0 = \bigtimes_{j=1}^{p} \bigtimes_{h=1}^{K} \Delta_0^{(d_j-1)}, \quad \Delta_0^{(d_j-1)} = \{ \lambda \in \Delta^{(d_j-1)} : \delta < \lambda_c < 1 - \delta \ \forall \ c \}$$

$$\mathcal{N}_0 = \Delta_0^{(K-1)}.$$  \hspace{1cm} $\Delta^K$ is the $K$-dimensional unit simplex, and $\times$ represents a Cartesian product.
**E.5.1 Minorization condition**

First we construct a measure $m(\cdot)$ such that

$$\inf_{\theta \in \Theta_0} \mathcal{P}(\theta, \cdot) \geq \gamma m(\cdot).$$

For a function of two variables $f(x, y)$, let $f_{\inf}(y) = \inf_y f(x, y)$ be the function defined by the pointwise infimum over $y$. Let $p(\nu \mid Z)$ and $p(\lambda \mid Z)$ be the conditional densities of $\nu, \lambda$ given $Z$ in the Gibbs sampling algorithm.

It is enough to show that (1) every configuration of $Z$ has positive probability for $\nu, \lambda \in \mathcal{N}_0 \times \Lambda_0$ and (2) the functions $p_{\inf}(Z)(\lambda), p_{\inf}(Z)(\nu)$ satisfy $\int_{\nu \in \mathcal{N}_{\mathcal{Z}}} p_{\inf}(Z)(\nu) d\nu > 0$, $\int_{\lambda \in \Lambda} p_{\inf}(Z)(\lambda) > 0$.

The conditional distribution for $Z$ given $\lambda, \nu$ is

$$Z(\mathcal{C}) \mid \nu, \lambda, Y \sim \text{Multinomial}(n(\mathcal{C}), \tilde{\nu}), \quad \tilde{\nu}_h = \frac{\nu_h \prod_{j=1}^{p} \lambda_{hc_j}^{(j)}}{\sum_{l=1}^{K} \nu_l \prod_{j=1}^{p} \lambda_{lc_j}^{(j)}}$$

so that for any $\theta \in \Theta_0$, $\tilde{\nu}_h > \frac{1}{\kappa} \left( \frac{\delta}{(1-\delta)} \right)^{p+1}$ for every $h \in \{1, \ldots, K\}$. This immediately implies that $\inf_{\lambda \in \Lambda_0, \nu \in \mathcal{N}_0} p(Z \mid \lambda, \nu) > 0$.

To show (2), note that $p(\nu \mid Z)$ and $p(\lambda_{h}^{(j)} \mid Z)$ are both Dirichlet densities (since $\lambda_{h}^{(j)}$ are conditionally independent given $Z$, it is enough to show (2) for an arbitrary $\lambda_{h}^{(j)}$). The parameter of $p(\nu \mid Z)$ is $\alpha(Z) = \alpha + \sum_{\mathcal{C} \in \mathcal{C}_0} Z(\mathcal{C})$, with density

$$p(\nu \mid Z) = \frac{1}{B(\alpha(Z))} \prod_{h=1}^{K} \nu_h^{\alpha(Z)_h - 1},$$

where $B(\alpha(Z)) = \frac{\prod_h \Gamma(\alpha(Z)_h)}{\Gamma(\alpha(Z))}$. Consider any compact subset of $\mathcal{N}$ with nonzero Lebesgue measure that has empty intersection with the boundaries of the simplex. For simplicity, we can take $\mathcal{N}_0$. Because $Z$ is a finite set, and for any $Z \in \mathcal{Z}$, $\alpha(Z)_h > 1$ for all $h$ so long as $\alpha > 0$, $\inf_{\nu \in \mathcal{N}_0} p_{\inf}(Z)(\nu) = \gamma^* > 0$. This is enough to give $\int_{\nu \in \mathcal{N}_{\mathcal{Z}}} p_{\inf}(Z)(\nu) d\nu > \gamma^* \text{Vol}(\mathcal{N}_0) > 0$, where $\text{Vol}(\mathcal{N}_0)$ is the Lebesgue measure of the set $\mathcal{N}_0$. A result for $\lambda_{h}^{(j)}$ follows by a similar argument.
E.5.2 Return condition

Now we show that for $\theta \in \Theta^c_0$, $\inf_{\theta \in \Theta^c_0} P(\Theta | \theta) > 0$. Since $\lambda \perp \nu | Z$ and $\nu \perp \lambda | Z$, the return probability does not depend on $(\lambda, \nu)$ but only on $Z$. Conditional on any value of $Z$, $P(\Theta_0 | Z)$ is strictly positive so long as the prior hyperparameters $a^{(j)}_h$ and $\alpha$ have strictly positive entries. Since $Z$ is finite, minimize over all elements of $Z$ to obtain $\beta = \bigwedge_{Z \in Z} P(\Theta_0 | Z) > 0$, a lower bound for $P(\Theta_0 | \theta)$ that holds for any $\theta \in \Theta$, so in particular it holds for any $\theta \in \Theta_0$.

E.5.3 Nonnegativity condition

Now we just want $m(\Theta_0) > 0$, but this is easy since we showed that $p_{\inf(Z)}(\nu), p_{\inf(Z)}(\lambda)$ are bounded below on $\Theta_0$.

E.6 Proof of Remark 6.3.1

We rely on the Berry-Esséen result in Weiss (1978). The result is given for a Multinomial $(n, \nu)$ distribution with number of classes $K$ that may be increasing in $n$, but in our setting $n$ is fixed so we state the result in this special case.

E.6.1 Result from Weiss (1978)

Suppose there exists $\delta > 0$ such that $\min_{1 \leq h \leq K} (1 - \nu_h) > \delta$. Let $W(n)$ be a random variable having distribution given by the usual normal approximation to the Multinomial, so that

$$ W \sim \text{Normal} \left( n\nu, n[\text{diag} \ (\nu) - \nu\nu'] \right), $$

and for $h = 1, \ldots, K - 1$, define the random variable $\bar{W}_h$ as the closest value to $W_h$ (in the $L_1$ sense) which makes $n\nu_h + \sqrt{n\nu_h \bar{W}_h}$ an integer. $\bar{W}_K(n)$ is given by the identity

$$ \sum_{h=1}^{K} \sqrt{\nu_h \bar{W}_h} = 0. $$
Note that this is equivalent to rounding the entries $1, \ldots, K - 1$ to the nearest integer and defining the final entry to ensure that the full vector $\bar{W}$ sums to $n$.

Let $\mu_{\bar{W}}(\cdot)$ be the measure on $\mathbb{Z}^K$ induced by the definition of $\bar{W}$ and let $\mu_Y(\cdot)$ be the Multinomial $(n, \nu)$ measure. The result in Weiss (1978) is

$$||\mu_{\bar{W}} - \mu_Y||_{TV} \leq C(K - 1) \frac{1}{\sqrt{n}} \sum_{h=1}^{K-1} (1 - \nu_h)(1 + P_h/\nu_K)(1 - 2\nu_h + 2\nu_h^2),$$

where $P_h = \sum_{h' \leq h} \nu_{h'}$ and $C(K - 1)$ is a constant depending on $K - 1$.

By constructing a result of this sort from first principles, it should be possible to obtain a bound on the magnitude of $C(K)$, as has been shown for Berry-Essèen results in other settings. However, as our goal is only to show that any approximation error can be obtained with sufficiently large $n$, we do not pursue this here.

E.6.2 Construction of $P_\varepsilon$

To construct $P_\varepsilon$ satisfying assumption 6.2.2, let $p_\varepsilon(Z(c) \mid \nu, \lambda)$ be the pmf of a random variable corresponding to the measure $\mu_{\bar{W}}(\cdot)$.

Use the independence of $Z(c)$ conditional on $\lambda, \nu$ to obtain

$$||p_\varepsilon(Z \mid \lambda, \nu) - p(Z \mid \lambda, \nu)||_{TV} \leq \sum_{c \in C^+} ||p_\varepsilon(Z(c) \mid \lambda, \nu) - p(Z(c) \mid \lambda, \nu)||_{TV}.$$

This implies that $||p_\varepsilon(Z(c) \mid \lambda, \nu) - p(Z(c) \mid \lambda, \nu)||_{TV} < \varepsilon/N_z$, where $N_z = |C^+|$, is sufficient for $||P(\theta, \cdot) - P_\varepsilon(\theta, \cdot)||_{TV} < \varepsilon$. For any $c$ and any set $H \subset \{1, \ldots, K\}$, recall that $Z(c)_H = Z(c)_h, h \in H$. Define $n_H^*(c) = n(c) - Z(c)_H$, and $\tilde{\nu}_H^* = 1 - \sum_{h \in H} \tilde{\nu}_h$. Let $Z^*(c)_H = (Z(c)_H, n_H^*(c))$, which is distributed Multinomial$(n(c), (\tilde{\nu}_H, \tilde{\nu}_H^*))$.

Put

$$H_c = \{H \subset \{1, \ldots, K\} : ||p_\varepsilon(Z^*(c)_H \mid \lambda, \nu) - p(Z^*(c)_H \mid \lambda, \nu)||_{TV} < \varepsilon/N_z\},$$

and for each $c$ define the subset $H$ by

$$H = \left\{H \in H_c : \sum_{h \in H} \tilde{\nu}_h = \bigvee_{H \in H_c} \sum_{h \in H} \tilde{\nu}_h \right\},$$

261
where $\vee$ is the max function. Define $P_\varepsilon$ by the update rule:

1. For every $c \in C^+$, sample $Z^*(c)_H$ from the normal approximation $\bar{W}$ defined above.

2. Conditional on $n^*_H(c)$, sample $Z(c)_H \sim \text{Multinomial}(n^*(c)_H, \tilde{\nu}_H)$ from its exact multinomial distribution.

3. Sample $\nu, \lambda$ from their exact full conditionals.

This chain satisfies assumption 6.2.2.

E.7 Proof of Theorem 6.3.1

First we show a lemma that is used in the proof of the main result.

**Lemma E.7.1.** The $\text{PG}(1, \alpha)$ distribution is a log-concave probability law.

*Proof.* If $\omega \sim \text{PG}(1, \alpha)$, then it is equal in distribution to the infinite sum of Exponentials

$$
\omega \sim \sum_{k=0}^{\infty} \varphi_k, \quad \varphi_k = \frac{g_k}{\pi^2(k - 1/2)^2 + \alpha^2/2},
$$

where $g_k \sim \text{Exp}(1)$, $\varphi_k \sim \text{Exp}(\pi^2(k - 1/2)^2 + \alpha^2/2)$, and $\varphi_k$ has a log-concave probability distribution since $\text{Exp}(\lambda)$ is log-concave for all finite $\lambda$ (see e.g. Bagnoli and Bergstrom (2005)). Consider the sequence of random variables

$$
\omega_n \sim \sum_{k=0}^{n} \frac{g_k}{\pi^2(k - 1/2)^2 + \alpha^2/2} = \sum_{k=0}^{\infty} \varphi_k
$$

for $n = 0, \ldots, \infty$. For any finite $n$, $\omega_n$ has a log-concave distribution since the sum of independent random variables having log-concave distributions is log-concave (see Proposition 3.5 in Saumard et al. (2014)). As $\omega_n \xrightarrow{D} \omega$ (indicating convergence in distribution), $\omega$ is log concave from Proposition 3.6 in Saumard et al. (2014).  
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E.7.1 Proof of main result

We want to show \( \sup_{\theta \in \Theta} ||P(\theta, \cdot) - P_e(\theta, \cdot)||_{TV} < \epsilon \) with high probability. Here, \( P(\theta, \cdot) \) is the transition kernel based on the full sample of \( N \) observations for the Gibbs sampler in (6.18a)-(6.18b), and \( P_e(\theta, \cdot) \) uses subsets of data of size \( |V| \leq N \) to approximate \( X'\Omega X \) by \( \frac{N}{|V|}X'_V\Omega_VX_V \), in accordance with the update rule in (6.19a)-(6.19c).

We begin by showing how to construct a transition kernel \( P_e(\theta, \cdot) \) that achieves \( ||P(\theta, \cdot) - P_e(\theta, \cdot)||_{TV} < \epsilon \) conditional on the current state \( \theta = (\beta, \omega) \), then we show that we can control the supremum. First, notice that the Gibbs sampling update rule in (6.19a)-(6.19c) depends on \( \theta \) only through \( \beta \), so we need only condition on \( \beta \).

Define
\[
\Sigma(\beta) = \text{cov}(\omega^{1/2}x \mid \beta), \quad \Sigma_N(\beta) = \frac{1}{N}X'\Omega X, \quad \Sigma_V(\beta) = \frac{1}{|V|}X'_V\Omega_VX_V
\]
\[
S_N(\beta) = \frac{1}{N}(\Sigma_N(\beta) + B^{-1}/N)^{-1}, \quad S_V(\beta) = \frac{1}{N}(\Sigma_V(\beta) + B^{-1}/N)^{-1};
\]
we will sometimes suppress dependence on \( \beta \) for notational convenience. Recall that the distribution of \( \beta_{t+1} \) given \( \omega_{t+1} \) is Normal \( (S_NX'_\kappa, S_N) \), with \( \kappa = y - 1/2 \). Let \( \mathcal{N}(\cdot; m, M) \) be the measure induced by a normal random variable with mean \( m \) and covariance \( M \).

We first show that for every \( \delta \) and every \( 0 < q < 1 \) there exists a \( |V| \) for which
\[
||\Sigma_N - \Sigma_V|| \leq \delta ||\Sigma||
\]
with probability \( 1 - q \) whenever \( N > |V| \). In practice, the achievable \( q \) with \( |V| < N \) will depend on \( N \) and \( \delta \). We then apply this to bound the Kullback-Leibler divergence
\[
\text{KL}(\mathcal{N}(\cdot; S_VX'_\kappa, S_V) \mid \mathcal{N}(\cdot; S_NX'_\kappa, S_N))
\]
\[
= \frac{1}{2} \left( \text{tr} \left( S_N^{-1}S_V \right) - p + \log \left( \frac{|S_N|}{|S_V|} \right) + Q \right),
\]
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with \( Q = (S_NX'\kappa - S_VX'\kappa)'S_N^{-1}(S_NX'\kappa - S_VX'\kappa) \). We then use Pinsker’s inequality to obtain a total variation bound. We will choose \( \delta \) as a function of \( \epsilon \) and quantities depending on \( \beta \) to obtain \( ||P(\theta, \cdot) - P_\epsilon(\theta, \cdot)||_TV < \epsilon \); thus, the supremum is controlled by adaptive choice of \( \delta \). When this requires \( |V| > N \), put \( V = \{1, \ldots, N\} \) and obtain the exact kernel.

We proceed in four steps:

1. Showing we can control \( ||\Sigma_V - \Sigma_N|| \) with high probability;
2. Obtaining bounds on the eigenvalues of \( \Sigma_V \) and \( \Sigma_N \) when \( ||\Sigma_V - \Sigma_N|| < \delta||\Sigma|| \);
3. Using (a) and (b) to control the KL; and
4. Showing how to choose \( \delta \) as a function of \( \beta \) to achieve uniform control of \( ||P(\theta, \cdot) - P_\epsilon(\theta, \cdot)||_TV \).

Part (a): Control of \( ||\Sigma_V - \Sigma_N|| \).

The sample covariance matrix of \( z_i = \omega_i^{1/2}x_i \) is \( X'\Omega X \). The \( z_i \) are iid given \( \beta \), since

\[
f_z(z_1, \ldots, z_N | \beta) = \int \left( \prod_{i=1}^N f_{z_i}(z_i | x_i, \beta)g_{x_i}(x_i | \beta) \right) dx_1 \ldots dx_N,
\]

\[
= \prod_{i=1}^N \left( \int f_{z_i}(z_i | x_i, \beta)g_{x_i}(x_i | \beta) dx_i \right) = \prod_{i=1}^N f_{z_i}(z_i | \beta),
\]

where the first line used independence of \( z_i \) given \( x_i \) and \( \beta \) and the second line used Fubini. Now we show that \( \mathbb{E}[\omega^{1/2}x] = 0 \). Since \( x \sim f_x(x; \alpha) \),

\[
\mathbb{E}[\omega^{1/2}x] = \int_{x \in \mathbb{R}^p} \int_{\omega \in \mathbb{R}_+} \omega^{1/2}xe^{-(x^2\beta)^{1/2}/2}f_\omega(\omega) \cosh \left( \frac{x\beta}{2} \right) f_x(x; \alpha) d\omega dx,
\]

where \( f_\omega(\omega) \) is the PG(1, 0) density and \( f_x(x; \alpha) \) is symmetric about the origin by assumption. All of the terms in the integrand involving \( x \) are symmetric about 0, so the expectation is zero. Since \( f_\sqrt{\omega}(y) = 2yf_\omega(y^2) \) is the density of \( \sqrt{\omega} \), and
$f_\omega(y)$ is log-concave by Lemma E.7.1, $f_\sqrt{\omega}(y)$ is log-concave. Since the product of log-concave functions is log-concave, and $f_\omega(x; \alpha)$ is log-concave by assumption, the distribution of $\omega^{1/2}x$ is log-concave. This allows us to apply the following Theorem from Adamczak et al. (2010).

**Theorem E.7.1** (Adamczak 2010, Theorem 4.1). Let $Z_1, \ldots, Z_N$ be i.i.d. random vectors distributed according to an isotropic, log-concave probability measure on $\mathbb{R}^p$. For every $\delta \in (0, 1)$ and $M > 1$ there exists $C(\delta, M) > 0$ such that if $C(\delta, M)p \leq N$, then with probability at least $1 - e^{-cM\sqrt{p}}$,

$$||\Sigma_N - I_p|| \leq \delta,$$

where $c > 0$ is an absolute constant and $\Sigma_N$ is the sample covariance matrix based on $N$ samples. Moreover, one can take $C(\delta, M) = CM^4\delta^{-2}\log^2(2M^2\delta^{-2})$, where $C$ is an absolute constant.

Here, $||\Sigma||$ is the spectral norm of $\Sigma$, i.e.

$$\sup_{x \in \mathbb{R}^n \setminus \{0\}} \frac{||\Sigma x||_2}{||x||_2}.$$

Adamczak et al. (2010) notes that when the distribution of $Z$ is not isotropic but does have zero mean, we instead have

$$||\Sigma_N - \Sigma|| \leq \delta||\Sigma||$$

with the same probability.

Note that at best we can achieve probabilities on the order of $1 - e^{-N^{1/4}}$, since $C(\delta, M)$ grows like $M^4$ up to a log factor. Now, fix a $q$ and suppose that for $|V| < N$ we can achieve $||\Sigma_V - \Sigma|| < \frac{\delta}{2}||\Sigma||$ with probability at least $1 - q$, for some value of $\delta$ to be determined subsequently. Then with probability $(1 - q)^2$ we have $||\Sigma_N - \Sigma|| < \frac{\delta}{2}||\Sigma||$, and by the triangle inequality, with the same probability we have $||\Sigma_N - \Sigma_V|| < \delta||\Sigma||$. We now show that for sufficiently small $\delta$, this allows us to bound the eigenvalues of $\Sigma_N$ and $\Sigma_V$. 
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Part (b) : Control of eigenvalues of $\Sigma_N$ and $\Sigma_V$

If $||\Sigma_N - \Sigma|| < \frac{\delta}{2}||\Sigma||$ then

$$||\Sigma_N + B^{-1}/N - (\Sigma + B^{-1}/N)|| = ||\Sigma_N - \Sigma|| \leq \frac{\delta}{2}||\Sigma||.$$ 

Now, use $||\Sigma_N - \Sigma||^2_F \leq p||\Sigma_N - \Sigma||^2$, and that $\Sigma, \Sigma_N$ are Hermitian, and apply the Hoffman-Weilandt inequality (Bhatia (2013), Hoffman et al. (1953), Tao (2015)), which ensures existence of a permutation $\rho$ of the eigenvalues of $\Sigma_N$ such that

$$\sum_{j=1}^{p}(\lambda_{\rho(j)}(\Sigma_N) - \lambda_j(\Sigma))^2 < ||\Sigma_N - \Sigma||^2_F \leq (\sqrt{p}||\Sigma_N - \Sigma||)^2 \leq p\frac{\delta^2}{4}||\Sigma||^2,$$

where $\lambda_j(\Sigma)$ is the $j$th eigenvalue of the matrix $\Sigma$. So there exists a $j$ such that

$$(\lambda_{\max}(\Sigma_N) - \lambda_j(\Sigma))^2 < p\frac{\delta^2}{4}||\Sigma||^2, \quad \text{(E.6)}$$

where $\lambda_{\max}(\Sigma_N)$ is the largest eigenvalue of $\Sigma_N$. This implies that

$$\lambda_{\max}(\Sigma_N) < \lambda_{\max}(\Sigma) + \sqrt{p}\frac{\delta}{2}||\Sigma||. \quad \text{(E.7)}$$

This is immediate if $j = 1$ in (E.6). If $j > 1$ in (E.6), then we must have (E.7), since otherwise

$$(\lambda_{\max}(\Sigma_N) - \lambda_j(\Sigma))^2 \geq (\lambda_{\max}(\Sigma) + \sqrt{p}\frac{\delta}{2}||\Sigma|| - \lambda_j(\Sigma))^2 \geq p\frac{\delta^2}{4}||\Sigma||^2.$$ 

Furthermore, there exists a $j'$ for which

$$\lambda_{\min}(\Sigma_N) - \lambda_{\min}(\Sigma))^2 < p\frac{\delta^2}{4}||\Sigma||^2,$$

with $\lambda_{\min}(\Sigma_N)$ the smallest eigenvalue of $\Sigma_N$, implying

$$\lambda_{\min}(\Sigma_N) > \lambda_{\min}(\Sigma) - \sqrt{p}\frac{\delta}{2}||\Sigma||$$

by analogous argument. So if

$$\delta < p^{-1/2}\frac{\lambda_{\min}(\Sigma)}{(\lambda_{\max}(\Sigma) + \lambda_{\min}(\Sigma))},$$
we have \( \lambda_{\min}(\Sigma_N) > \lambda_{\min}(\Sigma)/2 \), ensuring the smallest eigenvalue of \( \Sigma_N \) is bounded away from zero, and \( \lambda_{\max}(\Sigma_N) < \lambda_{\max}(\Sigma)+\lambda_{\min}(\Sigma)/2 \). Now, put \( \ell_{\max}(\beta) = \lambda_{\max}(\Sigma(\beta)) + \lambda_{\min}(\Sigma(\beta))/2 \) and \( \ell_{\min}(\beta) = \lambda_{\min}(\Sigma(\beta))/2 \). With \( B = \eta I_p \),

\[
\lambda_{\min}((\Sigma_N + B^{-1}/N)^{-1}) \geq \frac{1}{\ell_{\max}(\beta) + (N\eta)^{-1}},
\]

\[
\lambda_{\max}((\Sigma_N + B^{-1}/N)^{-1}) \leq \frac{1}{\ell_{\min}(\beta) + (N\eta)^{-1}},
\]

\[
\lambda_{\min}((\Sigma_V + B^{-1}/N)^{-1}) \geq \frac{1}{\ell_{\max}(\beta) + (N\eta)^{-1}},
\]

\[
\lambda_{\max}((\Sigma_V + B^{-1}/N)^{-1}) \leq \frac{1}{\ell_{\min}(\beta) + (N\eta)^{-1}},
\]

where the result for \( \Sigma_V \) follows because we also have \( ||\Sigma_V - \Sigma|| < \frac{\delta}{2} ||\Sigma|| \).

**Part (c): Control of KL Divergence**

Now we show control of \( Q \), assuming that \( ||\Sigma - \Sigma_N|| \leq \delta ||\Sigma|| \).

\[
Q = \left( \frac{N}{|V|} X' \Omega V X + B^{-1} \right)^{-1} X' \kappa - (X' \Omega X + B^{-1})^{-1} X' \kappa \right) (X' \Omega X + B^{-1})
\]

\[
= \left( \frac{1}{N} \left( \frac{1}{|V|} X' \Omega V X + B^{-1} \right)^{-1} X' \kappa - \frac{1}{N} \left( \frac{1}{N} X' \Omega X + B^{-1} \right)^{-1} X' \kappa \right)'
\]

\[
N \left( \frac{1}{N} X' \Omega X + B^{-1} \right)
\]

\[
= \left( \frac{1}{N} \left( \frac{1}{|V|} X' \Omega V X + B^{-1} \right)^{-1} X' \kappa - \frac{1}{N} \left( \frac{1}{N} X' \Omega X + B^{-1} \right)^{-1} X' \kappa \right)
\]

\[
= \frac{1}{N} \left( \left( \Sigma_N + B^{-1} \right)^{-1} X' \kappa - \left( \Sigma_N + B^{-1} \right)^{-1} X' \kappa \right) \right) \left( \Sigma_N + B^{-1} \right)
\]
\[
\left( \left( \Sigma_V + \frac{B^{-1}}{N} \right)^{-1} X' \kappa - \left( \Sigma_N + \frac{B^{-1}}{N} \right)^{-1} X' \kappa \right)
\]

\[
\leq \frac{(\ell_{\max}(\beta) + (N\eta)^{-1})}{N} \left\| \left( \Sigma_V + \frac{B^{-1}}{N} \right)^{-1} X' \kappa - \left( \Sigma_N + \frac{B^{-1}}{N} \right)^{-1} X' \kappa \right\|^2
\]

\[
= \frac{(\ell_{\max}(\beta) + (N\eta)^{-1})}{N} \times \left\| \left( \Sigma_V + \frac{B^{-1}}{N} \right)^{-1} \left[ X' \kappa - \left( \Sigma_V + \frac{B^{-1}}{N} \right) \left( \Sigma_N + \frac{B^{-1}}{N} \right)^{-1} X' \kappa \right] \right\|^2
\]

\[
\leq \frac{(\ell_{\max}(\beta) + (N\eta)^{-1})}{N(\ell_{\min}(\beta) + (N\eta)^{-1})^2} \left\| I - \left( \Sigma_V + \frac{B^{-1}}{N} \right) \left( \Sigma_N + \frac{B^{-1}}{N} \right)^{-1} \right\|^2 \left\| X' \kappa \right\|^2
\]

\[
\leq \frac{(\ell_{\max}(\beta) + (N\eta)^{-1})}{N(\ell_{\min}(\beta) + (N\eta)^{-1})^2} \delta^2 \left\| X' \kappa \right\|^2 \frac{\ell_{\max}(\beta)^2}{(\ell_{\min}(\beta) + (N\eta)^{-1})^2}
\]

\[
\leq \frac{(\ell_{\max}(\beta) + (N\eta)^{-1})}{(\ell_{\min}(\beta) + (N\eta)^{-1})^2} \frac{\delta^2 p\ell_{\max}(\beta)^2}{4(\ell_{\min}(\beta) + (N\eta)^{-1})^2}
\]

where various steps used Cauchy-Schwartz, assume \( X \) is standardized to unit variance, \( \kappa_i \in \{-1/2, 1/2\} \), \( \| \Sigma_V - \Sigma_N \| \leq \delta \ell_{\max}(\beta) \), and

\[
\left\| I - \left( \Sigma_V + \frac{B^{-1}}{N} \right) \left( \Sigma_N + \frac{B^{-1}}{N} \right)^{-1} \right\|
\]

\[
\leq \left\| \left( \Sigma_N + \frac{B^{-1}}{N} \right) - \left( \Sigma_V + \frac{B^{-1}}{N} \right) \right\| \left\| \left( \Sigma_N + \frac{B^{-1}}{N} \right)^{-1} \right\|
\]

To bound the other terms in the KL, first note that

\[
\text{tr} \left( (X'\Omega X + B^{-1}) \left( \frac{N}{|V|} X'_V \Omega_V X_V + B^{-1} \right)^{-1} \right) - p =
\]

\[
= \text{tr} \left( N \left( \Sigma_N + \frac{B^{-1}}{N} \right) \frac{1}{N} \left( \Sigma_V + \frac{B^{-1}}{N} \right)^{-1} - I \right)
\]
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\[
\begin{align*}
&= \text{tr} \left( (\Sigma_N - \Sigma_V) \left( \Sigma_V + \frac{B^{-1}}{N} \right)^{-1} \right) \\
&\leq \lambda_{\text{max}}(\Sigma_N - \Sigma_V) \text{tr} \left( (\Sigma_V + B^{-1}/N)^{-1} \right) \\
&\leq \frac{p\delta \ell_{\text{max}}(\beta)}{\ell_{\text{min}}(\beta) + (N\eta)^{-1}}.
\end{align*}
\]

Further, from Lemma B.2 in Pati et al. (2014), since \(S_V\) and \(S_N\) are both positive definite for \(|V| > p\),
\[
\log |S_N S_V^{-1}| < \text{tr} \left( S_N^{-1} S_V - I \right).
\]

So putting all of the bounds together,
\[
\begin{align*}
\text{KL} (\mathcal{N}(\cdot; S_V X', \kappa, S_V) \mid \mid \mathcal{N}(\cdot; S_N X', \kappa, S_N)) \\
&\leq \frac{1}{2} (\ell_{\text{max}}(\beta) + (N\eta)^{-1}) \left( \frac{\delta^2 \ell_{\text{max}}(\beta)^2}{4(\ell_{\text{min}}(\beta) + (N\eta)^{-1})^2} \right) + \frac{p\delta \ell_{\text{max}}(\beta)}{\ell_{\text{min}}(\beta) + (N\eta)^{-1}} \\
&\leq \frac{\delta^2 \ell_{\text{max}}(\beta)^3}{8\ell_{\text{min}}(\beta)^4} + \frac{p\delta \ell_{\text{max}}(\beta)}{\ell_{\text{min}}(\beta)}.
\end{align*}
\]

**Part (d): Uniform control of \(\|p(\theta, \cdot) - \mathcal{P}_\epsilon(\theta, \cdot)\|_{TV}\)**

Notice that
\[
\frac{\lambda_{\text{min}}(\Sigma)}{\lambda_{\text{max}}(\Sigma) + \lambda_{\text{min}}(\Sigma)} = \frac{2\ell_{\text{min}}(\beta)}{\ell_{\text{min}}(\beta) + \ell_{\text{max}}(\beta)} > \frac{\ell_{\text{min}}(\beta)}{\ell_{\text{max}}(\beta)}.
\]

So, put
\[
\delta = \frac{2\sqrt{2} \epsilon p^{-1/2} \ell_{\text{min}}(\beta)^2}{\ell_{\text{max}}(\beta)^{3/2}} \wedge \frac{\epsilon^2 \ell_{\text{min}}(\beta)}{p\ell_{\text{max}}(\beta)} \wedge \frac{\epsilon p^{-1/2} \lambda_{\text{min}}(\beta)}{\lambda_{\text{min}}(\beta) + \lambda_{\text{max}}(\beta)},
\]

with \(0 < \epsilon < 1\), where now we explicitly indicate the dependence of \(\lambda_{\text{min}}(\Sigma), \lambda_{\text{max}}(\Sigma)\) on \(\beta\) through the notation \(\lambda_{\text{min}}(\beta), \lambda_{\text{max}}(\beta)\), and the final term ensures we satisfy the earlier condition on \(\delta\). Thus we obtain
\[
\text{KL} (\mathcal{N}(\cdot; S_V X', \kappa, S_V) \mid \mid \mathcal{N}(\cdot; S_N X', \kappa, S_N)) \leq 2\epsilon^2.
\]
Thus by adaptively choosing \( \delta \) as a function of \( \beta \), we obtain approximation error that does not depend on \( \beta \). Now, apply Pinsker’s inequality, so that

\[
||\mathcal{N}(\cdot; S_V X' \kappa, S_V) - \mathcal{N}(\cdot; S_N X' \kappa, S_N)||_{TV} \leq \epsilon
\]

with probability at least

\[
(1 - e^{-cM\sqrt{\beta}})^2
\]

whenever \( |V| \geq pCM^4\delta^{-2}\log^2(2M^2\delta^{-2}) \).

E.8 Proof of Theorem 6.3.2

The results in this section concern the model in (6.21) with priors in (6.22). The transition kernel \( \mathcal{P} \) is induced by the marginal sampler defined in section 6.3.4, and the approximating kernel \( \mathcal{P}_\epsilon \) substitutes \( \Sigma_\epsilon = U_\epsilon \Lambda_\epsilon U_\epsilon' \) for \( \Sigma \) where \( U_\epsilon \) is \( n \times r \), \( \Lambda_\epsilon \) is \( r \times r \), and \( r \leq n \).

E.8.1 Result for predictive \( p(f \mid \theta) \)

First we show that for every \( \epsilon \in (0,1) \) there exists a \( \delta \) depending on the state \( \theta = (\sigma^2, \tau^2, \phi) \) such that \( ||\Sigma - \Sigma_\epsilon|| < \delta \) implies

\[
||p(f \mid \theta) - p_\epsilon(f \mid \theta)||_{TV} < \epsilon,
\]

where \( f \) is the latent Gaussian process in (6.21), \( p(f \mid \theta) \) is its full conditional in the exact MCMC algorithm (we repress the dependence on \( y \) for notational brevity), and \( p_\epsilon(f \mid \theta) \) is its full conditional in the approximate sampler. The strategy is to show a bound on

\[
\text{KL} (p(f \mid \theta) \mid \mid p_\epsilon(f \mid \theta)) = \frac{1}{2} (\text{tr} ((\Psi_\epsilon)^{-1} \Psi) - n + \log (\mid \Psi \mid^{-1} \mid \Psi_\epsilon \mid) + y'(\Psi_\epsilon - \Psi)'(\Psi_\epsilon)^{-1}(\Psi_\epsilon - \Psi)y)
\]

where \( \Psi = (\tau^2 \Sigma + \sigma^2 I)^{-1} \) and \( \Psi_\epsilon = (\tau^2 \Sigma_\epsilon + \sigma^2 I)^{-1} \), then use Pinsker’s inequality. We now bound each term separately following the proof of Theorem 6.3.1.
The eigenvalues of $\Psi$ and $\Psi_\epsilon$ satisfy
\[
\lambda_{\min}(\Psi) > \frac{1}{\tau^2 \lambda_{\max}(\Sigma) + \sigma^2}, \quad \lambda_{\max}(\Psi) < \frac{1}{\sigma^2}
\]
\[
\lambda_{\min}(\Psi_\epsilon) > \frac{1}{\tau^2 \lambda_{\max}(\Sigma_\epsilon) + \sigma^2}, \quad \lambda_{\max}(\Psi_\epsilon) < \frac{1}{\sigma^2}.
\]

We assume that the approximation achieves $||\Sigma_\epsilon - \Sigma||_F < \delta$ with probability $1 - 10^{-d}$.

So then using the strategy in the proof of Theorem 6.3.1,
\[
Q = (\Psi_\epsilon y - \Psi y)'(\Psi_\epsilon)^{-1}(\Psi_\epsilon y - \Psi y)
\leq (\tau^2 \lambda_{\max}(\Sigma_\epsilon) + \sigma^2)||\Psi_\epsilon y - \Psi y||^2
\leq (\tau^2 \lambda_{\max}(\Sigma_\epsilon) + \sigma^2)||\Psi_\epsilon||^2||\Psi_\epsilon^{-1} - I||^2 ||y||^2
\leq \frac{(\tau^2 \lambda_{\max}(\Sigma_\epsilon) + \sigma^2)||\Psi_\epsilon^{-1} - I||^2 ||y||^2}{\sigma^4}
\leq \frac{(\tau^2 \lambda_{\max}(\Sigma_\epsilon) + \sigma^2)||\Sigma - \Sigma_\epsilon||^2 ||\Psi_\epsilon||^2 ||y||^2}{\sigma^8}
\leq \frac{\tau^4 \delta^2 ||y||^2 (\tau^2 \lambda_{\max}(\Sigma_\epsilon) + \sigma^2)}{\sigma^8}
\leq \frac{\tau^4 \delta^2 n (\tau^2 \lambda_{\max}(\Sigma_\epsilon) + \sigma^2)}{\sigma^8},
\]
where we used that $y$ is standardized to unit variance. Now since
\[
\text{tr} (\Psi_\epsilon^{-1} \Psi) - n = \text{tr} ((\Psi_\epsilon^{-1} - \Psi^{-1}) \Psi) \leq ||\Psi|| \text{tr} ((\Psi_\epsilon^{-1} - \Psi^{-1}))
\leq \frac{n \tau^2 \delta}{\sigma^2},
\]
applying Lemma B.2 in Pati et al. (2014), we obtain the KL bound
\[
\text{KL}(p(f \mid \theta) \mid p_\epsilon(f \mid \theta)) \leq \tau^4 \delta^2 n (\tau^2 \lambda_{\max}(\Sigma_\epsilon) + \sigma^2) + \frac{n \delta \tau^2}{\sigma^2}.
\]

Apply Pinsker’s inequality and get
\[
||p(f \mid \theta) - p_\epsilon(f \mid \theta)||_{TV} \leq \sqrt{n \left(\frac{\tau^4 \delta^2 (\tau^2 \lambda_{\max}(\Sigma_\epsilon) + \sigma^2)}{4 \sigma^8} + \frac{\delta \tau^2}{2 \sigma^2}\right)}.
\]
So choose

\[
\delta = \frac{\epsilon^2 \sigma^4}{\tau^2 \sqrt{n(\tau^2 \lambda_{\text{max}}(\Sigma) + \sigma^2)}} \wedge \frac{\epsilon^2 \sigma^2}{n\tau^2}
\]

for \(0 < \epsilon < 1\) to achieve TV error of \(\epsilon\). By adapting the required accuracy \(\delta\) to the state, and noting that one can always achieve \(\delta = 0\) by utilizing the exact \(\Sigma\) so that no value of \(\delta\) is unachievable, this is sufficient to show that the total variation error can be controlled uniformly. Note we did not need the assumption that \(\Sigma_\epsilon\) is a partial eigendecomposition; this will be used below.

**E.8.2 Result for \(\mathcal{P}_\epsilon\)**

We first prove a lemma that will be used to obtain the main result. We will in general use \(\theta_*\) to represent the proposal value in Metropolis-Hastings algorithms and \(\theta\) to represent the current state.

**Lemma E.8.1.** Consider transition kernels \(\mathcal{P}(\theta, \cdot), \mathcal{P}_\epsilon(\theta, \cdot)\) constructed by Metropolis-Hastings algorithms with identical proposal distributions and acceptance probabilities \(p(\theta \to \theta_*), p_\epsilon(\theta \to \theta_*)\) for any \(\theta, \theta_* \in \Theta\). If

\[
p_{\text{sup}} = \sup_{\theta_* \in \Theta} \sup_{\theta \in \Theta} |p(\theta \to \theta_*) - p_\epsilon(\theta \to \theta_*)| < \frac{\epsilon}{2},
\]

then

\[
\sup_{\theta} \|\mathcal{P}(\theta, \cdot) - \mathcal{P}_\epsilon(\theta, \cdot)\|_{\text{TV}} < \epsilon.
\]

**Proof.** Let \(Q(\theta; d\theta_*)\) denote the proposal distribution, which may depend on the current state \(\theta\). Then

\[
\mathcal{P}(\theta, \theta_*) = \int p(\theta \to \theta_*)Q(\theta; d\theta_*) + \delta_\theta(\theta_*) \int (1 - p(\theta \to \theta_*))Q(\theta; d\theta_*)
\]

\[
\mathcal{P}_\epsilon(\theta, \theta_*) = \int p_\epsilon(\theta \to \theta_*)Q(\theta; d\theta_*) + \delta_\theta(\theta_*) \int (1 - p_\epsilon(\theta \to \theta_*))Q(\theta; d\theta_*)
\]
Hence, we have

\[
\sup_\theta \|P(\theta, \cdot) - P_\epsilon(\theta, \cdot)\|_{TV}
\]

\[
= \sup_{\theta \in \Theta} \sup_{A \subset \Theta} \left| \int_A p(\theta \to \theta_*) Q(\theta; d\theta_*) + \mathbb{1}_{(\theta \in A)} \int_A (1 - p(\theta \to \theta_*)) Q(\theta; d\theta_*) - \int_A p_\epsilon(\theta \to \theta_*) Q(\theta; d\theta_*) - \mathbb{1}_{(\theta \in A)} \int_A (1 - p_\epsilon(\theta \to \theta_*)) Q(\theta; d\theta_*) \right|
\]

\[
\leq \sup_{\theta \in \Theta} \left| \int_\Theta p(\theta \to \theta_*) Q(\theta; d\theta_*) + \int_\Theta (1 - p(\theta \to \theta_*)) Q(\theta; d\theta_*) - \int_\Theta p_\epsilon(\theta \to \theta_*) Q(\theta; d\theta_*) - \int_\Theta (1 - p_\epsilon(\theta \to \theta_*)) Q(\theta; d\theta_*) \right|
\]

\[
\leq \sup_{\theta \in \Theta} \left( \left| \int_\Theta [p(\theta \to \theta_*) - p_\epsilon(\theta \to \theta_*)] Q(\theta; d\theta_*) \right| \right.
\]

\[
+ \left. \left| \int_\Theta [p_\epsilon(\theta \to \theta_*) - p(\theta \to \theta_*)] Q(\theta; d\theta_*) \right| \right)
\]

\[
\leq \sup_{\theta \in \Theta} \left| \int_\Theta (|p(\theta \to \theta_*) - p_\epsilon(\theta \to \theta_*)| + |p_\epsilon(\theta \to \theta_*) - p(\theta \to \theta_*)|) Q(\theta; d\theta_*) \right|
\]

\[
\leq (\sup_{\theta \in \Theta} \sup_{\theta, \epsilon, \theta_0, \epsilon_0} [|p(\theta \to \theta_*) - p_\epsilon(\theta \to \theta_*)| + |p_\epsilon(\theta \to \theta_*) - p(\theta \to \theta_*)|]) \int_\Theta Q(\theta; d\theta_*)
\]

\[
\leq \epsilon \int_\Theta Q(\theta; d\theta_*) \leq \epsilon
\]

\[\square\]

**Main result: approximation error for GP MH steps**

We now show that for every \( \epsilon > 0 \), the kernel \( P_\epsilon \) that replaces \( \Sigma \) with \( \Sigma_\epsilon \), achieving \( \|\Sigma - \Sigma_\epsilon\| < \delta \) with probability \( 1 - q \), satisfies Assumption 6.2.2 (also with probability \( 1 - q \)). This result uses the additional assumption that \( \Sigma_\epsilon \) is a partial eigendecomposition. To simplify the exposition and reduce length, the result is obtained for a joint Metropolis-Hastings step for \((\sigma^2, \tau^2)\). A similar result could be obtained for the
sequential Metropolis-Hastings steps in the marginal sampler described in Section 6.3.4 by appropriately re-defining the acceptance probability.

Applying lemma E.8.1, we need only control $p_{\text{sup}}$. The absolute difference in MH acceptance probabilities for the marginal sampler is

$$D_e(\theta, \theta_*) = |p_e(\theta \to \theta_*) - p(\theta \to \theta_*)|$$

$$= \left| \left( \frac{L_e(y \mid \theta_*) p(\theta_*) q(\theta_ \mid \theta_*)}{L_e(y \mid \theta) p(\theta) q(\theta \mid \theta)} \right) \wedge 1 \right| - \left( \frac{L(y \mid \theta_*) p(\theta_*) q(\theta \mid \theta_*)}{L(y \mid \theta) p(\theta) q(\theta \mid \theta)} \right) \wedge 1$$

$$= |(r_e(\theta \to \theta_*) \wedge 1) - (r(\theta \to \theta_*) \wedge 1)|.$$

Initially focus on the case where both $r_e(\theta \to \theta_*)$ and $r(\theta \to \theta_*)$ are less than one, and set $M(\theta, \theta_*) = \frac{p(\theta_*)q(\theta \mid \theta_*)}{p(\theta)q(\theta \mid \theta)}$. Then

$$D_e(\theta, \theta_*) = M(\theta, \theta_*) \left| \frac{L_e(y \mid \theta_*)}{L_e(y \mid \theta)} \right| - \frac{L(y \mid \theta_*)}{L(y \mid \theta)}$$

$$= M(\theta, \theta_*) \left| \frac{2\pi (\tau_\Sigma^2 I + \sigma^2 I)^{-1/2} \exp(-y^T (\tau_\Sigma^2 I + \sigma^2 I)^{-1/2} y)}{2\pi (\tau^2 I + \sigma^2 I)^{-1/2} \exp(-y^T (\tau^2 I + \sigma^2 I)^{-1/2} y)} \right|$$

$$= M(\theta, \theta_*) \left| \frac{\prod_{i=1}^n \tau_\Sigma^2 \lambda_i + \sigma^2}{\prod_{i=1}^n \tau^2 \lambda_i + \sigma^2} \right|^{1/2} \left| \frac{\prod_{i=1}^n \tau_\Sigma^2 \lambda_i + \sigma^2}{\prod_{i=1}^n \tau^2 \lambda_i + \sigma^2} \right|^{-1/2} \exp(-y^T (\tau^2 I + \sigma^2 I)^{-1} y/2)$$

$$= M(\theta, \theta_*) \left| \frac{\prod_{i=1}^n \tau_\Sigma^2 \lambda_i + \sigma^2}{\prod_{i=1}^n \tau^2 \lambda_i + \sigma^2} \right|^{1/2} \left| \frac{\prod_{i=1}^n \tau_\Sigma^2 \lambda_i + \sigma^2}{\prod_{i=1}^n \tau^2 \lambda_i + \sigma^2} \right|^{-1/2} \exp(-y^T (\tau^2 I + \sigma^2 I)^{-1} y/2).$$

Now use that $\Sigma_\epsilon$ is a rank $r$ partial eigendecomposition of $\Sigma$ satisfying $||\Sigma_\epsilon - \Sigma||_F < \delta$, implying the following

$$\tau^2 \Sigma + \sigma^2 I = U(\tau^2 \Lambda + \sigma^2 I)U',$$

$$\tau^2 \Sigma_\epsilon + \sigma^2 I = U(\tau^2 \Lambda_\epsilon + \sigma^2 I)U'.$$

$$\lambda_\epsilon = \lambda_i, \quad i \leq r,$$

$$\lambda_\epsilon = 0, \quad i > r,$$

$$\lambda_i < \delta, \quad i > r,$$

where $\Lambda_\epsilon = \text{diag}(\lambda_1, \ldots, \lambda_r, 0, \ldots, 0)$, and $\lambda_i$ is the $i$th eigenvalue of $\Sigma$. Now put
\[ y_U = y'U, \text{ with } i\text{th entry } y_{U,i}, \text{ and obtain } D_i(\theta, \theta_*) = \]
\[
M(\theta, \theta_*) \exp \left( -\frac{1}{2} y_U \text{diag} \left[ \frac{1}{\tau^2 \lambda_i^* + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i^* + \sigma^2} \right] y_U' - \frac{1}{2} \sum_{i=1}^{n} \log \frac{\tau^2 \lambda_i^* + \sigma^2_*}{\tau^2 \lambda_i^* + \sigma^2} \right)
- \exp \left( -\frac{1}{2} y_U \text{diag} \left[ \frac{1}{\tau^2 \lambda_i + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i + \sigma^2} \right] y_U' - \frac{1}{2} \sum_{i=1}^{n} \log \frac{\tau^2 \lambda_i + \sigma^2_*}{\tau^2 \lambda_i + \sigma^2} \right) | \\
M(\theta, \theta_*) \exp \left( -\frac{1}{2} \sum_{i=1}^{r} y_{U,i}^2 \left[ \frac{1}{\tau^2 \lambda_i^* + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i^* + \sigma^2} \right] - \frac{1}{2} \sum_{i=1}^{r} \log \frac{\tau^2 \lambda_i^* + \sigma^2_*}{\tau^2 \lambda_i^* + \sigma^2} \right) \\
\times \exp \left( -\frac{1}{2} \sum_{i=r+1}^{n} y_{U,i}^2 \left[ \frac{1}{\tau^2 \lambda_i + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i + \sigma^2} \right] - \frac{1}{2} \sum_{i=r+1}^{n} \log \frac{\tau^2 \lambda_i + \sigma^2_*}{\tau^2 \lambda_i + \sigma^2} \right)
- \exp \left( -\frac{1}{2} \sum_{i=r+1}^{n} y_{U,i}^2 \left[ \frac{1}{\tau^2 \lambda_i + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i + \sigma^2} \right] - \frac{1}{2} \sum_{i=r+1}^{n} \log \frac{\tau^2 \lambda_i + \sigma^2_*}{\tau^2 \lambda_i + \sigma^2} \right) | \\
\]

Put
\[
M_1(\theta, \theta_*) = M(\theta, \theta_*) \exp \left( -\frac{1}{2} \sum_{i=1}^{r} y_{U,i}^2 \left[ \frac{1}{\tau^2 \lambda_i^* + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i^* + \sigma^2} \right] \right)
- \frac{1}{2} \sum_{i=1}^{r} \log \frac{\tau^2 \lambda_i^* + \sigma^2_*}{\tau^2 \lambda_i^* + \sigma^2} \\
\]
giving
\[
D_i(\theta, \theta_*) = M_1(\theta, \theta_*) \exp \left( -\frac{1}{2} \sum_{i=r+1}^{n} y_{U,i}^2 \left[ \frac{1}{\tau^2 \lambda_i + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i + \sigma^2} \right] - \frac{1}{2} \sum_{i=r+1}^{n} \log \frac{\tau^2 \lambda_i + \sigma^2_*}{\tau^2 \lambda_i + \sigma^2} \right)
- \exp \left( -\frac{1}{2} \sum_{i=r+1}^{n} y_{U,i}^2 \left[ \frac{1}{\tau^2 \lambda_i + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i + \sigma^2} \right] - \frac{1}{2} \sum_{i=r+1}^{n} \log \frac{\tau^2 \lambda_i + \sigma^2_*}{\tau^2 \lambda_i + \sigma^2} \right) | \\
\]
Call the term inside the absolute value \( \Delta(\delta, \theta, \theta_*) \), and simplify to obtain
\[
\Delta(\delta, \theta, \theta_*) = \left| \exp \left( -\frac{1}{2} \sum_{i=r+1}^{n} y_{U,i}^2 \left[ \frac{1}{\tau^2 \lambda_i + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i + \sigma^2} \right] - \frac{1}{2} \sum_{i=r+1}^{n} \log \frac{\tau^2 \lambda_i + \sigma^2_*}{\tau^2 \lambda_i + \sigma^2} \right) \right| \\
275
$$-\exp \left( -\frac{1}{2} \sum_{i=r+1}^{n} y_U^2_i \left[ \frac{1}{\tau^2_i \lambda_i + \sigma^2_*} - \frac{1}{\tau^2 \lambda_i + \sigma^2} \right] \right)$$

$$-\frac{1}{2} \sum_{i=r+1}^{n} \log \left( \frac{\tau^2_i \lambda_i + \sigma^2_*}{\tau^2 \lambda_i + \sigma^2} \right)$$

\[ \leq \exp \left( -\frac{n-r}{2} \left[ \frac{\sigma^2 - \sigma^2_*}{\sigma^2_* \sigma^2} - \log \frac{\sigma^2_*}{\sigma^2} \right] \right) \]

$$-\exp \left( -\frac{n-r}{2} \left[ \frac{\tau^2 \delta + \sigma^2 - \tau^2 \delta - \sigma^2_*}{(\tau^2 \delta + \sigma^2)(\tau^2 \delta + \sigma^2)} - \log \frac{\tau^2 \delta + \sigma^2_*}{\tau^2 \delta + \sigma^2} \right] \right) \right).$$

Taking \( \delta \to 0 \), \( \Delta(\delta, \theta, \theta_*) \) can be made arbitrarily small.

Finally, because the prior on \( \phi \) is finitely supported and depends only on likelihood ratios of the same form as those considered above, control of the approximation error for sampling of \( \phi \) follows easily. Thus, the following algorithm achieves control of \( \Delta(\delta, \theta, \theta_*) \):

1. Take a draw from \( q(\theta_* | \theta) \);
2. Choose a value of \( \delta \) such that \( \Delta(\delta, \theta, \theta_*) < \epsilon \);
3. Compute \( r(\theta \to \theta_*) \);
4. Use this quantity in the MH acceptance decision;
5. Sample \( \phi \) from its discrete full conditional distribution.

Although the only case considered above was that where \( r(\theta \to \theta_*) < 1 \), note that if \( |r(\theta \to \theta_*) - r(\theta \to \theta_*)| < \frac{\epsilon}{2} \), then

\[ |(1 \wedge r(\theta \to \theta_*)) - (1 \wedge r(\theta \to \theta_*))| < \frac{\epsilon}{2}. \]

Noting that \( \delta = 0 \) is always achievable by taking \( \Sigma = \Sigma \), this is sufficient to control the approximation error everywhere in the state space.

**E.9 Simulation study : accuracy of approximate eigendecompositions**

In each simulation, 1000 points are generated in \( \mathbb{R}^k \) and pairwise distances computed. A grid of 100 values of \( \phi \) is constructed, corresponding to evenly spaced values such that the minimum value of \( \phi \) corresponds to a correlation of 0.99 at the maximum.
observed distance, and the maximum value of \( \phi \) corresponds to a correlation of 0.01. In every simulation, \( \tau^2 \) is set to one. Four approaches to generating pairwise distances were considered: (1) the points \( x \) were evenly distributed on the interval \([0.001, 1]\) (Grid case); (2) the points \( x \) were sampled uniformly on the unit interval; (3) the points \( x \) were sampled from Gamma \((1, 1)\); and, (4) the points are vectors in \( \mathbb{R}^5 \) with independent standard normal entries. Naturally, the first three cases correspond to approximately low-rank \( \Sigma \), while (4) corresponds to a \( \Sigma \) with a much more slowly decaying spectrum.

To assess the accuracy of the approximate partial eigendecomposition, both a complete eigendecomposition and an approximate partial eigendecomposition were computed, producing \( \Sigma = U\Lambda U' \) and \( \Sigma_\epsilon = U_\epsilon\Lambda_\epsilon U_\epsilon' \), where \( U_\epsilon \) is \( n \times m \) and \( \Lambda_\epsilon \) \( m \times m \) with \( m < n \). The approximate partial eigendecomposition was computed using Algorithms 4.2 and 5.5 of Halko et al. (2011) with \( \delta_\epsilon = 0.001 \). Let \( \Lambda^* \) and \( U^* \) be the diagonal matrix consisting of the largest \( m \) eigenvalues of \( \Sigma \) and the corresponding \( m \) eigenvectors, respectively. We then compute

\[
R(\Lambda^*, \Lambda_\epsilon) = \sqrt{\sum_{i=1}^{m} (\lambda_{\epsilon}^i - \lambda_{\epsilon,i})^2}, \quad F(U^*, U_\epsilon) = \|I - U_\epsilon'U^*\|_F/\sqrt{n}, \quad \text{and}
\]

\[
C(U^*, U_\epsilon) = \text{Corr} (y, U_\epsilon(U_\epsilon'U_\epsilon)^{-1}U_\epsilon'y),
\]

where \( y = U^*\beta \) for \( \beta_j \sim N(0, 1) \) a random \( m \times 1 \) vector with independent standard normal entries. Essentially, \( R \) measures the quality of the approximation to the eigenvalues and \( F \) and \( C \) measure the quality of approximation to the column space of \( U^* \). Table E.4 shows results. For the Grid, Uniform, and Gamma cases, the approximation is extremely accurate; the approximate eigendecomposition is almost identical to the partial eigendecomposition. For the Normal case, the approximation to the eigenvalues is still very accurate, but there is noticeable error in the column space approximation. It should be noted that for the first three cases, typical values
Table E.4: Results of simulation study for approximation error using approximate eigen-
decomposition. The median, maximum, and minimum values of $C$, $R$, and $F$ are shown
across the 100 values of $\phi$ specified in the text.

<table>
<thead>
<tr>
<th>$R(\Lambda^*, \Lambda_\epsilon)$</th>
<th>$F(U^*, U_\epsilon)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>median</td>
<td>max</td>
</tr>
<tr>
<td>Grid</td>
<td>2.55e-12</td>
</tr>
<tr>
<td>Uniform</td>
<td>1.70e-12</td>
</tr>
<tr>
<td>Gamma</td>
<td>2.56e-12</td>
</tr>
<tr>
<td>Normal</td>
<td>9.36e-09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$C(U^*, U_\epsilon)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>median</td>
</tr>
<tr>
<td>Grid</td>
</tr>
<tr>
<td>Uniform</td>
</tr>
<tr>
<td>Gamma</td>
</tr>
<tr>
<td>Normal</td>
</tr>
</tbody>
</table>

of $m$ ranged from 10 to 50, whereas in the Normal case, $m$ is nearly 500 for most
values of $\phi$. In general, we expect the approximate eigendecomposition to be less
accurate in cases where the spectrum decays very slowly, so the results in Table E.4
are not surprising.
Appendix F

Appendix to Chapter 7

F.1 Proofs of Spectral Gap Results

F.1.1 Proof of Corollary F.1.1

The following Corollary to Theorem 7.1.5 is useful in our setting.

**Corollary F.1.1.** Let \((\theta_t, Z_t)\) be a data-augmentation Markov chain on state space \(\Omega_1 \times \Omega_2 \subset \mathbb{R} \times \mathbb{R}^n\). Denote by \(\mathcal{P} = \mathcal{P}_1 \mathcal{P}_2\) the transition kernel of this chain, where \(\mathcal{P}_1((\theta, Z), \Omega_1 \times \{Z\}) = \mathcal{P}_2((\theta, Z), \{\theta\} \times \Omega_2) = 1\) for all \((\theta, Z) \in \Omega_1 \times \Omega_2\). Denote by \(\Pi\) the stationary measure of \(\mathcal{P}\), and denote by \(\Pi_1\) and \(\Pi_2\) the marginals of this stationary measure on \(\Omega_1\) and \(\Omega_2\); denote by \(\mu\), \(\mu_1\) and \(\mu_2\) their densities. Assume that there exists an interval \(I = (a, b) \subset \Omega_1\) that satisfies

\[
\pi_1(I) \geq 1 - \epsilon \quad \text{(F.1)}
\]

\[
c \leq \inf_{\theta \in I} \mu_1(\theta) \leq \sup_{\theta \in I} \mu_1(\theta) \leq C
\]

\[
\sup_{\theta \in I, z \in \Omega_2} \mathbb{P} \left[ (\theta_{s+1} - \theta_s)^2 > r\delta \mid (\theta_s, Z_s) = (\theta, z) \right] \leq r^{-2} + \gamma
\]

for some \(\epsilon, \delta > 0\), some \(0 \leq \gamma < \infty\) and some \(0 < c < C < \infty\), and for all
$0 < r < \infty$. Assume that $\delta \leq \frac{1 - \epsilon}{4C}$. Then

$$1 - \lambda_1(\mathcal{P}) \leq \frac{16C\delta}{(1 - \epsilon)^2} + \frac{2C\gamma}{c(1 - \epsilon)}.$$ 

**Proof.** Let $m = \inf \{x > a : \int_a^x \mu_1(y)\,dy \geq \frac{\pi(I)}{2} \} \geq a + \frac{1 - \epsilon}{2C}$ be the median of the restriction of $\Pi_1$ to $I$ and let $S = (a, m] \times \Omega_2$. Note that, by the second part of Inequality (F.1),

$$\frac{1 - \epsilon}{2c} \geq m - a \geq \frac{1 - \epsilon}{2C}.$$ 

We then calculate

$$\kappa(S) = \frac{\int_{(x,y) \in S} \mathcal{P}((x, y), S^c) \mu(x, y)\,dxdy}{\Pi(S)(1 - \Pi(S))} \leq \frac{4}{(1 - \epsilon)^2} \int_{(x,y) \in S} \mathcal{P}((x, y), S^c) \mu(x, y)\,dxdy \leq \frac{4}{(1 - \epsilon)^2} \int_a^m C(\min(1, \frac{\delta^2}{\min(x - a, m - x)^2}) + \gamma)\,dx = \frac{8C}{(1 - \epsilon)^2} \left( \int_0^\delta (1 + \gamma)\,dx + \int_\delta^{\frac{m-a}{2}} (\frac{\delta^2}{x^2} + \gamma)\,dx \right) = \frac{8C}{(1 - \epsilon)^2} (\delta + \delta^2(\delta^{-1} - \frac{2}{m - a}) + \gamma \frac{m - a}{2}) \leq \frac{16C\delta}{(1 - \epsilon)^2} + \frac{8C\gamma}{(1 - \epsilon)^2} \frac{1 - \epsilon}{4c} = \frac{16C\delta}{(1 - \epsilon)^2} + \frac{2C\gamma}{c(1 - \epsilon)}.$$

The result now follows immediately from an application of Theorem 7.1.5. 

**F.1.2  Proof of Theorem 7.2.1**

We begin by proving inequality (7.10) with an application of Corollary F.1.1. The proof consists of verifying the three conditions given by inequality (F.1), beginning with the third.
This requires bounding from above the typical move size $|\theta_{t+1} - \theta_t|^2$. Note that our chain is uniformly ergodic Choi and Hobert (2013), and so moves can be very large if $\theta_t$ is far from its typical value of approximately $-\log(n)$. For that reason, we will fix a constant $0 < C < 1$ and will bound the move size $|\theta_{t+1} - \theta_t|^2$ only when $\theta_t$ satisfies $\theta_t = -\log(n)(1 + a_t)$ for some $|a_t| \leq C$. In this regime, we have

$$
\mathbb{E}[w_{t+1}] = \frac{n}{2\theta_t} \tanh\left(\frac{\theta_t}{2}\right)
$$

(F.2)

and

$$
\text{Var}[w_{t+1}] = \frac{n}{4\theta_t^3} (\sinh(\theta_t) - \theta_t) \text{sech}^2\left(\frac{\theta_t}{2}\right)
$$

(F.3)

Combining inequalities (F.2) and (F.3), we have by Chebyshev’s inequality that

$$
\mathbb{P}\left(|w_{t+1} - \frac{n}{2\log(n)(1+a_t)}| > r \frac{\sqrt{n}}{\log(n)^{1.5}} \right) = O(r^{-2})
$$

(F.4)

for any $r > 0$. Next, we estimate $\theta_{t+1}$. Recall

$$
\theta_{t+1}|w_{t+1} \sim \text{Normal}\left(\sigma_{w_{t+1}}^{-1}(y - n/2), \sigma_{w_{t+1}}^{-1}\right), \quad \sigma_{w_{t+1}}^{-1} = (w_{t+1} + B^{-1})^{-1}.
$$
Define $r_t$ by $w_{t+1} = \frac{n}{2 \log(n)(1 + a_t)} + r_t \frac{\sqrt{n}}{\log(n)^{1.5}}$. Conditional on $r_t \sqrt{\frac{4 \log(n)}{n}} \leq \frac{1}{8}$ and $\frac{4B^{-1} \log(n)}{n} \leq \frac{1}{8}$, we have

$$
\sigma_{w_{t+1}}^{-1} = \left( \frac{n}{2 \log(n)(1 + a_t)} + r_t \frac{\sqrt{n}}{\log(n)^{1.5}} + B^{-1} \right)^{-1}
\begin{align*}
&= \frac{2 \log(n)(1 + a_t)}{n} \left( 1 + B^{-1} \frac{2 \log(n)(1 + a_t)}{n} + r_t \frac{2(1 + a_t)}{\sqrt{n \log(n)}} \right)^{-1} \\
&= \frac{2 \log(n)(1 + a_t)}{n} \left( 1 - O\left( \frac{r_t + 1}{\sqrt{n \log(n)}} \right) \right).
\end{align*}
$$

Thus, still conditional on $r_t \sqrt{\frac{4 \log(n)}{n}} \leq \frac{1}{8}$ and $\frac{4B^{-1} \log(n)}{n} \leq \frac{1}{8}$,

$$
\theta_{t+1} \mid w_{t+1} \sim \text{No}\left( \frac{\sigma_{w_{t+1}}^{-1}}{\sigma_{w_{t+1}}} (y - n/2), \sigma_{w_{t+1}}^{-1} \right)
= \text{No}\left( \frac{(2 - n) \frac{\log(n)(1 + a_t)}{n}}{1 + O\left( \frac{r_t + 1}{\sqrt{n \log(n)}} \right) \right), \\
\frac{\log(n)(1 + a_t)}{n} \left( 1 + O\left( \frac{r_t + 1}{\sqrt{n \log(n)}} \right) \right))
= \text{No}\left( - \log(n)(1 + a_t) \left( 1 + O\left( \frac{r_t + 1}{\sqrt{n \log(n)}} \right) \right), \\
\frac{\log(n)(1 + a_t)}{n} \left( 1 + O\left( \frac{r_t + 1}{\sqrt{n \log(n)}} \right) \right))
= \text{No}\left( \theta_t \left( 1 + O\left( \frac{r_t + 1}{\sqrt{n \log(n)}} \right) \right), \frac{\log(n)(1 + a_t)}{n} \left( 1 + O\left( \frac{r_t + 1}{\sqrt{n \log(n)}} \right) \right) \right).
$$

Combining this bound with inequality (F.4), we conclude that for fixed $r > 0$

$$
P\left[ |\theta_{t+1} - \theta_t| > 2r \sqrt{\frac{\log(n)}{n}} \right] \leq P\left[ |w_{t+1} - \frac{n}{2 \log(n)(1 + a_t)}| > r \frac{\sqrt{n}}{\log(n)^{1.5}} \right]
\quad \text{(F.5)}
$$

$$
+ P\left[ |\theta_{t+1} - \theta_t| > 2r \sqrt{\frac{\log(n)}{n}} \right]
\left| w_{t+1} - \frac{n}{2 \log(n)(1 + a_t)} \right| \leq r \frac{\sqrt{n}}{\log(n)^{1.5}}
$$
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\[ = O(r^{-2}) + O\left(\sqrt{\frac{\log(n)}{n}}\right). \]

Thus, the third part of inequality (F.1) is satisfied for two sequences of constants \( \delta = \delta(n) \) and \( \gamma = \gamma(n) \) that satisfy

\[
\delta(n) = O\left(\sqrt{\frac{\log(n)}{n}}\right), \quad \gamma(n) = O\left(\sqrt{\frac{\log(n)}{n}}\right) \tag{F.6}
\]
on any sequence of sets \( I = I(n) \) satisfying \( I(n) \subset (-\log(n)(1 + \zeta), -\log(n)(1 - \zeta)) \) and fixed \( 0 < \zeta < 1 \).

Next, we must provide bounds for the first two parts of inequality (F.1). Recall that the posterior density of \( \theta \) is

\[
p(\theta|y = 1) = \frac{n}{\sqrt{2\pi B}} (1 + e^\theta)^{-n} e^{\theta^2}. \]

We will show that \( p(\theta|y = 1) \) is roughly constant on a region of size roughly \( \frac{1}{\log(n)} \) and that it is negligible outside of a region of size roughly \( \log(n) \).

We begin by showing that \( p(\theta|y = 1) \) is near-constant on a small region around the mode \( \theta_{\text{max}} \equiv \arg\max_{\theta} p(\theta|y = 1) \). By straightforward calculus, \( \theta_{\text{max}} \) satisfies

\[
\frac{\theta_{\text{max}}}{B} + n \frac{e^{\theta_{\text{max}}}}{1 + e^{\theta_{\text{max}}}} = 1,
\]
and so \( \theta_{\text{max}} = -\log(n) + O(\log(\log(n))) \).

Fix \( \theta_1, \theta_2 \) that satisfy \( |\theta_1 - \theta_2| \leq \frac{1}{\log(n)} \) and also \( |\theta_1 + \log(n)|, |\theta_2 + \log(n)| \leq A \log(\log(n)) \) for some \( 0 < A < \infty \). Define \( \delta_1, \delta_2 \) by \( \theta_1 = -\log(n) + \delta_1, \theta_2 = -\log(n) + \delta_2 \). Then we calculate

\[
\frac{p(\theta_1|y = 1)}{p(\theta_2|y = 1)} = e^{\theta_1 - \theta_2} \left(\frac{1 + e^{\theta_2}}{1 + e^{\theta_1}}\right)^n e^{\frac{1}{2\pi B} (\theta_1^2 - \theta_2^2)} \tag{F.7}
\]

\[
= e^{\delta_1 - \delta_2} \left(\frac{1 + \frac{1}{n} e^{\delta_2}}{1 + \frac{1}{n} e^{\delta_1}}\right)^n e^{\frac{1}{2\pi B} (\delta_1 - \delta_2)(2\log(n) - \delta_1 - \delta_2)} \geq (e^{-2})(2e)^{-2A(e^{-2})}.
\]
Next, we show that \( p(\theta | y = 1) \) is negligible outside of the interval \((-5 \log(n), 3 \log(n))\).

If \( \theta = -\log(n) + C \log(n) \) for some \( C \geq 4 \),

\[
p(\theta | y = 1) \leq \frac{n}{\sqrt{2\pi B}} n^{C-1} (1 + n^{C-1})^{-n} e^{-\frac{(C-1)^2 \log(n)^2}{2B}} \\
\leq \frac{1}{\sqrt{2\pi B}} n^{C-n(C-1)-\frac{(C-1)^2}{2B} \log(n)}.
\]

Thus,

\[
\int_{3 \log(n)}^{\infty} p(\theta | y = 1) d\theta \leq \sum_{C=4}^{\infty} \log(n) \times \frac{1}{\sqrt{2\pi B}} n^{C-n(C-1)-\frac{(C-1)^2}{2B} \log(n)} = o(1). \tag{F.8}
\]

If \( \theta = -\log(n) - C \log(n) \) for some \( C \geq 4 \), then

\[
p(\theta | y = 1) \leq \frac{n}{\sqrt{2\pi B}} n^{-C-1} (1 + n^{-C-1})^{-n} e^{-\frac{(C+1)^2 \log(n)^2}{2B}} \\
\leq \frac{2}{\sqrt{2\pi B}} n^{-C-\frac{(C+1)^2}{2B} \log(n)}.
\]

Thus,

\[
\int_{3 \log(n)}^{\infty} p(\theta | y = 1) d\theta \leq \sum_{C=4}^{\infty} \log(n) \times \frac{2}{\sqrt{2\pi B}} n^{-C-\frac{(C+1)^2}{2B} \log(n)} = o(1). \tag{F.9}
\]

Combining inequalities (F.8) and (F.9) gives

\[
\int_{(-5 \log(n), 3 \log(n))} p(\theta | y = 1) d\theta = o(1). \tag{F.10}
\]

By inequalities (F.7) and (F.10), the first two parts of inequality (F.1) are satisfied with \( \epsilon = \epsilon(n) \), \( c = c(n) \) and \( C = C(n) \) satisfying

\[
(1 - \epsilon(n))^{-1} = O(\log(n)^2), \quad c(n) = \Theta(1), \quad C(n) = \Theta(1) \tag{F.11}
\]

and a set \( I(n) \subset (-\log(n) - \frac{1}{\log(n)} - \eta_n, -\log(n) + \frac{1}{\log(n)} - \eta_n) \) for some \( \eta_n = O(\log(\log(n))) \). Combining this with (F.6) and Corollary F.1.1 completes the proof of Equation (7.10).
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Finally, Equality (7.11) follows immediately from inequalities (F.7) and (F.10). This completes the proof of the Theorem.

F.1.3 Proof of Theorem 7.2.2

First we give a lemma that is used in the main proof to bound $\Phi^{-1}(x)$ and $(\Phi^{-1}(x))^2$.

**Lemma F.1.1.** Let $\Phi(\cdot)$ be the standard normal distribution function and fix $x > 0$. Then, taking the asymptotic as $n \to \infty$,

$$|\Phi^{-1} \left( \frac{x}{n} \right) + \sqrt{2 \log \left( \frac{n}{x} \right)} - \frac{\log \left( \log \left( \frac{n}{x} \right) \right)}{2 \sqrt{2 \log \left( \frac{n}{x} \right)}}| = O \left( \frac{1}{(\log(n/x))^{1.5}} \right). \quad (F.12)$$

Furthermore,

$$(\Phi^{-1} \left( \frac{x}{n} \right))^2 = 2 \log \left( \frac{n}{x} \right) - \log \left( 2 \log \left( \frac{n}{x} \right) \right) - \log(2\pi) + O \left( \frac{1}{(\log(n/x))} \right). \quad (F.13)$$

**Proof.** From equation 7.1.13 of Olver (2010) we have for $x > 0$

$$\frac{1}{x + \sqrt{x^2 + 4}} \leq \sqrt{2\pi e^{x^2/2}} (1 - \Phi(x)) \leq \frac{1}{x + \sqrt{x^2 + \frac{8}{\pi}}}. \quad (F.14)$$

Thus, we can write

$$\sqrt{2\pi e^{x^2/2}} (1 - \Phi(x)) = \frac{1}{x + \sqrt{x^2 + h(x)}}$$

for some function $h(x)$ that satisfies $\frac{8}{\pi} \leq h(x) \leq 4$ for all $x > 0$. Now

$$(1 - \Phi(x)) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \frac{1}{x + \sqrt{x^2 + h(x)}}$$

$$\Phi(x) = 1 - \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \frac{1}{x + \sqrt{x^2 + h(x)}}.$$ inhabitants

Writing $y = \Phi(x)$ and inverting gives

$$1 - y = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} (x + \sqrt{x^2 + h(x)})^{-1}. \quad (F.15)$$
\[
\log(1 - y) = -\frac{1}{2} \log(2\pi) - \frac{x^2}{2} - \log(x + \sqrt{x^2 + h(x)})
\]
\[
x^2 = -2 \log(1 - y) - \log(2\pi) - 2 \log(x + \sqrt{x^2 + h(x)}).
\]

We now claim that for any fixed \(\epsilon > 0\) and any sufficiently large \(x > X(\epsilon)\), we have
\[
\sqrt{-(2 - \epsilon) \log(1 - y)x} < \sqrt{-(2 + \epsilon) \log(1 - y)}. \quad \text{To see this, recall that Inequality (F.14) clearly implies that, for any fixed \(\epsilon > 0\),}
\]
\[
\frac{1}{\sqrt{2\pi}} e^{-(1+\epsilon)x^2/2} \leq 1 - \Phi(x) \leq \frac{1}{\sqrt{2\pi}} e^{-(1-\epsilon)x^2/2}
\]

for all sufficiently large \(x\). Substituting this bound into (F.15) we obtain
\[
x^2 = -2 \log(1 - y) - \log(2\pi) - \log(-2 \log(1 - y)) + \mathcal{O}\left(\frac{1}{-\log(1 - y)}\right),
\]

which gives
\[
x = \sqrt{-2 \log(1 - y) - \log(2\pi) - \log(-2 \log(1 - y)) + \mathcal{O}\left(\frac{1}{-\log(1 - y)}\right)}
\]
\[
= \sqrt{-2 \log(1 - y)} \left(1 - \frac{\log(-2 \log(1 - y))}{\sqrt{-2 \log(1 - y)}} + \mathcal{O}\left(\frac{1}{(-\log(1 - y))^{1.5}}\right)\right),
\]

and therefore
\[
|x - \sqrt{-2 \log(1 - y)|} = -\frac{\log(-2 \log(1 - y))}{\sqrt{-2 \log(1 - y)}} + \mathcal{O}\left(\frac{1}{(-\log(1 - y))^{1.5}}\right).
\]

Putting \(1 - y = x/n\) for \(x/n < 1/2\) we have
\[
(\Phi^{-1}(x/n))^2 = 2 \log(n/x) - \log(2\pi) - \log(2 \log(n/x)) + o(1)
\]
\[
\Phi^{-1}(x/n) = \sqrt{2 \log(n/x)} - \frac{\log(2 \log(n/x))}{\sqrt{2 \log(n/x)}} + \mathcal{O}\left(\frac{1}{(\log(n/x))^{1.5}}\right),
\]

completing the proof. \(\square\)
Proof of main result

The structure of this proof is quite similar to the proof of Theorem 7.2.1. We start by proving Equation (7.12). The expectation and variance of $Z_{t+1}$ given $\beta_t$ are

$$\mathbb{E}[Z_{t+1} | \beta_t] = (n - 1) \left( \beta_t - \frac{\phi(\beta_t)}{1 - \Phi(\beta_t)} + \frac{\phi(\beta_t)}{\Phi(\beta_t)} \right)$$

$$= n\beta_t - (n - 1) \frac{\phi(\beta_t)}{1 - \Phi(\beta_t)} + \frac{\phi(\beta_t)}{\Phi(\beta_t)}$$

$$\text{Var}[Z_{t+1} | \beta_t] = v_t = n + (n - 1) \left( \beta_t \frac{\phi(\beta_t)}{1 - \Phi(\beta_t)} - \left( \frac{\phi(\beta_t)}{1 - \Phi(\beta_t)} \right)^2 - \beta_t \frac{\phi(\beta_t)}{\Phi(\beta_t)} - \frac{\phi(\beta_t)^2}{\Phi(\beta_t)^2} \right).$$

Now, for $n$ large enough, using (F.13)

$$\phi_B \left( \Phi^{-1} \left( \frac{x}{n} \right) \right) = \frac{1}{\sqrt{2\pi B}} \exp \left( -\frac{2\log(n/x)}{2B} + \frac{1}{2B} \log \left( \frac{2\log(n/x)}{2} \right) + \frac{1}{2B} \log(2\pi) + o(1) \right)$$

$$= \frac{1}{\sqrt{2\pi B}} \left( \frac{x}{n} \right)^{1/B} \left( \sqrt{2\log(n/x)} \right)^{1/B} \left( \sqrt{2\pi} \right)^{1/B} \exp(o(1)) \quad (F.16)$$

where $\phi_B$ is the density of $N(0, B)$.

We now compute the posterior mode $\hat{\beta}$. We begin by reparameterizing our problem by the one-to-one transformation $\beta = \Phi^{-1}(x/n)$. We will compute $\hat{x}$, the posterior mode under this transformation, and then use this to compute the true posterior mode $\hat{\beta}$ by the equation $\hat{\beta} = \Phi^{-1}(\hat{x}/n)$.

The posterior density when $y = 1$ is proportional to

$$p(\beta|n, y) \propto n(\Phi(\beta))(1 - \Phi(\beta))^{n-1} \phi_B(\beta).$$

Under our reparameterization,

$$p(x|n, y) \propto x \left( 1 - \frac{x}{n} \right)^{n-1} \frac{1}{\sqrt{2\pi B}} \left( \frac{x}{n} \right)^{1/B} \sqrt{\log(n/x)} \exp(o(1)).$$

Also, since

$$\log p(x \mid n, y) \propto \log x + (n - 1) \log \left( 1 - \frac{x}{n} \right) - \frac{(\Phi^{-1}(x/n))^2}{2B}$$
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we have
\[ \frac{\partial}{\partial x} \log p(x \mid n, y) \propto \frac{1}{x} - \frac{n-1}{n-x} - \frac{\sqrt{2\pi}}{Bn} \exp\left(\frac{(\Phi^{-1}(x/n))^2}{2}\right)\Phi^{-1}(x/n). \]

Combining this with (F.16) and (F.12), we find
\[ \frac{\partial}{\partial x} \log p(x \mid n, y) = \frac{1}{x} - \frac{n-1}{n-x} - \frac{\sqrt{2\pi}}{Bn} \frac{1}{\sqrt{2\log(n/x)}} \frac{1}{\sqrt{2\pi}} \times \exp(o(1)) \left( -\sqrt{2\log \left( \frac{n}{x} \right)} + o(1) \right) \]
\[ = \frac{1}{x} - \frac{n-1}{n-x} + \frac{1}{Bx} (1 + o(1)), \]
so in the limit as \( n \to \infty \) the posterior mode is
\[ \frac{\hat{x}}{n} = \frac{B + 1 + o(1)}{Bn + 1}. \] (F.17)

In particular, for large enough \( n \) the mode is less than \( 2/n \).

**A region outside of which the posterior is negligible** Now we show an interval outside of which the posterior is negligible. Fix \( C > 2 \) and consider the interval \([\Phi^{-1}(C/n^2), \Phi^{-1}(C/\sqrt{n})]\). Assume \( B \geq 1 \) and set \( \theta = \Phi^{-1}(C/\sqrt{n}) \); applying Lemma F.1.1, we have for \( n > N(C) \) sufficiently large that
\[ p(\theta \mid y = 1) = n \frac{C}{\sqrt{n}} \left( 1 - \frac{C}{\sqrt{n}} \right)^{n-1} \phi_B(\Phi^{-1}(x/n)) \]
\[ = n\sqrt{n} \frac{C}{\sqrt{n} - C} \frac{C}{\sqrt{n}} \left( 1 - \frac{C}{\sqrt{n}} \right)^n \frac{1}{\sqrt{2\pi B}} \left( \frac{C}{\sqrt{n}} \right)^{1/B} \]
\[ \times \left( \sqrt{2\log(\sqrt{n}/C)} \right)^{1/B} (\sqrt{2\pi})^{1/B} \exp(o(1)) \]
\[ \leq \frac{nC}{\sqrt{n} - C} \exp(-C\sqrt{n}) \left( \frac{C}{\sqrt{n}} \right)^{1/B} \left( \sqrt{2\log(\sqrt{n}/C)} \right)^{1/B} \exp(o(1)) \]
\[ \leq \sqrt{nC^{2+1/B}} \exp(-C\sqrt{n}) \left( \frac{C}{\sqrt{n}} \right)^{1/B} \left( \sqrt{2\log(\sqrt{n}/C)} \right)^{1/B}, \]
where in the last step we chose \( n \) large enough that \( \exp(o(1)) < C \).

Since
\[
\lim_{n \to \infty} -\sqrt{-2 \log C/\sqrt{n} + 2 \log C/n} / \sqrt{\log n} = \sqrt{2} - 1,
\]
we have
\[
\int_{\Phi^{-1}(2/\sqrt{n})}^{[\sqrt{n}]} p(\theta | y = 1) \leq \frac{1}{2} \sqrt{2 \log(n)} \sqrt{\log n} \sqrt{n} \sum_{C=3}^{[\sqrt{n}]} C^{2+1/B} \exp(-C \sqrt{n}) = o(1).
\]

Similarly, for \( \theta = \Phi^{-1}(1/(Cn^2)) \)
\[
p(\theta | y = 1) = n \frac{1}{Cn^2} \left( 1 - \frac{1}{Cn^2} \right)^{n-1} \phi_B(\Phi^{-1}(1/(Cn^2)))
\]
\[
= n \frac{Cn^2}{Cn^2 - 1} \left( 1 - \frac{1}{Cn^2} \right)^n \frac{1}{\sqrt{2\pi B}} \left( \frac{1}{Cn^2} \right)^{1/B}
\]
\[
\times \left( \sqrt{2 \log(Cn^2)} \right)^{1/B} (2\pi)^{1/B} \exp(o(1))
\]
\[
\leq \frac{n}{Cn^2 - 1} \left( \frac{1}{Cn^2} \right)^{1/B} \frac{(2\pi)^{1/B}}{\sqrt{2\pi B}} \left( \sqrt{2 \log(Cn^2)} \right)^{1/B} \exp(o(1))
\]
\[
\leq \frac{1}{Cn - 1/n} \left( \frac{1}{Cn^2} \right)^{1/B} \frac{(2\pi)^{1/B}}{\sqrt{2\pi B}} \left( \sqrt{2 \log(Cn^2)} \right)^{1/B} \exp(o(1))
\]
\[
\leq \frac{2}{Cn - 1/n} \left( \frac{1}{Cn^2} \right)^{1/B} \frac{(2\pi)^{1/B}}{\sqrt{2\pi B}} \left( \sqrt{2 \log(Cn^2)} \right)^{1/B}
\]
when \( n \) is large enough that \( \exp(o(1)) < 2 \) and \( B \geq 1 \). And since
\[
\lim_{n \to \infty} \frac{\Phi^{-1}(C/n) - \Phi^{-1}(1/(Cn^2))}{\sqrt{\log n}} = 2 - \sqrt{2}
\]
we have for large enough \( n \) that
\[
\int_{-\infty}^{\Phi^{-1}(1/(2n^2))} p(\theta | y = 1)
\]
\[
\leq \frac{\sqrt{\log n}}{n^{2/B}} \sum_{C=3}^{\infty} \frac{2}{Cn - 1/n} \left( \frac{1}{C} \right)^{1/B} \frac{(2\pi)^{1/B}}{\sqrt{2\pi B}} \left( \log(C^2) + \log(n^4) \right)^{1/(2B)}
\]
\[289\]
\[ \leq \frac{\sqrt{\log n}}{n^{2/B}} \sum_{C=3}^{\infty} \frac{2}{Cn - 1/n} \left( \frac{1}{C} \right)^{1/B} \frac{(2\pi)^{1/B}}{\sqrt{2\pi B}} \left( (\log(C^2))^{1/(2B)} + (\log(n^4))^{1/(2B)} \right) \]

\[ \leq \frac{\sqrt{\log n}}{n^{1+2/B}} \frac{(2\pi)^{1/B}}{\sqrt{2\pi B}} \sum_{C=3}^{\infty} \frac{2}{C - 1} \left( \frac{1}{C} \right)^{1/B} \left( (\log(C^2))^{1/(2B)} + (\log(n^4))^{1/(2B)} \right). \]

Now, there exists a constant \( C_1 \) such that \((\log(C^2))^{1/(2B)} < C_1 C^{1/(2B)}\), giving

\[ \int_{-\infty}^{\Phi^{-1}(1/(2n^2))} p(\theta \mid y = 1) \]

\[ \leq \frac{\sqrt{\log n}}{n^{1+2/B}} \frac{C_1(2\pi)^{1/B}}{\sqrt{2\pi B}} \sum_{C=3}^{\infty} \frac{2}{C - 1} \left( \frac{1}{C} \right)^{1/(2B)} \left( 1 + (4\log n)^{1/(2B)} \right) = o(1) \]

We conclude

\[ \int_{[\Phi^{-1}(1/(Cn^2)), \Phi^{-1}(C/\sqrt{n})]} p(\theta \mid y = 1) d\theta = o(1). \quad (F.18) \]

for \( C \geq 2 \).

**An interval on which the posterior is almost constant**

We now fix a (new) constant \( 2 < C < \frac{Bn+1}{B+1} \) and show that the posterior is almost constant on the interval \([\Phi^{-1}\left(\frac{B+1}{C(Bn+1)}\right), \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)]\). As shown in Equality (F.17), this interval includes the posterior mode for all large enough \( n \). This interval has width \( O\left(\frac{1}{\sqrt{\log(n)}}\right) \) since

\[ \lim_{n \to \infty} \sqrt{\log(n)} \left| -\sqrt{-2 \log \left( \frac{C(B + 1)}{Bn + 1} \right)} + \sqrt{-2 \log \left( \frac{B + 1}{Bn + 1} \right)} \right| \]

\[ = \frac{\log(C(B + 1)/B) - \log((B + 1)/B)}{\sqrt{2}}. \quad (F.19) \]

Repeatedly applying Lemma F.1.1, we estimate the likelihood ratio

\[ \frac{p\left(y = 1 \mid \theta = \Phi^{-1}\left(\frac{B+1}{Bn+1}\right)\right)}{p\left(y = 1 \mid \theta = \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)\right)} = \frac{n\left(\frac{B+1}{Bn+1}\right)}{n\left(\frac{C(B+1)}{Bn+1}\right)} \frac{(1 - (\frac{B+1}{Bn+1}))^{n-1} \phi_B \left(\frac{B+1}{Bn+1}\right)}{(1 - (\frac{C(B+1)}{Bn+1}))^{n-1} \phi_B \left(\frac{C(B+1)}{Bn+1}\right)} \]
This means that, for all \( n \) sufficiently large,
\[
\frac{e^{(B+1)(C-1)/B}}{2C^{1+1/B}} \leq \frac{p(y = 1 \mid \theta = \Phi^{-1}(\frac{B+1}{Bn+1}))}{p(y = 1 \mid \theta = \Phi^{-1}(\frac{C(B+1)}{Bn+1}))} \leq \frac{2e^{(B+1)(C-1)/B}}{C^{1+1/B}}. \quad (F.20)
\]
Noting that we would obtain the same result replacing \( C \) with its reciprocal on the interval \( \left[ \Phi^{-1}(\frac{B+1}{C(Bn+1)}), \Phi^{-1}(\frac{B+1}{Bn+1}) \right] \), and combining with (F.19), this implies the posterior is almost constant on an interval of width \( O\left(\frac{1}{\sqrt{\log(n)}}\right) \).
Bounding typical move sizes.

Following the proof of Theorem 7.2.1, write $\beta_t = \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)$, with $C \in \left[\frac{1}{C^*}, C^*\right]$ for $2 < C^* < \frac{Bn+1}{B+1}$, in other words, we have $\beta_t$ inside the interval $\left[\Phi^{-1}\left(\frac{B+1}{C(Bn+1)}\right), \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)\right]$. We do this so that we can write $\beta_t = \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)$ and make clear that this includes values of $\beta_t$ on either side of the mode for large enough $n$. The term $\phi\left(\Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)\right)$ will appear often. We have that

$$
\phi\left(\Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)\right) = \mathcal{O}\left(\frac{\sqrt{2\log(Bn+1)}}{Bn+1}\right)
$$

by (F.16).

So for the definition of $\beta_t$ above we have

$$
\mathbb{E}\left[Z_{t+1}/n \mid \beta_t\right] = \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right) - \phi\left(\Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)\right)
$$

$$
\times \left[ \frac{(n-1)}{n} \frac{1}{1 - \Phi\left(\Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)\right)} - \frac{1}{n\Phi\left(\Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)\right)} \right]
$$

$$
= \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right) - \phi\left(\Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)\right)
$$

$$
\times \left[ \frac{(n-1)}{n} \frac{Bn+1}{Bn+1-C(B+1)} - \frac{Bn+1}{nC(B+1)} \right]
$$

$$
= \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right) - \mathcal{O}\left(\frac{\sqrt{2\log(Bn+1)}}{Bn+1}\right)\mathcal{O}(1)
$$

$$
= \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right) + o(1)
$$

Now

$$
\text{Var}\left[\frac{Z_{t+1}}{n} \mid \beta_t\right] = \frac{1}{n} + \frac{n-1}{n^2} \left( \beta_t \phi(\beta_t) - \left( \frac{\phi(\beta_t)}{1 - \Phi(\beta_t)} \right)^2 \right) - \beta_t \phi(\beta_t) \frac{\phi(\beta_t)^2}{n^2 \Phi(\beta_t)} - \frac{\phi(\beta_t)^2}{n^2 \Phi(\beta_t)^2}
$$
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\[
= \frac{1}{n} + \beta_t \phi(\beta_t) \left( \frac{n - 1}{n^2} \frac{1}{1 - \Phi(\beta_t)} - \frac{1}{n^2 \Phi(\beta_t)} \right) \\
- \phi(\beta_t)^2 \left( \frac{n - 1}{n^2 (1 - \Phi(\beta_t))^2} - \frac{1}{n^2 \Phi(\beta_t)^2} \right)
\]

\[
= \frac{1}{n} + \beta_t \phi(\beta_t) \left( \frac{n - 1}{n^2} \frac{Bn + 1}{Bn + 1 - C(B + 1)} - \frac{1}{n^2 C(B + 1)} \right) \\
- \phi(\beta_t)^2 \left( \frac{n - 1 (Bn + 1)^2}{n^2 (Bn + 1 - C(B + 1))^2} - \frac{(Bn + 1)^2}{n^2 (C(B + 1))^2} \right)
\]

\[
= \frac{1}{n} + \beta_t \phi(\beta_t) O(1) - \phi(\beta_t)^2 O(1)
\]

\[
= \frac{1}{n} + \Phi^{-1} \left( \frac{C(B + 1)}{Bn + 1} \right) O \left( \frac{2 \log(Bn + 1)}{Bn + 1} \right) + O \left( \frac{2 \log(Bn + 1)}{(Bn + 1)^2} \right)
\]

\[
= \frac{1}{n} + \left( \sqrt{2 \log\left( \frac{Bn + 1}{C(B + 1)} \right)} + O \left( \frac{\log(2 \log(Bn + 1))}{\sqrt{2 \log(Bn + 1)}} \right) \right)
\]

\[
+ O \left( \frac{2 \log(Bn + 1)}{Bn + 1} \right) + O \left( \frac{2 \log(Bn + 1)}{(Bn + 1)^2} \right)
\]

\[
= \frac{1}{n} + O \left( \frac{2 \log(Bn + 1)}{Bn + 1} \right)
\]

\[
+ O \left( \frac{\log 2 \log(Bn + 1)}{Bn + 1} \right) + O \left( \frac{2 \log(Bn + 1)}{(Bn + 1)^2} \right)
\]

\[
= O \left( \frac{\log n}{n} \right)
\]

Now, we have that $\beta_t = \Phi^{-1} \left( \frac{C(B + 1)}{Bn + 1} \right)$ and want to show an upper bound on $\mathbb{P}[|\beta_t - \beta_{t+1}| > r\delta]$. Our strategy is to show a lower bound on $\mathbb{P}[|\beta_t - \beta_{t+1}| < r\delta]$ for fixed $r, \delta > 0$. By the triangle inequality,

\[
|\beta_t - \beta_{t+1}| < \left| \beta_t - \frac{Z_{t+1}}{n} \right| + \left| \frac{Z_{t+1}}{n} - \beta_{t+1} \right|.
\]
It follows that, for all $r, \delta > 0$,
\[
\mathbb{P}[|\beta_t - \beta_{t+1}| < r\delta] \geq \mathbb{P}
\left[
\begin{array}{c}
|\beta_t - \frac{Z_{t+1}}{n}| < \frac{r\delta}{2}, \\
|Z_{t+1}/n - \beta_{t+1}| < \frac{r\delta}{2}
\end{array}
\right]
\]
\[
\geq \mathbb{P}\left[|\beta_t - \frac{Z_{t+1}}{n}| < \frac{r\delta}{2}\right]
\times \mathbb{P}\left[|Z_{t+1}/n - \beta_{t+1}| < \frac{r\delta}{2}, \\
|\beta_t - Z_{t+1}/n| < \frac{r\delta}{2}\right]
\]

Since $\beta_t = \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)$, the first term on the right side is
\[
\mathbb{P}\left[\left|\Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right) - \frac{Z_{t+1}}{n}\right| < \frac{r\delta}{2}\right],
\]
Putting $\delta = \frac{\sqrt{\log n}}{\sqrt{n}}$ and recognizing that the distribution of $Z_{t+1} \mid \beta_t$ is sub-Gaussian, we have
\[
\mathbb{P}\left[\left|\frac{Z_{t+1}}{n} - \Phi^{-1}\left(\frac{C(B+1)}{Bn+1}\right)\right| > \frac{r\sqrt{\log n}}{2\sqrt{n}}\right] \leq e^{-r^2(1+o(1))/8}. \tag{F.21}
\]

Now for the second term, recall
\[
\theta_{t+1} \mid Z_{t+1} \sim N((n + B^{-1})^{-1}Z_{t+1}, (n + B^{-1})^{-1})
\]
\[
\sim N\left(\frac{n}{(n + B^{-1})} \frac{Z_{t+1}}{n}, (n + B^{-1})^{-1}\right).
\]

So then the following holds uniformly for any $Z_{t+1}$,
\[
\mathbb{P}\left[\left|\frac{Z_{t+1}}{n} - \beta_{t+1}\right| > \frac{r\sqrt{\log n}}{2\sqrt{n}} + \left|\frac{Z_{t+1}}{n} - \frac{Z_{t+1}}{n + B^{-1}}\right|\right] \leq e^{-(r^2\log n/8)(1-o(1))}
\]
\[
\mathbb{P}\left[\left|\frac{Z_{t+1}}{n} - \beta_{t+1}\right| > \frac{r\sqrt{\log n}}{2\sqrt{n}}(1 + o(1))\right] \leq e^{-(r^2\log n/8)(1-o(1))} \tag{F.22}
\]
so in particular this holds conditional on $|\beta_t - Z_{t+1}/n| < \frac{r\sqrt{\log n}}{2\sqrt{n}}$. So then putting together (F.21) and (F.22) we have
\[
\mathbb{P}\left[|\beta_t - \beta_{t+1}| < \frac{r\sqrt{\log n}}{\sqrt{n}}\right] \geq (1 - e^{-(r^2\log n/8)(1-o(1))})(1 - e^{-r^2/8(1-o(1))}.
\]
so

\[ \mathbb{P} \left( |\beta_{t+1} - \beta_t| > \frac{r \sqrt{\log n}}{\sqrt{n}} \right) = \mathcal{O} \left( e^{-r^2/8} \right) , \]

So then for the interval \( \left[ \Phi^{-1} \left( \frac{B+1}{C(Bn+1)} \right) , \Phi^{-1} \left( \frac{C(B+1)}{Bn+1} \right) \right] \), we have \( 1 - \epsilon = \mathcal{O} \left( 1/\sqrt{\log n} \right) \), and \( c = C = \mathcal{O}(1) \). So we have \( 1 - \lambda_1(K) = \frac{(\log n)^2}{\sqrt{n}} \).

Finally, we prove Inequality (7.13). Combining inequalities (F.17) and (F.20) with Lemma F.1.1, we have shown that the mode is contained within an interval of length \( \Theta(\sqrt{\log(n)}) \) for which the density is \( \Theta(1) \). Combining inequality (F.18) with Lemma F.1.1, we have shown that the posterior distribution is negligible outside of an interval of length \( \Theta(\sqrt{\log(n)}) \). Inequality (7.13) follows immediately.
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