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Abstract

Brain-computer interfaces (BCI) have the potential to restore communication or control abilities in individuals with severe neuromuscular limitations, such as those with amyotrophic lateral sclerosis (ALS). The role of a BCI is to extract and decode relevant information that conveys a user’s intent directly from brain electro-physiological signals and translate this information into executable commands to control external devices. However, the BCI decision-making process is error-prone due to noisy electro-physiological data, representing the classic problem of efficiently transmitting and receiving information via a noisy communication channel.

This research focuses on P300-based BCIs which rely predominantly on event-related potentials (ERP) that are elicited as a function of a user’s uncertainty regarding stimulus events, in either an acoustic or a visual oddball recognition task. The P300-based BCI system enables users to communicate messages from a set of choices by selecting a target character or icon that conveys a desired intent or action. P300-based BCIs have been widely researched as a communication alternative, especially in individuals with ALS who represent a target BCI user population. For the P300-based BCI, repeated data measurements are required to enhance the low signal-to-noise ratio of the elicited ERPs embedded in electroencephalography (EEG) data, in order to improve the accuracy of the target character estimation process. As a result, BCIs have relatively slower speeds when compared to other commercial assistive communication devices, and this limits BCI adoption by their target user.
population. The goal of this research is to develop algorithms that take into account the physical limitations of the target BCI population to improve the efficiency of ERP-based spellers for real-world communication.

In this work, it is hypothesised that building adaptive capabilities into the BCI framework can potentially give the BCI system the flexibility to improve performance by adjusting system parameters in response to changing user inputs. The research in this work addresses three potential areas for improvement within the P300 speller framework: information optimisation, target character estimation and error correction. The visual interface and its operation control the method by which the ERPs are elicited through the presentation of stimulus events. The parameters of the stimulus presentation paradigm can be modified to modulate and enhance the elicited ERPs. A new stimulus presentation paradigm is developed in order to maximise the information content that is presented to the user by tuning stimulus paradigm parameters to positively affect performance. Internally, the BCI system determines the amount of data to collect and the method by which these data are processed to estimate the user’s target character. Algorithms that exploit language information are developed to enhance the target character estimation process and to correct erroneous BCI selections. In addition, a new model-based method to predict BCI performance is developed, an approach which is independent of stimulus presentation paradigm and accounts for dynamic data collection. The studies presented in this work provide evidence that the proposed methods for incorporating adaptive strategies in the three areas have the potential to significantly improve BCI communication rates, and the proposed method for predicting BCI performance provides a reliable means to pre-assess BCI performance without extensive online testing.
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Brain-computer interfaces (BCI) have the potential to restore control or communication abilities in individuals whose severe neuromuscular limitations, e.g. due to neuronal diseases, stroke or traumatic brain injury, limit or preclude the use of most conventional assistive communication technologies [1]. BCIs operate by monitoring electro-physiological signals, invasively or non-invasively, from different areas of the brain, thereby bypassing the brain’s traditional neuronal pathways of nerves and effector muscle organs. These signals are processed by the BCI in real time to extract features that help discern the user’s intent and this information is translated into executable commands to control different types of devices, e.g. [2, 3, 4].

People with amyotrophic lateral sclerosis (ALS), commonly known as Lou Gehrig’s disease, represent a target user population to whom BCI use can have a significant impact on their ability to communicate. ALS is a degenerative neurological disease that fatally attacks motor neurons that relay brain signals from the spinal cord to muscles, leading to a progressive loss of voluntary muscle control despite retention of cognitive abilities [5]. Currently, there is no cure for the disease. There are approximately 20,000-30,000 cases to date in the US, with an additional 5000 diagnosed each
year [6]. The rate of the progression of symptoms in ALS varies between individuals and this affects the type of communication method or augmentative and alternative communication (AAC) device that can be used, e.g. alternate keyboards, touchscreen devices, head or eye tracking systems [7, 8]. In the late stages of the disease, referred to as the locked-in (LI) stage, there is total voluntary muscle paralysis. At the LI stage, communication is achieved mainly by low-tech approaches such as manual alphabet/communication boards, or high-tech approaches such as eye-tracking systems. However, manual boards are slow to use and require another individual to facilitate communication and eye-tracking can become problematic when there is an inability to sustain controlled eye movements [9]. There is a need for a more independent means of communication that can be used by these individuals without as much supervision to significantly improve their quality of life.

Individuals with ALS still retain the cognitive ability to control BCIs [5]. BCIs can potentially provide a beneficial alternative to manual communication boards, or in the case where eye-tracking is not feasible [9]. The most commonly researched BCI for people with ALS is the P300-based BCI speller that relies predominantly on detecting event-related potentials (ERP) in electroencephalography (EEG) data [10]. The P300 speller system enables users to communicate messages from a set of choices by selecting a target character or icon that conveys a desired intent or action. The P300 speller has been shown to be a viable communication system for people with ALS with signal stability that allows for long-term use [7, 11, 12, 13, 14].

Transitioning the P300 speller from the research lab into the home is a key goal in BCI development that requires robust algorithms that improve P300 speller accuracy and communication rates to levels that are practical for independent day-to-day use. Most BCI systems used by people with disabilities are managed within a controlled research environment [15, 16], with a limited number of commercial systems available for home use, e.g. [17]. BCIs generally have slower selection times when compared
to commercial AAC devices, which limits adoption in their target user population.

Most research efforts to improve BCI spelling rates primarily involve offline analyses of EEG datasets or online testing in non-disabled study participants, with few studies involving participants with severe neuromuscular disabilities who actually represent the target BCI population [8, 18, 19, 20]. Since online studies with human participants are time consuming and expensive, offline analyses serve as a fast way to identify and develop a few promising algorithms for later online implementation and experimental results. However, real-time closed-loop online BCI use, with feedback, provides a significantly better measure of the performance of an algorithm as there is independence of training and test datasets and the user interacts and modifies behaviour as the BCI system conveys the user’s intent. Online studies in non-disabled individuals are usually performed due to easier participant recruitment (usually young and healthy adults) at universities where most BCI research laboratories are located. Results from healthy participants may not necessarily be applicable to the disabled population due to more variability in disease etiology or disability progression. In addition, most BCI algorithms are tested online using simple online tasks like single-word copy-spelling tasks, whereas more practical testing for real-world applications would involve free-spelling of phrases or sentences.

The focus of this BCI research is to develop algorithms that take into account the physical limitations of the target BCI population to improve the efficiency of ERP-based spellers for real-world communication. Given the non-stationarity of a user’s BCI performance, inter-user performance variability and the wide array of messages that can be communicated with a BCI system, it is hypothesised that building adaptive capabilities into the BCI decision-making algorithm provide an efficient way for improving BCI speller performance. The proposed research in this work will address three potential areas for improvement within the speller system: information optimisation, target character estimation and error correction. The ERP-based speller can
be considered to consist of three parts. There is a visual interface and its operation which controls the method by which the ERPs are elicited through the presentation of stimulus events. Internally, the system determines the amount of data to collect and the method by which these data are used to estimate the user’s target character. And, finally, the selected target character is chosen and displayed to the user. It is hypothesised that each of these three aspects of the system has the potential for improvement.

In the case of the visual interface, typically the subsets of characters that are presented simultaneously to the user in a stimulus event are chosen \textit{a priori} based on the stimulus presentation paradigm. These groups of characters are typically presented at random, usually with limited consideration of the effect of the stimulus presentation paradigm parameters, such the flash group composition, flash group presentation order, etc., on ERP elicitation. For example, given a P300 speller with a matrix layout for the user interface, an intuitive method is to group characters by the rows and columns of the matrix and present them in a random order. This is the basis for the row-column paradigm [21], which is the predominant stimulus presentation paradigm used in most BCI-speller studies [18]. In this research, a new stimulus paradigm will be developed based on principles from coding theory [22, 23] since the P300 speller can essentially be considered as a noisy communication channel. By characterising the parameters of the channel, it is hypothesised that better stimulus presentation patterns could be designed to increase the information content that is transmitted, thereby improving P300 speller performance.

The second research area that will be investigated with the goal of improving the performance of the overall system is the target character estimation process. ERP-based BCI spellers are primarily limited by their long character selection times (i.e. slow spelling speeds) as a result of the need to record multiple repetitions of data to enhance the low signal-to-noise ratio of ERPs embedded within noisy EEG data for
improved selection accuracy. Strong evidence exists in the literature that adaptive
data collection, rather than the static collection of a predetermined amount of data,
improves speller accuracy and communication rate [24, 25]. These adaptive algo-
rithms rely on classifier outcomes to determine the amount of data to collect based
on a threshold-based function, e.g. a probabilistic level of confidence in selecting the
target character. It is hypothesised that the incorporation of language information
into a dynamic data collection algorithm could further improve target character esti-
mation by potentially reducing the amount of data necessary for accurate character
estimation. In this research, \textit{a priori} language information will be incorporated into
the data collection algorithm via statistical language models to improve performance
for real-world communication.

For practical reasons, a maximum data collection limit is usually imposed in
order to avoid the possibility of a BCI system taking an unreasonably long time to
make a decision. Usually the same data limit is imposed across users or the data
limit is determined from a user’s calibration data. However, depending on a user’s
performance level, the value of the data collection limit can have a significant impact
on the maximum possible accuracy level that the system can achieve. In this work,
a new method is developed that quantifies BCI performance by the discriminability
of the BCI system’s classifier. The proposed method can serve as a useful tool to
pre-assess BCI performance in order to determine a suitable data collection limit
that is required to achieve a desired accuracy level.

The final research area that will be investigated for improvement is correcting
erroneous BCI decisions. Current P300 speller systems select the target charac-
ter based on the internal target character estimation algorithm without an outside
method to detect and correct erroneous BCI selections. Some studies in the liter-
ature have proposed error correction methods that rely on error-related potentials
(ErrP) which are EEG signals that are elicited in response to a user observing er-
roneous actions or feedback [26]. In ErrP-based error correction algorithms, erroneous BCI selections are automatically deleted upon ErrP signal detection. However ErrP-based error correction mechanisms come at a cost in data and time and can be unreliable depending on the system operating conditions [27, 28]. Alternatively, most communication devices have various language-based tools for error correction, e.g. auto-correct, spell-check etc, by inference due to the predictability of language. In this research, a new spelling correction method is developed by exploiting information from the P300 speller target character estimation process for language-based spelling correction, thereby eliminating the need for an additional signal processing unit to perform ErrP-based error correction.
2 Background

Event-related potentials (ERP) are brain signals that are elicited in response to specific stimulus events. ERPs serve as good input control signals for BCI systems because they are transient and time-locked to the eliciting event. The P300-based BCI, initially developed by Farwell and Donchin [21], is based on the ability of a BCI system to elicit and detect ERPs called P300 signals. In their benchmark experiment, Farwell and Donchin demonstrated the feasibility of using a P300-based BCI for spelling with electroencephalography (EEG) data recorded from just a single electrode. Currently deployed P300 spellers still utilise the same basic BCI framework, with modifications in the electrode channel montage, the stimulus presentation paradigms and the signal processing strategies. This chapter describes background material of the P300 speller system used in this research study.

2.1 P300 Speller Operation

The P300-based BCI relies predominantly on ERPs that are elicited as a function of a user’s uncertainty regarding stimulus events in either an acoustic or a visual
Figure 2.1: Electroencephalography (EEG) responses elicited in an oddball recognition task. A stimulus event occurs in the time interval 0 - 62.5 ms. The average EEG potentials elicited following non-target (blue) and target (green) stimulus events are shown. For the target response, a characteristic positive peak is observed within 200 - 500 ms from stimulus onset, termed the P300 signal.

The oddball recognition task [10]. The random occurrence of a rare stimulus event within a sequence of stimulus events elicits a distinct ERP response that includes a large positive deflection called the P300 signal. The positive peak exhibits a variable latency, $\approx 200 - 500$ ms, attributed to the differences in information processing time required to classify each stimulus event [29]. Figure 2.1 shows EEG responses from a study participant that were obtained from averaging time windows of EEG data following target and non-target stimulus events. The oddball or target stimulus events, i.e. events that fall into the less frequent class, elicit a P300 signal while stimulus events that occur more frequently, the background or non-target stimuli, do not.

The P300 speller system consists of a signal acquisition unit with EEG electrodes and bio-amplifiers, a screen that displays character choices (alphanumeric, punctuation signs, keyboard commands etc.), and a computer system that runs the signal
The P300 speller components. The user is presented with a grid of character choices. The user focuses on a desired or target character as groups of characters are randomly illuminated on the screen. External electrodes are used to measure EEG signals from the scalp, which are amplified, filtered and digitised for signal processing. Time sample blocks synchronised to stimulus onsets are used to extract feature vectors, which are scored with a trained classifier. After each stimulus event, the classifier score is used to update a character cumulative response function that quantifies how likely a character is the target character. After a certain amount of data collection, the character that maximises the cumulative response function is selected as the target character. The selected choice is presented as the user’s intended choice.

processing algorithm that translates the user’s intent into executable computer commands, as well as the speller’s operating protocol (stimulus event timing, feedback presentation, etc.) [5].

Figure 2.2 shows a schematic of the P300 speller system. Electrical signals for the P300 speller are acquired externally from the scalp via electroencephalography; a few studies have used the more invasive signal acquisition technique of electrocorticography, where an electrode array is placed below the skull over the cortex [30, 31, 32]. Since the P300 signal is predominantly distributed in the centro-parietal region of the scalp, most P300-based BCIs use midline electrodes, Cz, Fz and Pz, and a com-
Figure 2.3: EEG electrode array for BCI signal processing. Electrodes highlighted in blue represent the set of electrodes used in this work.

A combination of other surrounding electrodes [5]. In this work, the set of 8 electrodes, \{Fz, Pz, Cz, P3, PO7, P4, PO8, Pz, Oz\}, are used for signal processing (highlighted in blue in Figure 2.3), as this set has been shown to be generally applicable across users to improve performance [33]. EEG signals are amplified, band-limited, usually from 0.5-30Hz, and digitised for software processing [1]. Additional processing is often employed to minimise artifacts, e.g. a 60 Hz notch filter to remove electrical line noise.

To operate the P300 speller, a user is presented with a set of choices on a screen, denoted here as \{C_m\}_{m=1}^M for an \(M\)-choice BCI. The user focuses on a desired or target character, \(C^*\), as groups of characters, \(F_t\), are randomly illuminated on a screen: the illumination of the target character elicits a P300 ERP response. The row-column paradigm (RCP) [21] is the predominant stimulus paradigm used in most P300 spellers [18]. In the RCP, the character subsets are the rows and columns of a grid and the order of presentation of the flash groups is randomised without replacement. Following each stimulus event, EEG data from select electrodes are...
processed to extract relevant information called features that in theory convey the user’s intent [1]. From the electrodes, EEG data obtained sliding time windows, synchronised with stimulus onsets, are used to extract feature vectors for signal processing. These extracted features are scored with a classifier which quantifies the EEG responses to distinguish between non-target and target stimulus events. The classifier is user-specific as it is trained based on EEG data of the current BCI user collected during a calibration run that is performed prior to online BCI use.

In the calibration run, the user performs a copy-spelling task with no classifier use or BCI feedback. In a copy-spelling task, the user is instructed by the BCI on which character in the grid to focus on. A truth label, \( l \in \{0, 1\} \), is assigned to each feature vector, indicating the presence \( (l_t = 1) \) or absence \( (l_t = 0) \) of the target character in the associated flash group, \( \mathcal{F}_t \). P300 signal detection lends itself to a binary classification problem where the goal is to decide whether EEG-based features are produced from target or non-target stimulus events, by mapping the high dimensional feature vector into a 1-dimensional space that maximises the separation between the two signal classes. A training dataset of feature vectors and corresponding truth labels, \( \mathcal{T} = \{(f_1, l_1), (f_2, l_2), ..., (f_M, l_M)\} \), obtained from the calibration run is used to train the classifier.

For this work, the signal processing and classifier training approach developed by Krusienski et al. (2008) [33] will be used. At each electrode, EEG data obtained from a time window of 800ms is down-sampled from 256 Hz to 20 Hz using bin-averaging and the bin averages are concatenated across the 8 channels to obtain a feature vector, \( f^{1\times120} \). These labeled features are used to train a stepwise linear discriminant analysis (SWLDA) classifier, with weights \( w^{1\times120} \). The SWLDA method was chosen because it has been shown to result in higher classification rates across users when compared to other classification methods [34]. A classifier score, \( y \), is generated from a dot product of the feature and the classifier weight vectors, \( y = w^f \).
Single trial ERP detection after each stimulus event presentation is challenging given the low SNR of ERPs embedded in noisy EEG data [35]. As a result, the signal detection process is error-prone. For improved accuracy, character selection is made after averaging EEG data over multiple stimulus events to enhance the P300 ERP [36, 37]. In the current state-of-the-art method, the amount of data collection is fixed before online operation, termed *static data collection* or *static stopping* [21].

The classifier scores, \( Y_t = [y_1, y_2, ..., y_t] \), are used to update a cumulative response function for each character according to its specific flash pattern. The cumulative response function, defined as \( \Theta_m(t) \), determines how likely a character, \( C_m \), is the target character at a time index, \( t \). \( \Theta_m(t) \) depends on the classifier responses and a character’s presentation pattern. Within a data collection context, a *sequence* is a unit of data collection that consists of the number of defined flash groups in the base pattern of a given stimulus paradigm. For example, for the RCP with an \( R \times C \) grid, 1 sequence = \( R + C \) flashes. The data collection limit is usually quantified by the number of sequences. After data collection, the character that maximises the cumulative response function is selected as the user’s intended target, \( \hat{C} = \arg\max_m \Theta_m(t) \), where \( \hat{C} \) is the estimate of the target character, \( C^* \), as determined by the BCI.

The typical static stopping algorithm is evaluating the cumulative moving average (CMA) of classifier scores for each character [21]. Prior to data collection, all of the characters are assigned a zero score, \( \psi_m(0) = 0, \forall m \in \{1, 2, ..., M\} \), where \( \psi_m(t) \) is the CMA of the classifier scores for character, \( C_m \) up to the \( t^{th} \) stimulus event. With each new stimulus flash, a character’s cumulative response is updated according to:

\[
\psi_m(T) = \frac{1}{f_m} \sum_{t=1}^{T} y_t \mathbf{1}_{\{C_m \in F_t\}}
\]

where \( f_m \) is the number of times character \( C_m \) is flashed in the time interval index 1 to \( T \); \( y_t \) is the classifier score obtained from the \( t^{th} \) stimulus flash; \( \mathbf{1}_{\{C_m \in F_t\}} \) is an indicator
function that is equal to 1 if \( C_m \in \mathcal{F}_t \), and equal to 0 otherwise. Consequently, only the responses of characters present in the current stimulus event are updated. After a fixed amount of data collection, the character with the maximum average classifier score is selected as the user’s intended target character, \( \hat{C} = \arg\max_m \psi_m(T) \).

2.2 BCI Performance Evaluation

Various performance metrics have been proposed to assess the usability and benefit provided by BCI systems following system calibration [38, 39, 40]. A typical BCI evaluation protocol consists of three steps: (i) collection of EEG data to train the algorithm, (ii) algorithm parameter estimation from the training data (e.g. classifier selection, channel selection, etc.), and (iii) an online test which involves copy-spelling tasks using the BCI with the estimated parameters. Online validation is the gold-standard that is used to evaluate the closed-loop performance of a BCI algorithm, as the user interacts with the system and can modify behaviour in response to BCI feedback. The performance measures are typically estimated from data collected during the test phase of BCI evaluation.

Accuracy is a standard measure to evaluate a BCI’s performance and measures the probability that the BCI system correctly selects the user’s intended choice. It is usually determined from the ratio of the number of characters correctly selected by the BCI, \( N_c \), to the number of characters a user intends to communicate, \( N \).

Selection speed is another performance measure that quantifies the time required to select a character. It can be a fixed or an average value, depending on whether the stopping criterion for data collection is static or dynamic, respectively. Some proposed performance measures to evaluate BCI performance rely on accuracy and selection speed, e.g. confusion matrix [41], bit rate [42], and utility [27].

Although online performance evaluation is important, it usually requires extensive
online testing which can be time consuming. As a result, in most BCI studies, performance estimates obtained from online BCI use rely on a low number of samples, \( N \approx 10 - 40 \). It is important to be aware of the variance of maximum likelihood estimators (MLE) [43]. Depending on the number of samples used, the estimated online performance may not necessarily reflect the underlying system performance if the estimate has a high variance.

For example, the observed accuracy, \( A_{\text{obs}} \), calculated after online BCI use, follows the MLE of the parameter, \( p \), of a binomial distribution, \( n \sim B(N, p) \) [43], where \( N \) is the number of total observations, \( p = A_{\text{true}} \), and \( A_{\text{true}} \) is the underlying system accuracy. Hence \( A_{\text{obs}} = \hat{p}_{\text{MLE}} = N_c/N \), where \( N_c \) is the number of correctly selected characters or successes. \( \hat{p}_{\text{MLE}} \) is also a random variable, with mean, \( \mathbb{E}[\hat{p}_{\text{MLE}}] = p \), and variance, \( \text{Var}[\hat{p}_{\text{MLE}}] = p(1-p)/N \). Figure 2.4 illustrates the possible variation that can be exhibited by \( A_{\text{obs}} \) based on the number of samples used for estimation. The variance of \( A_{\text{obs}} \) reduces with increased \( N \). In addition, the resolution of the estimate also increases with \( N \). While it is recommended that performance measures be obtained from a large number of samples [44, 45], this may not always be practical in real-world BCI experiment design. A method to infer a user’s long term performance without extensive online testing would be very useful to BCI users and developers.

2.2.1 BCI Performance Prediction

Predicting a user’s performance with a BCI is important for several reasons. For example, the predictions can be used to select parameters for the current stimulus paradigm (e.g. the amount of data to collect), to estimate the impact of switching to a new stimulus paradigm, or to avoid the frustrating scenario of a user attempting to use the system despite a low likelihood of success. Usually, performance can be predicted from cross-validation of the training data collected during the calibration
run. Some methods rely on estimates obtained empirically from a pool of users [35, 46, 47]. Thompson et al. (2013) [46] proposed a method to predict BCI accuracy based on classifier-based latency estimation (CBLE), a measure that quantifies a classifier’s sensitivity to ERP latency variability. However, methods that rely on data from a pool of users, such as the CBLE, require a large user database and are easily susceptible to user variability. For users from a population with disabilities, the varying progressions of their disease may result in significant differences between users.

In some studies, parameter selection for algorithm development involves a grid search over parameter values in order to maximise the performance of a user based on the training data [48, 49, 50]. Townsend et al. (2010) [50] proposed a method to select a data collection limit based on the amount of data that maximises the written symbol rate (WSR), a metric that represents the number of selections a participant
can correctly make in one minute, taking into account error correction. However, the maximum possible amount of data collection that can be suggested with a WSR-based method is the maximum amount used during calibration, whereas a higher amount of data collection might be required to achieve acceptable accuracy levels given a user’s performance level.

While performance predictions are usually made based on a user’s training data, these predictions may not always be consistent with performance observed in subsequent data collections. This is due to a potential shift in the data statistics between the two data collections. EEG data is non-stationary [51], and this can result in a mismatch of parameters developed from the training dataset and applied to subsequent data. Nonetheless, the training data does provide some useful prior information to ballpark a user’s performance level. Long-term performance can also be inferred post-hoc from a limited amount of data obtained from online BCI use via re-sampling techniques on the test dataset, such as bootstrapping [52], although there is still the issue of the non-stationarity of EEG signals.

It is hypothesised that methods for assessing long-term BCI spelling performance that take into account possible changes in EEG data statistics after calibration provide for more flexibility in predicting performance. A BCI’s performance can be estimated by analysing the evolution of the character cumulative response function, $\Theta_m(t)$, with data collection. Modeling the target character estimation algorithm with a probabilistic model provides a means to account for shifting data statistics, particularly if the model is parametric. The projected accuracy metric developed by Colwell et al. (2014) is an example of a method utilising a probabilistic model to predict BCI performance [53], and is described in the next section.
2.2.2 Projected Accuracy for the CMA Static Stopping Algorithm

Colwell et al. (2014) proposed an underlying theoretical model to estimate the projected accuracy of a P300 speller user given a certain amount of data collection by modeling the CMA static stopping algorithm (2.1) with the RCP [53]. The BCI correctly selects the target character in the RCP if the following event occurs: \( \{ \text{mean target row score} > R - 1 \times \text{mean non-target row scores} \} \cap \{ \text{mean target column score} > C - 1 \times \text{mean non-target column scores} \} \). The accuracy is estimated by analysing the relationship of the mean target classifier score to those of the non-target classifier scores after a fixed amount of data collection.

Given a user’s class conditional classifier likelihoods, \( p(y_t|H_0) \) and \( p(y_t|H_1) \), for non-target and target classifier scores, respectively, and a P300 speller grid of size \( R \times C \), a user’s accuracy with the CMA static stopping algorithm can be estimated for a given RCP sequence limit. The method relies on a series of convolutions and numerical integrations of classifier likelihood functions to obtain the probability density functions (pdf) of the mean non-target or target classifier scores. If the classifier likelihoods are Gaussian, an assumption used in many BCI studies, the derivation is simplified as performance can be characterised by the parameters of the likelihoods, \( (\mu_0, \sigma_0^2) \) and \( (\mu_1, \sigma_1^2) \), for non-target and target classifier likelihoods, respectively. The parameters of the classifier likelihoods can be obtained from the training data to initially assess a user’s performance level. The parameters can then be varied accordingly to predict performance for different data statistic shifts.

There are some limitations with the projected accuracy metric developed by Colwell et al.. Use of the performance prediction method is limited to cases where the P300 speller uses the RCP and the CMA static stopping algorithm. In addition, visualisation of the estimated performance across various parameter values, \( \{ \mu_0, \sigma_0^2, \mu_1, \sigma_1^2 \} \), is difficult due to a 4-D parameter space. Given the increased inter-
est in the development of other stimulus paradigms and the use of dynamic stopping algorithms, a general method to predict performance than can be parameterised preferably in a 1-D space for easy visualisation, is desirable.

In Chapter 3, a new method is proposed to predict BCI performance based on a probabilistic model of the target character estimation algorithm parameterised by the distance between the class conditional classifier likelihoods. In the case of the Bayesian dynamic stopping algorithm, under a normality assumption, this distance can be quantified with a 1-D parameter called the detectability index [54, 55].

2.3 Information Optimisation

The BCI system automatically analyses EEG data in order to determine the message that the user intends to communicate. In the P300 speller, this message is encoded for the user via the stimulus flash pattern, where ideally a P300 ERP is elicited only when the target character is flashed. The magnitude of the ERP response in the EEG data is affected by the parameters of the stimulus pattern, such as the group of characters that are flashed together, the interval between target character presentations, etc. [56, 57]. This ability to modulate the ERP response based on the stimulus presentation parameters potentially provides a mechanism by which to improve P300 speller performance [56, 58].

2.3.1 Physiological Effects

The stimulus presentation paradigm defines the flashing pattern for the P300 speller, i.e. the flash group elements, flash group order, etc. Stimulus paradigm parameters, such as the order and timing of stimulus events, have been shown to modulate the elicited P300 responses and to affect performance [56, 57]. For example, the target-to-target interval (TTI) affects the ability of a user to elicit a P300 response with every target presentation due to refractory effects. The amount of time between two
target character presentations determines the strength of the P300 response to the second target character presentation [56]. Several studies have shown that the P300 SNR and detection rate increases with longer TTIs [56, 58].

The effect of TTI on classification performance can be illustrated by analysing the distributions of non-target and target classifier scores as a function of the TTI interval, where the separation between the two distributions is an indicator of system use performance (see Chapter 3). Let TTI X denote the interval between two consecutive target presentations given a sequence of stimulus events, with N denoting non-target and T denoting target stimulus events. For example, TNNNT denotes a sequence with a TTI of 4. Figure 2.5 shows the pdfs of target classifier scores grouped by TTI, as well as the aggregate target and non-target classifier score pdfs for a study participant [59]. For shorter TTIs, the TTI-segregated pdf is closer to the non-target pdf. As the TTI increases, the TTI-segregated pdf approaches and becomes similar to the aggregate target pdf.

2.3.2 Stimulus Presentation Paradigms

While some P300 spellers use a single character presentation, e.g. rapid serial visual presentation (RSVP) [60], the majority of spellers present groups of characters in a single stimulus event in order to increase stimulus presentation rate and spelling speed. However, presenting multiple characters together usually increases the likelihood of classification errors as characters in the same flash group will obtain the same classifier updates. Characters with a high degree of temporal correlation with the target character have been shown to be more often confused with the target character [50, 61].

For the conventional RCP, characters in the same row or column as the target are more likely to be selected in error, particularly adjacent characters in the same row and column [50]. There are other limitations associated with using the RCP.
Figure 2.5: Effect of target-to-target interval (TTI) on the probability density function (pdf) of the target P300 classifier scores. Classifier scores from a participant were grouped by non-target and target responses. In addition, the target classifier scores were segregated by TTI (Target-TTI). For example, TTI 4 denotes the sequence TNNNT, where T and N are target and non-target stimulus events, respectively. The respective pdfs were obtained via kernel density estimation (KDE) from a histogram of the classifier scores, where n denotes the number of observations used for estimation. In each plot, the blue, green and red curves denote the pdf generated via KDE for the aggregate non-target, aggregate target and the TTI-segregated target classifier scores, respectively.

Due to the randomised order of presentation of row/column flash groups, there is a high likelihood of the occurrence of short TTIs, leading to relatively lower target classifier scores, as illustrated in Figure 2.5. Also, with shorter TTIs, a user might miss a successive target stimulus event, especially if the flash rate is high. Further, anecdotal evidence suggests that users experience visual fatigue with the RCP [50].

Several stimulus paradigms have been designed to address some of the shortcom-
ings of the RCP. Some paradigms have been developed to minimise user distractions, such as the center speller that presents groups of characters sequentially at the center of the grid [62], or the region-based paradigm that arranges the flash groups in spatially distinct clusters [63]. Other approaches have incorporated elements in the visual interface to increase user focus or elicit additional ERPs that can improve performance, e.g. using colour or familiar faces [64, 65].

Other stimulus paradigms have been designed to reduce the proportion of short TTIs to minimise the negative impact of TTI-related effects. Jin et al. (2010) [66] and Polprasert et al. (2013) [67] developed paradigms that primarily imposed restrictions on the minimum TTI of potential target characters. Other studies use the checkerboard paradigm (CBP) that was developed by Townsend et al. (2010) [50]. The CBP was developed to limit short TTIs and adjacency distraction errors by imposing temporal and spatial constraints on flash group elements generated from virtual matrices of a checkerboard overlay on a speller grid. The CBP was utilised in this work as one of the baseline stimulus presentation paradigms, in addition to the RCP.

In general, most of the proposed changes to stimulus presentation paradigms have focused on cosmetic aspects of the visual paradigm, or the ad-hoc generation and presentation of flash groups. In this work, it is hypothesised that a character’s flash pattern and the character-to-flash group assignment process in a stimulus paradigm can be designed through a more principled process. The role of a BCI is to accurately convey a user’s intent based on the extracting and decoding of relevant information from a user’s brain responses to stimulus events. Consequently, the P300 speller can be approached from an information-theoretic perspective, by exploiting coding theory which is the study of the properties of codes and their fitness for a specific application of transmitting information over a noisy channel [23].
2.3.3 Communication under Noisy Conditions

The transmission of information correctly from one point to another, usually over a channel, represents a fundamental problem in communication [22, 23]. Information can sometimes be distorted during transmission such that the received message is different from the sent message. In a noisy communication channel, the output, $Y$, depends probabilistically on the input, $X$. The channel is usually characterised by a conditional probability distribution, $P(y|x)$, which is the probability of receiving $y$, given that $x$ was sent. For example, the binary symmetric channel (BSC), illustrated in Figure 2.6, is a memoryless channel with binary input and output alphabets, $X = Y = \{0, 1\}$, where a transmitted symbol has a probability, $p$, of being received in error.

A channel is denoted as memoryless if the output associated with one transmission is independent of the input of previous transmissions, i.e. $P(y_t|x_1, x_2, ..., x_t) = P(y_t|x_t)$.

With a single channel transmission, it can sometimes be difficult to discern if an error occurred, as is the case with the BSC where the input and output alphabets are identical. While it would be ideal to have noiseless transmission, this usually entails changing the physical characteristics of a system, which can be very expensive or impossible to achieve. An alternative approach is a system solution [22] where the noisy channel is accepted, but redundancies are introduced in the transmission process through repeated or $n$ channel uses, $X^n$, via the use of codewords. These re-

![Figure 2.6: A binary symmetric channel with input and output alphabets, $X = Y = \{0, 1\}$, and a crossover probability during transmission, $p$.](image)
dundancies are exploited in the decoding process to deduce from the received output sequence, $Y^n$, both the sent message and the noise introduced by the channel.

A communication system, illustrated in Figure 2.7, consists of [23]:

- An index set, $[1, 2, ..., M]$, which represents the number of messages, $\{w_m\}_{m=1}^M$, that can be communicated via the system.

- An encoding function, $X^n : [1, 2, ..., M] \rightarrow \mathcal{X}^n$, which maps a message index to an $n$-length codeword, $x^n(1), x^n(2), ..., x^n(M)$. Only codewords are transmitted through the channel. A codebook, $\mathcal{C}$, with a set of $n$-length codewords and of size, $|\mathcal{C}| = M$ is called an $(n, M)$-code.

- A decoding function:

$$g : \mathcal{Y}^n \rightarrow [1, 2, ..., M] \quad (2.2)$$

which is a decision function that determines the sent message, by mapping the received output sequence, $Y^n$, to the most likely sent codeword and consequently, the sent message. It can be based on a probability evaluation, $\hat{w} = \arg\max_m P(y^n \text{ received} | x^n(m) \text{ sent})$, where $\hat{w}$ is the estimate of the sent message.

Due to the introduction of noise during transmission, multiple input sequences can generate the same output sequence, leading to confusable inputs in the decoding process. To minimise the amount of errors in the decoding process, codewords can be selected such that their resulting noisy output sequences are far enough apart to be distinguishable from each other. For the BSC, one approach is to use codewords that differ at many bit positions so that even with a certain number of bit flips, the codeword that is most similar to the received output sequence is that of the sent message.
Figure 2.7: Schematic of a communication system. A potential message, $w_m$, is transmitted from one point to another via a communication channel. The channel is characterised by a conditional probability distribution, $p(y|x)$, which is the probability of receiving $y$ given $x$ was sent. The message, $w_m$, is encoded with a codeword, $X^n = [x_1, x_2, ..., x_n]$, representing $n$ channel uses. The transmission of a codeword results in an output sequence, $Y^n = [y_1, y_2, ..., y_n]$, at the receiver. The receiver guesses the sent message based on the received output sequence using a decoding rule, $\hat{w} = g(Y^n)$.

One way to quantify the similarity between codewords is with a metric called the Hamming distance [68]. The Hamming distance, $d^H$, between two codewords is the number of positions where they differ:

$$d^H(x, y) = \text{number of } \{i | x_i \neq y_i\}$$  \hspace{1cm} (2.3)

For a codebook, $C$, the minimum Hamming distance, $d^H_{\text{min}}$, is the smallest Hamming distance between codewords:

$$d^H_{\text{min}}(C) = \min(d^H(x, y) | x, y \in C, x \neq y)$$  \hspace{1cm} (2.4)

$d^H_{\text{min}}$ affects the number of errors that can occur in the transmission process and still result in an output sequence that is most similar to the sent codeword. The number of transmission errors in a codeword that can be corrected in the decoding process is [69]:

$$\lfloor (d^H_{\text{min}} - 1)/2 \rfloor$$  \hspace{1cm} (2.5)

(2.5) is known as the error-correcting capability of a code.
2.3.4 The P300 Speller Communication Channel

A BCI is a noisy communication channel consisting of three units: encoding, modulation and decoding [70]. For the P300 speller, the encoding process dictates the presentation order of all the character choices. A stimulus presentation paradigm determines what characters are flashed in a stimulus event. Each character is a potential message which is encoded for transmission by its flash pattern. The base flash pattern of a stimulus paradigm is its codebook. A codeword represents a character’s flash pattern where each bit represents whether a character is flashed in a stimulus event, e.g. “0” if a character is not flashed and “1” if it is flashed. A sequence represents one instantiation of the codebook with one property of the codebook randomised according to the stimulus paradigm randomisation rules: the character-to-flash group assignments or the order of presentation of the flash groups.

For example, the RCP for an $R \times C$ grid is a $(R \times C, R + C)$-code. For the 6×6 speller grid in Figure 2.8(a), Figure 2.8(b) shows the codebook for the corresponding RCP. Since the characters in the flash groups are fixed for the RCP, the codeword for each character is unique. After each sequence, the order of presentation of the row/column flash groups is randomised without replacement. However, for some stimulus paradigms, there is character-to-codeword randomisation after each sequence e.g. [50, 71]. Figure 2.8(c) shows the pairwise Hamming distances between codewords for the 6×6 RCP. For one RCP sequence, $d_H$ is either 2 (for characters in the same row or column) or 4, hence $d_{\text{min}}^H(\text{RCP}) = 2$. Repetition of the codebook, i.e. via additional sequences, increases $d_{\text{min}}^H$. The minimum Hamming distance of a new RCP codebook based on repetitions of a base codebook is:

$$d_{\text{min}}^H = s \times d_{\text{min}}^{H*} \quad (2.6)$$

where $d_{\text{min}}^{H*}$ is the minimum Hamming distance of a base codebook; $s$ is the number of repetitions; and $d_{\text{min}}^H$ is the minimum Hamming distance of the new codebook.
Figure 2.8: Encoding process for the row-column paradigm (RCP). (a) The P300 speller grid for a 36-character layout using a $6 \times 6$ matrix. (b) Codebook for the RCP with a $6 \times 6$ grid. Each row represents the codeword for a character. Each column represents a flash group, with characters highlighted in white when flashed. A sequence represents one instantiation of the codebook with one property of the codebook randomised. A red-coloured axis indicates which codebook property is randomised; for the RCP, the order of presentation of the row/column flash groups. (c) Pairwise Hamming distance between codewords of the $6 \times 6$ RCP. Element $(i, j)$ in the grid denotes the Hamming distance, $d_H(c_i, c_j)$, between codewords, $c_i$ and $c_j$. Obtained from $s$ repetitions of the base codebook.

A sequence of flash groups, as determined by the stimulus paradigm encoding process, is now presented to the user. Each stimulus event presentation elicits different brain response depending on whether it is a non-target or target stimulus event. The modulation process determines how these stimulus events elicit brain responses.
Figure 2.9: Illustration of the modulation process in an oddball recognition task. The input to the P300 channel is binary, $x \in \{0, 1\}$, indicating the absence ($x = 0$) or presence ($x = 1$) of an oddball or target stimulus event. A user is presented with a sequence of stimulus events, which all elicit a background signal. The random occurrence of a rare target event within the sequence elicits an event-related potential called the P300 signal. These responses are embedded in noise, observed in the electroencephalography (EEG) data.

that are embedded within noisy EEG data. Figure 2.9 illustrates the modulation process involved in the oddball recognition task. Observing a visual stimulus usually elicits a visually evoked response, denoted as a background signal. In an oddball paradigm, ideally only flash groups with the target character elicit P300 signals. Thus a non-target flash group elicits only a background signal, while a target flash group elicits combined background and P300 signals.

The decoding process involves signal processing and use of the character cumulative response function to determine which character the user intended to spell. From each time window of EEG data associated with an illuminated flash group, $F_t$, a classifier score, $y_t$, is generated after signal processing. The probability distribution of the classifier score depends on whether the current flash group contains the target character. In effect, a binary input, $x \in \{0, 1\}$, indicating the absence or presence of the target character in a flash group, is mapped to a classifier score random variable,
\( y \), with class conditional likelihoods, \( p(y|H_0) \) and \( p(y|H_1) \), respectively:

\[
\begin{align*}
  x = 0 & \rightarrow y \sim p(y|H_0) \\
  x = 1 & \rightarrow y \sim p(y|H_1)
\end{align*}
\]

(2.7a)  
(2.7b)

The classifier score is used to update the character cumulative response vector, \( \{\Theta_m(t)\}_{m=1}^{M} \), to determine the most likely target character. The performance of the decoding algorithm depends on the ability to determine if a target character is or is not in a flash group, i.e. if a 0 or 1 was sent; specifically the discriminability between the class conditional classifier likelihoods. Errors can be introduced at the modulation stage (e.g. missing a target stimulus event, adjacency distraction errors) or in the decoding stage (e.g. low P300 SNR).

Some approaches in the literature have developed stimulus paradigms based on error-correcting codes [70, 71, 72]. However, these approaches failed to consider physiological effects of stimulus parameters on P300 elicitation, resulting in similar or poorer online performances when compared to the standard RCP. An information-theoretic approach to stimulus paradigm design favours maximising \( d_{\min}^H \) since on average, more bits have to be flipped to convert one codeword to another. Achieving higher \( d_{\min}^H \) usually results in codewords with a higher proportion of short TTIs, so potential target characters are likely to be flashed more frequently, often in immediate succession, e.g. [71]. However, shorter TTIs especially TTI 1, result in target classifier scores that are closer to the non-target pdf (Figure 2.5). A potential solution was proposed in [70] to account for short TTIs in the decoding process by using a graphical model which accounted for classifier score TTI dependencies. However, this was not enough to compensate for the negative TTI-related effects caused by continuous character presentation.

The development of a new codebook to improve P300 speller performance has to consider the competing interests of information theoretics and the physiological lim-
itations of P300 elicitation. In Chapter 4, a new method is proposed which considers both competing factors in the codebook development process. The proposed method uses objective performance functions in an iterative search of codewords with properties that not only minimise TTI-related effects, but also facilitate the distinction between character choices via their cumulative responses.

2.4 Target Character Estimation

The amount of user data as well as how it is processed and used for character selection plays an important role in enabling the BCI to correctly discern the user’s intended target character. The significant amounts of data required to achieve acceptable accuracy levels contribute to the relatively slow speeds of BCI systems when compared to other commercially available communication alternatives. There is the potential to improve BCI performance through a more informed data collection process, such as one based on a continuous evaluation of the quality of a user EEG responses or the potential message a user intends to communicate.

2.4.1 Dynamic Data Collection

The main limitation with static data collection is that it assumes a constant user performance level or similar performance levels if the same amount of data collection is used for all users. However, performance level has been shown to vary across users [73], as well as within users due to the inherent variation in a user’s brain responses during BCI use, or other factors such as attention level and mood [74, 75]. Thus, static data collection is unlikely to be an efficient method of maximising accuracy while minimising spelling time.

An adaptive data collection strategy, termed dynamic stopping, can improve performance by giving the BCI system the flexibility to collect more or less data based on continuous evaluation of the quality and strength of a user’s brain responses.
The amount of data collected prior to character selection is controlled by a threshold function. Some approaches rely on summation functions of the P300 classifier scores [48, 49, 76, 77]. Other approaches use a probabilistic model based on the P300 classifier scores, by maintaining a probability distribution over the character choices, updating the distribution following EEG data processing and stopping data collection when a specified confidence level is achieved [60, 66, 78, 79, 80, 81]. In general, dynamic stopping algorithms have been shown to improve user performance when compared to conventional static data collection approaches [24, 82].

Some dynamic stopping algorithms rely on either tailoring the stopping criterion to a user’s past performance (which may not be accurate longitudinally) or basing the stopping criterion on data collected from a pool of users. Relying on a pool of users to set the stopping criterion creates the potential for mismatch between the pool and new users. Most dynamic stopping algorithms have not been evaluated in a target user population, such as those with ALS, even though performance improvements or user experiences in studies with healthy participants may not always lead to similar results in disabled participants. Specifically, setting stopping criterion parameters for the target BCI population based on data from healthy participants is likely suboptimal.

2.4.2 Statistical Language Models

The predictability of language is used in everyday text-entry applications to enhance user experience and increase system throughput, e.g. predictive text, auto-correct, machine translation etc. Since the P300 speller is used for communication, language information can be exploited in the target character estimation process by identifying potential likely characters based on a user’s spelling history. Language information is usually quantified via a statistical language model which can have varying degrees of complexity, such as based on letters, words, phrases or sentences [83].
The n-gram Model

The collocation of letters in words or words in sentences can be modeled probabilistically via statistical language models [83]. A probability value is assigned to a string of tokens, \( w_1^L = (w_1, w_2, \ldots, w_L) \), where tokens can be letters, words, etc. These probabilities are based on a language model developed from a body of text or corpus of a given language.

Given a string of tokens, \( w_1^L \), the probability assigned to the string via an \( n \)-gram model is:

\[
P(w_1^L) = \prod_{i=1}^{L} P(w_i|w_1^{i-1}) \tag{2.8a}
\]

\[
\approx \prod_{i=1}^{L} P(w_i|w_{i-(n-1)}^{i-1}) \tag{2.8b}
\]

where \( P(w_1^L) \) denotes the probability of a sequence of tokens; \( \prod_{i=1}^{L} P(w_i|w_1^{i-1}) \) denotes the chain rule probability decomposition; and \( \prod_{i=1}^{L} P(w_i|w_{i-(n-1)}^{i-1}) \) denotes the model approximation that reflects the Markov assumption that only the previous \( n - 1 \) tokens are relevant in determining the conditional probability of the next token [83]. The conditional probabilities, \( P(w_i|w_{i-(n-1)}^{i-1}) \), are usually determined by maximum likelihood estimation using a relative frequency count from a corpus.

Any \( n \)-gram language model can thus be estimated from a given body of text. However, the number of parameters to estimate for the model becomes exponentially large, \( M^n \), as the order increases, where \( M \) is the number of possible elements in the model. As such, most language-based applications are limited to bigram (\( n = 2 \)) and trigram (\( n = 3 \)) language models. Figure 2.10 shows an example probability distribution for a letter bi-gram language model developed from the Carnegie Mellon University corpus [84]. Each element in the grid, \((i_{row}, j_{column})\), denotes the conditional probability, \( P(A_j|A_i) \), that the user will spell the \( j^{th} \) letter in the alphabet, \( A_j \),
Figure 2.10: The character probability matrix for a letter bi-gram language model. The probability matrix was developed from the Carnegie Mellon University dictionary [84]. Element \( (i_{\text{row}}, j_{\text{column}}) \) in the grid denotes the conditional probability, \( P(A_j|A_i) \), that the user will spell the \( j^{th} \) letter in the alphabet, \( A_j \), given the \( i^{th} \) letter, \( A_i \), was previously spelled. Probability values are clipped at 0.5 for visualisation.

given the \( i^{th} \) letter, \( A_i \), was previously spelled. For example, vowels are more likely to follow consonants, and specifically, \( U \) is most likely to follow \( Q \), compared to \( E \) or \( S \). There can be contextual variation in the probability distribution depending on the language, the body of text, etc.

**BCI Application**

Recent studies focusing on incorporating the predictive capacity of language in ERP-based spellers have shown promise in improving performance [85, 86]. One approach is to incorporate word suggestions into the user interface. Ryan et al. (2011) developed a P300 speller used in conjunction with a predictive spelling program [86]. However, the increased task difficulty of selecting numbered word options from a separate drop down menu negatively affected performance as a result of the effect
of increased cognitive load on P300 signal amplitudes. The manner of integration of predictive word options is an important concern, especially for disabled users who might experience additional challenges in navigating a changing interface. Kaufmann et al. (2012) developed a P300 speller interface which minimised cognitive load by integrating the predicted word options directly into the speller grid as a new column [87]; hence the word options were selected in a similar manner to conventional character selection.

Other approaches integrate the language model within the character selection algorithm without changing the user interface. Orhan et al. (2012) [60] and Speier et al. (2014) [81] enhanced their probabilistic dynamic data collection algorithms with language models, which resulted in statistically significant improvements in online performance. However, these approaches need to be evaluated online in target BCI populations.

The next section describes the BCI decision-making algorithm used in this work, a dynamic data collection strategy that incorporates language, which was developed and tested online in non-disabled and target BCI users.

2.5 Bayesian Dynamic Stopping

This work builds on an adaptive data collection algorithm developed by Throckmorton et al. (2013), which uses a Bayesian method to control data collection based on a confidence level that a character is the correct target [25]. This dynamic stopping approach allows for the flexibility of controlling data collection, with user-specific controls, based on continuous flash-to-flash assessments of the quality and strength of a user’s EEG responses. For example, the system collects more data under low SNR conditions and less data under high SNR conditions.

Probabilistic data collection algorithms provide a convenient framework to include additional knowledge, such as language, to further inform the BCI target char-
acter estimation process without having to redesign the user interface. The Bayesian dynamic stopping (DS) algorithm can be enhanced with a statistical language model by incorporating prior information about the likelihood of characters based on a user’s spelling history. Preliminary results from online BCI studies non-disabled participants and participants with ALS are also presented which show significant improvements in performance from static data collection and the possibility of further enhancements with a language model.

2.5.1 Algorithm Implementation

The cumulative character response function is a probability distribution, \( P_m(t) \), which is maintained over the character choices. This probability distribution represents the confidence level that each character is the target character, given a user’s EEG responses. New information via EEG data collected after each stimulus event is integrated into the probability model via a Bayesian update process. Data collection is stopped when a character probability attains a preset probability threshold level within a data collection limit. After data collection, the character with the maximum probability is selected as the user’s intended target character.

The Bayesian DS algorithm consists of an offline portion and an online portion. A flow chart of the algorithm’s implementation is shown in Figure 2.11. In the offline portion, the likelihood pdfs of the non-target and target classifier scores are estimated by smoothing out the respective histograms of classifier scores from the user’s training data via kernel density estimation (KDE). The estimated likelihood pdf, \( p(y|H_0) \) and \( p(y|H_1) \), for the target and non-target scores, respectively, are used in the online Bayesian update process.

In the online portion, prior to data collection each character, \( C_m \), is assigned an initial probability of being the \( T^{th} \) target character, \( C_T^*, P_m(0) = P(C_m = C_T^*|Y_0, \mathcal{F}_0) \), where \( Y_0 \) denotes the initial empty classifier score vector. The initialisa-
Figure 2.11: Bayesian dynamic stopping algorithm for the P300 speller. Prior to data collection, character probabilities are initialised, either from a uniform distribution or a language model. With each new flash, character probabilities are updated with Bayesian inference, using the target and non-target pdfs, (developed from training data via kernel density estimation), until the preset threshold probability is met or the data collection limit is attained. A data collection limit, $t_{\text{max}}$, is imposed for practical reasons as convergence is not always guaranteed. After data collection is stopped, the character with the maximum probability is selected at the user’s intended target character.

Priorisation probability, $P(C_m = C^*_T|Y_0, F_0)$, reflects a priori knowledge about the likelihood of the character to be selected as the target. If it is assumed that each character is equally likely to be the target, then the initialisation probability is $\frac{1}{M}$, where $M$ is the number of possible target character choices.

After a subset of characters in the grid, $F_t$, is flashed on the screen, the resulting classifier score, $y_t$, is used to update the character probabilities by Bayesian inference:

$$P(C_m = C^*_T|Y_t, F_t) = \frac{P(C_m = C^*_T|Y_{t-1}, F_{t-1}) \times p(y_t|C_m = C^*_T, F_t)}{\sum_{j=1}^{M} P(C_j = C^*_T|Y_{t-1}, F_{t-1}) \times p(y_t|C_j = C^*_T, F_t)}$$

(2.9)

where $P(C_m = C^*_T|Y_t, F_t)$ is the posterior probability of character $C_m$ being the $T^{th}$ target character, $C^*_T$, given the observed classifier score vector, $Y_t$, and the current subset of flashed characters, $F_t$; $P(C_m = C^*_T|Y_{t-1}, F_{t-1})$ is the prior probability of character $C_m$ being the $T^{th}$ target character; $p(y_t|C_m = C^*_T, F_t)$ is the likelihood of the current classifier response, $y_t$, given that the character was or was not present in $F_t$; and the denominator normalises the probabilities over all the character probabilities.
Figure 2.12: Evolution of character probabilities in Bayesian dynamic stopping. Prior to data collection, character probabilities are initialised. With each flash, character probabilities are updated via Bayesian inference. After several flashes, there is separation between likely and unlikely characters which increases with more data collection. With more data collection, the probability of one character converges to 1, and ideally this should correspond to the target. Data collection is stopped when a character’s probability attains the preset threshold value (set at 0.9) or the data collection limit is reached. The character with the maximum probability after data collection is selected as the target character.

The character likelihood, \( p(y_t|C_m = C_T^*, \mathcal{F}_t) \), is assigned from the likelihood pdfs according to:

\[
p(y_t|C_m = C_T^*, \mathcal{F}_t) = \begin{cases} 
p(y_t|H_0), & C_m \notin \mathcal{F}_t \\
p(y_t|H_1), & C_m \in \mathcal{F}_t \end{cases}
\]  

(2.10)

After each Bayesian probability update, the character probabilities are compared to a threshold, \( P_{th} \), to determine which character is to be selected as the target. Data collection is stopped, at \( t_s \), when a character’s probability attains the threshold value or the data collection limit, \( t_{max} \), is attained:

\[
t_s \triangleq \min(t : P_m(t) \geq P_{th}, t_{max})
\]  

(2.11)

A data collection limit is usually imposed for practical reasons as convergence is not always guaranteed. When data collection is stopped, the character with the
maximum probability is selected as the user’s intended target, \( \hat{C} = \arg \max_m P_m(t_s) \).

Figure 2.12 shows the evolution of character probabilities \((M = 36)\) from a simulation of a P300 speller character selection process using EEG data, for a character that was correctly selected. While all characters are initialised with the same probability value, after some amount of data collection, there is separation of likely and unlikely characters. The few likely characters are usually in the same flash group as the target, e.g. in the RCP, in the same row or column as the target character. With even more data collection, the probability of one character starts to converge towards 1, and ideally this should be the target character.

### 2.5.2 Inclusion of a Language Model

Information about the likelihood of characters can easily be integrated within the framework of probabilistic data collection algorithms without affecting algorithm structure or the BCI task difficulty. The Bayesian DS algorithm offers a built-in mechanism to include a statistical language model based on a user’s spelling history at the probability initialisation step prior to the character selection process. The inclusion of a language model in a dynamic stopping algorithm is termed *dynamic stopping with a language model* (DSLM).

The character probabilities can be viewed as an \(M\)-dimensional random vector, \([P_1(t), P_2(t), ..., P_M(t)]\). With data collection, the vector moves randomly within an \(M\)-dimensional space towards sparse probability vectors where the probability mass is concentrated on one character, \(\lim_{t \to \infty} P_{\text{max}}(t) = 1\). It is hypothesised that the inclusion of the language model can potentially reduce character selection time and improve accuracy by biasing the maximum probability towards likely target characters and reducing the number of probability update steps required to attain the threshold value.
Given a string of BCI character selections, \( A_{1:T-1} = a_1, a_2, \ldots, a_{T-1} \), these previous selections can provide some predictive information about the next character selection. The \( n \)-gram model (Section 2.4.2) is used to set the initialisation probabilities for the subsequent character based on a weighted combination of the language model probabilities and a uniform distribution:

\[
P(C_m = C^*_T | Y_0, F_0) = \alpha P(C_m | A_{T-1}^{T-1}) \left( 1 - \sum_{NAC} \frac{1}{M} \right) + (1 - \alpha) \frac{1}{M}, \quad C_m \in \{A : Z\}
\]

or \( \frac{1}{M}, \quad C_m \notin \{A : Z\} \) (2.12a)

where \( P(C_m = C^*_T | Y_0, F_0) \) is the initialisation probability of character \( C_m \) being the \( T^{th} \) character in the target word, \( C^*_T \); \( P(C_m | A_{T-1}^{T-1}) \) is the probability that the next character is \( C_m \) given the previously selected characters, \( A_{T-1}^{T-1} \); \( \alpha \) denotes the weight of the language model; \( 1 - \alpha \) denotes the weight of a uniform distribution, which is an error factor to account for possible misspellings; and \( \sum_{NAC} \frac{1}{M} \) is the sum of the non-alphabetic character (NAC) probabilities, which is subtracted from 1 to normalise the probabilities.

As a preliminary step towards investigating the potential for language models to improve spelling accuracy and communication rate, a simple letter bigram model \( (n = 2) \) was implemented. In Mainsah et al. (2014), the Bayesian DS algorithm with a bigram language model was tested in non-disabled participants and resulted in statistically significant improvements in online P300 speller performance [59]. Compared to a DS algorithm with a uniform initialisation process, the inclusion of a language model resulted in statistically significant reduction in character selection times, without a degradation in accuracy levels.

Given these positive results, the enhanced algorithm was then tested online in par-
Figure 2.13 shows participant performance measures, as well as the participant survey results from the ALS participant study presented in Mainsah et al. (2015a) [88]. Figure 2.13(a) shows the average time it took to spell each character, as well as the participant completion time. Figure 2.13(b) shows the accuracy of character spelling, with CMA SS, Bayesian DS, and Bayesian DSLM algorithms. Figure 2.13(c) shows the bit rate of data collection, with CMA SS, Bayesian DS, and Bayesian DSLM algorithms. Figure 2.13(d) shows the post-task completion survey, with questions asking participants about the ease of spelling, the condition they preferred, and the amount of mental effort required.
as the total spelling task completion (6 six-lettered words). Compared to static data collection at 35 seconds per character selection, participants observed a statistically significant decrease in character selection time (45-75%), mostly ranging from 8-20 seconds/character selection, $p < 10^{-3}$. Despite the significant reduction in the amount of data collected with the dynamic stopping algorithms, accuracy levels did not significantly deteriorate from static data collection levels, as shown in Figure 2.13(b), $p < 0.23$.

The combination of maintaining similar accuracy levels while statistically significantly reducing data collection resulted in a significant improvement in bit rate from static (6.44±3.21 bits/min) to DS (17.06±11.78 bits/min) and DSLM (17.82±12.54 bits/min), $p < 10^{-5}$, Figure 2.13(c). A statistically significant improvement was also observed for theoretical bit rate (TBR), which excludes time pauses between character selections: static (7.13±3.56 bits/min), DS (25.22±19.56 bits/min) and DSLM (26.71±21.21 bits/min). Since the time pauses between character selections can be varied based on user preference, TBR represents an upper bound of a user’s possible communication rate. Based on the post-session survey results, shown in Figure 2.13(d), participants overwhelmingly preferred the two dynamic data collection algorithms.

Unlike in the non-disabled study presented in [59], there was no significant improvements from the dynamic stopping algorithm with uniform character initialisation to that with the inclusion of the letter bigram language model in the study with ALS participants. There is likely more variability in ALS population performance due to other confounding factors such as differences in disease etiology and progression, in contrast to the non-disabled population which tends to be more uniform and skewed towards a younger demographic. Using a letter bigram language model might be overly simplistic and a more complex language model that takes into account all of the user’s spelling history, such as trigram or higher order language models, could
potentially improve performance. The spelling task designed in this study, like most P300-based BCI studies, involved single word copy-spelling tasks where word length is known a priori. However, a more realistic BCI system would test the algorithm on phrases or sentences. The complexity of the language model can be expanded to include words or phrases within a sentence structure.

In Chapter 5, a new target character estimation algorithm is proposed by increasing the complexity of the language model used in the Bayesian DS algorithm to facilitate BCI use for phrase or sentence spelling tasks. A higher order language model based on all of the user’s spelling history is used in the probability initialisation step, in a manner that minimises the need for erroneous character revisions.

2.6 BCI Error Correction

It is unrealistic to expect a BCI system to perform with perfect accuracy as the BCI decision process is error prone since it must decode information from noisy data. BCI decision errors can be handled in two ways: by having the user actively attempt to correct the error, or by having the BCI system attempt to detect errors and correct them. However, it should be noted that ERP-based BCI spellers are already limited by their slow character selection times and a corrective mechanism can further increase the spelling time. The benefit of an error-corrective mechanism should be evaluated against any potential increase in spelling time.

2.6.1 Active User Correction

Active user correction is the most common method for error correction. A backspace or delete function is included as one of the BCI character choices, which the user can select to correct an erroneous BCI selection. However, there is the possibility of making errors in the correction process. This limits BCI system use to only users with high accuracy levels. Taking into account erroneous character revisions, it has
been recommended that ERP-based BCI speller systems perform with accuracies > 70% [12], to be used as effective communication systems. Alternatively, automatic error detection and correction strategies by the BCI can save time in making active erroneous character revisions by the user and thus improve system efficiency.

2.6.2 ErrP-based Correction

One approach for automatic error detection that has been proposed in the literature is to take advantage of EEG-based responses elicited as a result of errors [89]. Error-related potentials (ErrP) are ERPs elicited when a person is aware of or perceives erroneous behaviour. ErrPs have been suggested as inputs to drive corrective mechanisms by detecting their occurrence following BCI presentation of the selected character [90, 26]. The detection of ErrPs could be used to veto erroneous actions by the BCI.

A few studies have implemented ErrP-based corrective mechanisms online in P300 spellers following BCI character selection, with automatic character deletion if an ErrP is detected [27, 28, 91, 92]; this mechanism will be denoted as a P300-ErrP cascade in this work. Perrin et al., (2012) [91] implemented an additional corrective action following ErrP-based deletion, by substituting the deleted character with the next most probable character. Spüler et al., (2012) [92] proposed and tested their ErrP-based correction system in non-disabled users and people with ALS, with the information transfer rates of participants in both groups improving with ErrP-based correction.

Unlike with the P300 speller where character selection is made after a certain amount of data collection, ErrP-based correction is based on single trial ERP detection following presentation of the BCI selected character. The performance of the ErrP classifier depends on the underlying pdfs of the ErrP classifier scores of correct and erroneous character selections, which is affected by the amount of data
used to train the classifier. A common complaint with training ErrP classifiers for P300 spellers is the long time required to collect enough ErrP classifier training data. For example, using the Townsend et al. (2010) 9 × 8 speller grid with the checkerboard paradigm [50] at 24 flashes/sequence, a typical amount of training data of 5 sequences/character would result in 120 labeled samples/character with which to train the P300 classifier. However, presenting a selected character as feedback for user evaluation will result in 1 labeled sample/character to train the ErrP classifier.

In general, online performance of ErrP-based correction mechanisms have been mixed, with detection of ErrP classifiers ranging from 60 – 90% accuracy, 40 – 60% sensitivity (hit rate) and 80 – 90% specificity. Another limitation with ErrP-based correction is the additional computational resources required with the incorporation of an ErrP-based signal processing unit to the BCI speller framework. Since the P300 speller is used for linguistic communication, language-based error detection and correction can provide a less expensive alternative to ErrP-based corrective mechanisms.

2.6.3 Language-based Correction

Language-based correction, such as spell-check, auto-correction, etc., is an ubiquitous feature in most text-entry systems or communication devices. Spelling correction algorithms that exploit various natural language processing strategies have been well-studied for a wide range of applications. The most common method to detect spelling errors is to check if a word is found in a dictionary and declare an error if the word is not present. Error correction can then be achieved by looking at words that closely match the out-of-vocabulary (OOV) word; in general the bigger the vocabulary size, the better the correction performance. While an exhaustive search of the whole dictionary can be done, a narrower list of candidate words, \( D = \{ D^1, D^2, ..., D^J \} \), is generally used by exploiting the positional context of errors.
to limit the word choices to those that are within a similarity range from the OOV word. For example, the Levenshtein edit distance is the minimum number of single character edits, insertions, deletions and substitutions needed to convert from one string to another [93].

However, it is also necessary to select the most likely target word from a list of candidate choices. One method is word frequency in a given body of text, which can be quantified via a statistical language model, where $P(D^j)$ represents the probability of occurrence of a word, $D^j$. However, additional contextual information about the likelihood of characters in the word choices can provide a better estimate of the target word. This can be characterised via an error model that quantifies the likelihood that one of the word alternatives is the intended target choice given an input word [94].

The *noisy channel* model can be used to estimate the target word by combining the language and error models to do spelling correction [95]:

$$P(D^j|W) \propto P(W|D^j)P(D^j)$$  \hspace{1cm} (2.13)

$$\hat{C} = \arg\max_{D^j \in \mathcal{D}} P(W|D^j)P(D^j)$$ \hspace{1cm} (2.14)

where $P(D^j|W)$ is the posterior probability of the word $D^j$, given the spelled word, $W$; $P(W|D^j)$ is the likelihood of the spelled word given the candidate word $D^j$ (the error model); $P(D^j)$ is the prior probability of $D^j$ (the language model); and $\hat{C}$ is the corrected word choice.

A noisy channel model for spelling correction can be used in any application where a probabilistic error model can be quantified, e.g. optical character recognition, speech recognition, machine translation, etc. However, it has not been applied to P300 spellers for error correction. In the P300 speller context, an error model can be derived from the character cumulative responses, $\{\Theta_m(t)\}_{m=1}^M$, as they provide in-
formation on the likelihood of character choices given all of a user’s EEG responses. Unlike the time-intensive system for developing an ErrP classifier, the character cumulative responses are already available from the target character estimation process at no additional cost. \( \{ \Theta_m(t) \}_{m=1}^{M} \) can conveniently be used within a noisy channel model for error detection and spelling correction.

In Chapter 6, the relative benefits of different error-correction mechanisms for BCI applications will be analysed and compared: active user correction, ErrP-based correction and language-based correction. In the chapter, a new language-based error-correction algorithm is proposed for the P300 speller that potentially achieves a balance in increasing accuracy with minimal increase in spelling time, by using a noisy channel model with an error model that exploits information already available from the P300 speller character selection process.

2.7 Summary

The operation of the P300 speller consists of three main parts: the visual interface which controls how ERPs are elicited in the brain; the amount of data collection and BCI decision-making algorithm which determine the accuracy and speed of the system; and the selection and presentation of intended user’s choice. It is hypothesised that each of these areas have the potential for improvement. The Bayesian dynamic stopping algorithm provides a framework for further enhancements in all three areas.

The rest of this document is organised as follows. Chapter 3 describes a new method to predict P300 speller performance using P300 classifier discriminability based on a probabilistic model of a BCI decision-making algorithm; and presents results to verify and validate the proposed performance prediction method using the Bayesian dynamic stopping algorithm. Chapter 4 describes a new method which considers the competing interests of information theoretics and physiological limitations of P300 elicitation to design an improved stimulus paradigm; and presents results
comparing the new stimulus paradigm with the conventional row-column paradigm. Chapter 5 describes a new target character estimation algorithm, a Bayesian dynamic stopping algorithm with a more complex language model that minimises the need for erroneous character revisions; and presents results comparing the new algorithm with the Bayesian dynamic stopping with a simpler language model. Chapter 6 presents results comparing various error-correction methods; and includes a new language-based error correction method for P300 spellers. Chapter 7 summarises the contributions of the previously mentioned studies.
Several methods in the literature have been proposed to predict BCI performance. However, most of these methods either rely on estimates derived from a user’s training data, which may not be a good indicator of future performance, or estimates of performance derived from a pool of users, making the predictions susceptible to user variation. Developing and analysing a theoretical model of a generic BCI user potentially addresses the issues of not relying on empirical estimates either from a user or a pool of users, and accounts for the possibility of shifts in performance levels after calibration.

Colwell et al., (2010) proposed an underlying theoretical model to estimate the projected accuracy for a user given a certain amount of data collection based on a probabilistic model of the P300 speller [53]. However, the Colwell et al. method was limited to only considering the cumulative moving average (CMA) static stopping algorithm (2.1) and the row-column stimulus presentation paradigm. Given the increased interest in dynamic stopping algorithms and alternative stimulus presen-
tation paradigms, a generalised approach to performance prediction is desirable.

A user’s P300 speller performance depends on how well the classifier can distinguish between target and non-target EEG responses. The classifier’s ability to discriminate between the two types of responses can be quantified by a metric called the detectability index [55]. A new method is proposed to estimate BCI performance for the Bayesian dynamic stopping algorithm [25] from the detectability index either analytically or empirically via Monte Carlo simulations. The proposed performance prediction method is applicable not only to the row-column stimulus presentation paradigm, but also to other stimulus presentation paradigms. The method relies on data that is collected during system calibration and accounts for possible changes in user performance after calibration. The new method is verified with offline analyses using simulations with synthetic EEG data and validated with experimental results from online BCI studies.

3.1 Theoretical Model

P300 speller performance can be determined by analysing the evolution of the character cumulative response, \( \Theta_m(t) \), a random variable, at each time index, \( t \), as data collection proceeds. \( \Theta_m(t) \) determines how likely a character, \( C_m \), is the target character, with data collection. \( \Theta_m(t) \) depends on the cumulative classifier responses and a character’s flash pattern. The BCI correctly selects the target character, \( C^* \), if at the time data collection is stopped, \( t_s \), the target character’s cumulative response exceeds the maximum response of all of the non-target characters, i.e. \( \hat{C} = C^* \) if \( \Theta_i(t_s) > \max_{j \neq i} \Theta_j(t_s) \). The overal performance depends on how well the BCI system can distinguish between target and non-target EEG responses. For example, in the case of the Bayesian DS algorithm, performance depends on the discriminability of the class conditional likelihoods, \( p(y|H_0) \) and \( p(y|H_1) \).
Given $C_i = C^*$, let $Y = \Theta_i(t_s)$ and $X_{\text{max}} = \max_{j \neq i} \Theta_j(t_s)$. Determining the accuracy of character selection requires evaluating the average probability of the random inequality, $P(X_{\text{max}} < Y)$ (Appendix B), after determining the probability distribution of the maximum of a finite number random variables, $X_{\text{max}} = \max(X_1, X_2, ..., X_N)$ (Appendix C). This approach was used in Colwell et al., (2010) to determine the projected accuracy for the CMA static stopping algorithm (2.1) using a row-column paradigm (RCP). The amount of data collection prior to character selection can be fixed or dynamically determined. With a dynamic stopping algorithm, data collection is stopped when any character’s cumulative response attains a pre-set threshold value or the data collection limit is attained. The average amount of data collection prior to character selection depends on the rate of convergence of $\Theta_m(t)$ to the stopping threshold, within the data collection limit.

3.1.1 The Bayesian Probability Random Variable

For the Bayesian DS algorithm, the random variables that are analysed to evaluate system performance are the Bayesian probabilities, $\{P_m(t)\}_m^{M}$. The system correctly selects the target character if the maximum probability corresponds to that of the target character, $\hat{C} = C^*$ if $P_1(t_s) > \max_{j \neq i} P_j(t_s) | C_i = C^*$. For simplicity, the character likelihood in the probability update step, $p(y_t | C_m = C^*, F_t) \ (2.10)$ will be denoted as $p_m(t)$. $p_m(t)$, which is incorporated into the model at each probability update step is also a random variable and can be assigned $p(y_t | H_0)$ or $p(y_t | H_1)$ depending on whether character $C_m$ is present or absent in a flash group, $F_t$.

For computational simplicity, instead of (2.9), the Bayesian probabilities can be expressed in a logarithmic function:

$$\ln P_m(t) = \ln P_m(t-1) + \ln p_m(t) - \ln \left( \sum_{j=1}^{M} p_j(t) P_j(t-1) \right) \quad (3.1)$$
where \( \ln P_m(t) \) is a random sum (Appendix A). Let \( S \) be a sum of \( T \) random variables, such that \( S(T) = Z(1) + Z(2) + \ldots + Z(T) \), and \( T \) is also a random variable. In the context of the Bayesian probabilities, \( Z_m(t) = \ln p_m(t) - \ln \left( \sum_{j=1}^{M} p_j(t)P_j(t - 1) \right) \) and \( S_m(t) = P_m(t) \). The latter term in \( Z_m(t) \) makes the random variable analysis more complex. The uncertainty in the likelihood assignments (2.10) needs to be integrated out of the model given the presentation of random flash groups during character selection. Nonetheless, as a consequence of the binary choice in the likelihood function, the ratio, \( p(y|H_1)/p(y|H_0) \), commonly referred to as the likelihood ratio, can instead be considered.

The likelihood ratio test is a well-established statistical analysis tool used during decision making in binary hypothesis testing [44]. The likelihood ratio test has an equivalent formulation in the Bayesian domain. By operating in the likelihood ratio domain, a user’s performance level can be parameterised with a single value via a measure called the detectability index [55] which quantifies the discriminability between two normal distributions; in this case that of the target and non-target classifier scores. To simplify the random variable analysis, this work proposes and demonstrates a theoretical model where modeling P300 speller operation in the likelihood ratio domain is equivalent to modeling in the Bayesian probability domain. Following this substitution with the likelihood ratio domain, the performance measures for the Bayesian DS algorithm are derived.

3.1.2 The Likelihood Ratio Test

Statistical hypothesis testing involves the process of determining how likely it is that a set of observations are to be generated under a given statistical hypothesis. Each hypothesis represents a probabilistic model of a random variable, \( H_i : x \sim p(x|H_i) \), where \( p(x|H_i) \) is the likelihood of observation \( x \) under the hypothesis, \( H_i \). The likelihood ratio test (LRT) is most commonly used for binary hypothesis testing [44].
A decision is made to accept or reject a hypothesis after comparing the likelihood ratio, $\lambda(x)$, to a threshold value, $\eta$:

$$\lambda(x) = \frac{p(x|H_1)}{p(x|H_0)}$$  \hspace{1cm} (3.2)

where the null, or $H_0$ hypothesis is selected if $\lambda(x) < \eta$ or the alternative or $H_1$ hypothesis is selected if $\lambda(x) \geq \eta$. If the hypotheses have prior probabilities, $P(H_0)$ and $P(H_1)$, respectively, the threshold value that minimises the probability of error, $p_e$, given a 0-1 loss function is $\eta = P(H_0)/P(H_1)$ [44].

In general, for a multihypothesis or an $M$-ary hypothesis test, it can be determined probabilistically how likely it is that a set of observations were generated under a given hypothesis by using Bayes’ rule. Another minimum $p_e$ detector can be considered which minimises the Bayes’ risk. From Bayes’ rule, the posterior probability of a given hypothesis given an observation, $P(H_i|x)$, can be determined by incorporating the likelihood of the observation and the hypothesis prior:

$$P(H_i|x) = \frac{p(x|H_i)P(H_i)}{p(x)}$$  \hspace{1cm} (3.3)

The hypothesis with the maximum a posteriori probability (MAP) is selected as the true hypothesis. The Bayesian DS algorithm is an example of a MAP decision test.

When $M = 2$, i.e. in a binary hypothesis test case, by rearranging (3.3), the
Bayesian probability can be expressed as a function of the likelihood ratio:

\[
\begin{align*}
P(H_1 | x) &= \frac{\frac{p(x|H_1)p(H_1)}{p(x|H_0)p(H_1)}}{\frac{p(x|H_1)p(H_1)}{p(x|H_0)p(H_1)} + \frac{p(x|H_0)p(H_0)}{p(x|H_0)p(H_1)}} \\
&= \frac{\lambda(x)}{\lambda(x) + \frac{p(H_0)}{p(H_1)}} \quad (3.4a) \\
P(H_0 | x) &= \frac{\lambda(x)^{-1}}{\lambda(x)^{-1} + \frac{p(H_1)}{p(H_0)}} \quad (3.4b)
\end{align*}
\]

Hence, a decision on a hypothesis can be made in either of the domains with equivalent results: based on a threshold of the likelihood ratio or the corresponding threshold of the Bayesian probability.

The sequential likelihood ratio test (SLRT) reformulates the LRT as a sequential analysis problem with a dynamic data collection process [96]. Given a sequence of observations, \(x_t = [x_1, x_2, ..., x_t]\), the goal of the SLRT is to decide which hypothesis is correct within a desirable level of error in as few observations as possible. The cumulative likelihood ratio, \(\Lambda(x_t)\), is evaluated based on the ratio of joint likelihood of the observations, \(p(x_1, x_2, ..., x_t | H_i)\):

\[
\Lambda(x_t) = \frac{p(x_1, x_2, ..., x_t | H_1)}{p(x_1, x_2, ..., x_t | H_0)} \quad (3.5)
\]

For simplicity, \(\Lambda(x_t)\) and \(\lambda(x_t)\) will be denoted as \(\Lambda_t\) and \(\lambda_t\), respectively. Decision regions for \(\Lambda_t\) are specified to either continue data collection or stop data collection and select one of the hypotheses based on specified thresholds:

\[
\Lambda_t \begin{cases} \leq A & \Rightarrow \text{stop, choose } H_0 \\ \geq B & \Rightarrow \text{stop, choose } H_1 \\ \in (A, B) & \Rightarrow \text{take another sample} \end{cases} \quad (3.6)
\]

where \(A\) and \(B\) are the decision thresholds. The threshold bounds are chosen based on
specified probabilities of detection, \( P_D = P(\text{deciding } H_1 \mid H_1 \text{ is the true hypothesis}) \) and false alarm, \( P_{FA} = P(\text{“} H_1 \text{“} \mid H_0) \):

\[
A = \frac{1 - P_D}{1 - P_{FA}} \quad (3.7a)
\]

\[
B = \frac{P_D}{P_{FA}} \quad (3.7b)
\]

Equivalently, \( A \) and \( B \) can be specified in terms of class conditional error levels, \( \alpha \) and \( \beta \), where \( \alpha = P_{FA} \) and \( \beta = 1 - P_D \). Likewise, Bayes’ rule can be implemented sequentially, with data collection stopped when a hypothesis’ posterior probability attains a preset threshold value prior to decision making, as is the case with the Bayesian DS algorithm.

The performance of the SLRT is characterised by the operating characteristic (OC) and the average sample number (ASN) functions. The OC function, \( L(\theta_i) \), is the probability of terminating the test with an \( H_0 \) decision, given that \( H_i \) is the true hypothesis. The bounds of \( L(\theta_i) \) are determined by \( 1 - \alpha \) and \( \beta \), where \( H_0 \) and \( H_1 \), respectively, are the true hypotheses. Also, the average probability of error, \( p_e \), is based on the class conditional error rates and the hypothesis priors:

\[
p_e = \alpha P(H_0) + \beta P(H_1) \quad (3.8)
\]

The ASN function is the average number of observations prior to termination of the test. For the SLRT, if the observations are assumed to be independent and identically distributed (i.i.d.), the cumulative likelihood ratio (3.5) can be expressed as the product of the individual likelihood ratios of the observations, or as a logarithmic sum, for convenience:
The ASN for the SLRT in an i.i.d. case can be approximated by exploiting Wald’s equation [97] (Appendix A). Since \( \ln \Lambda_t \) can be expressed as a random sum of \( \ln \lambda_\tau \)'s, the ASN under a given hypothesis can be estimated:

\[
E_r T|H_i = \frac{E[\ln \Lambda_t|H_i]}{E[\ln \lambda_\tau|H_i]}
\]  
\[
E[T|H_1] = \frac{P_D \ln B + (1 - P_D) \ln A}{E[\ln \lambda_\tau|H_1]}
\]  
\[
E[T|H_0] = \frac{(1 - P_{FA}) \ln B + P_{FA} \ln A}{E[\ln \lambda_\tau|H_0]}
\]  

where \( E[T|H_i] \) is the ASN; \( E[\ln \Lambda_t|H_i] \) is the expected cumulative log-likelihood ratio (CLLR) when data collection is stopped; and \( E[\ln \lambda_\tau|H_i] \) is the expected log-likelihood (LLR), given \( H_i \) is the true hypothesis.

In real world testing, it should be noted that \( \alpha \) and \( \beta \) will represent the upper bounds for the error rates of the OC function. Also, (3.10) represents the asymptotic lower bound of the ASN. These performance estimates omit the tendency of \( \ln \Lambda_t \) to overshoot or undershoot the threshold bounds. As a result, the actual error levels will be smaller than \( \alpha \) and \( \beta \), and the ASN will be higher than that specified by Wald’s equation. For the SLRT with i.i.d. observations, better approximations of the performance functions can be obtained by solving a series of inductive integral equations governing the OC and the ASN functions [98].

In the Bayesian DS algorithm as implemented in [25], the classifier score observations are considered to be independent. The equivalent likelihood formulation of
the Bayesian probabilities for each character can be expressed as a sum to derive the performance functions of the Bayesian DS algorithm. A corresponding likelihood ratio formulation for the Bayesian DS algorithm is also more convenient as it avoids having to analyse the more complex denominator term in the Bayesian update equation (2.9).

The performance of a hypothesis test depends on how discriminable the probability models under each hypothesis are from each other. The detectability index, $d$, is a measure that quantifies the discriminability between two normal probability density functions by their separation and spread [55]. For two normally distributed random variables, the detectability index is computed from the class conditional means and standard deviations, $(\mu_0, \sigma_0^2)$ and $(\mu_1, \sigma_1^2)$, as shown in Figure 3.1:

$$d = \frac{|\mu_1 - \mu_0|}{\sqrt{0.5(\sigma_1^2 + \sigma_0^2)}} \quad (3.11)$$
The detectability index is used to parameterise the probability distribution of \( \ln \lambda \) under each hypothesis [44]:

\[
\ln \lambda \sim \begin{cases} 
    \mathcal{N}\left(\frac{-d^2}{2}, d^2\right) & |H_0| \\
    \mathcal{N}\left(\frac{d^2}{2}, d^2\right) & |H_1|
\end{cases}
\]  

(3.12)

Hence, within the P300 speller context, operating in the likelihood ratio domain provides a convenient way to quantify a user’s performance level via the P300 classifier discriminability. For example, given a user’s training data, the respective means and variances of the classifier likelihoods, \( p(y|H_0) \) and \( p(y|H_1) \), can be used to determine on average how a user will perform with the system. To account for changes in performance level from that achieved during calibration, it is also easy to visualise and study performance in a 1-D space through different values of \( d \), as opposed to a 4-D space, \( \{\mu_0, \sigma_0^2, \mu_1, \sigma_1^2\} \), as would be required using the method described in [53].

3.1.3 Deriving Performance Estimates for the Bayesian Dynamic Stopping Algorithm

Performance measures have been studied for the binary SLRT [96], as well as \( M \)-ary hypothesis tests [99, 100, 101, 102]. However, additional considerations are required when estimating performance of the Bayesian DS algorithm within the P300 speller context. Most sequential tests assume the availability of an infinite amount of time to make decisions, which is not practical for real world applications. Also, most sequential tests assume that each hypothesis represents a distinct probability model and the observations are i.i.d.

For this application, the classifier scores in the Bayesian DS algorithm are assumed to be independent but not identically distributed as they are generated as a result of alternative random presentation of non-target and target stimulus events.
Figure 3.2: Role of probability density functions (pdfs) during the probability update process in the Bayesian dynamic stopping algorithm. The pdfs for non-target and target classifier scores represent the $H_0$ and $H_1$ hypotheses, respectively. A flashed subset, $F$, that contains the target character, $C^*$, should elicit a P300, resulting in a higher classifier score such that $p(y|H_1) > p(y|H_0)$. A flashed subset that does not contain the target character should not elicit a P300, resulting in a lower score such that $p(y|H_1) < p(y|H_0)$.

If the stimulus flashes are a subset of characters, each observation is technically generated from a subset of the hypotheses. Even with single character presentation, the probability model of a given character depends on whether it is or is not the target character. Nonetheless, with these considerations, the P300 speller model with the Bayesian DS algorithm can be simplified from an $M$-ary to a binary hypothesis problem, and the likelihood ratio test exploited to derive the performance measures for the DS algorithm when considered in terms of the discriminability of the class conditional pdfs.

The importance of the discriminability of the class conditional pdfs in the Bayesian update process can be visualised by considering two cases of flashed character subsets that include or do not include the target character. Figure 3.2 illustrates two scenarios of classifier scores produced in the presence/absence of the target character in a
flashed subset. If the target character is in the flashed subset, \( C^* \in \mathcal{F}_t \), a P300 signal will likely be elicited, resulting in a high classifier score, hence \( p(y_t|H_1) > p(y_t|H_0) \) or \( \lambda > 1 \). Conversely, if \( C^* \notin \mathcal{F}_t \), it is likely that \( p(y_t|H_1) < p(y_t|H_0) \) or \( \lambda < 1 \). In both cases, the target probability is updated with a high likelihood value, i.e. \( p(y_t|C_m = C^*, \mathcal{F}_t) \) according to (2.10), hence the target character probability should increase progressively towards 1.

Consequently, the P300 speller system can also be viewed as evaluating \( M \) different binary hypothesis tests. Each time a character is flashed, the BCI evaluates its CLLR to determine if it is or is not the target character (3.9):

\[
L_m(T) = \sum_{t=1}^{T} l_m(t) \mathbb{I}_{\{C_m \in \mathcal{F}_t\}}
\]  

(3.13)

\( L_m(T) \) is the CLLR for character \( C_m \); \( l_m(t) = \ln \left( \frac{p(y_t|H_1)}{p(y_t|H_0)} \right) \) is the observation LLR for character \( C_m \) at the \( t^{th} \) stimulus event based on the classifier score, \( y_t \); and \( \mathbb{I}_{\{C_m \in \mathcal{F}_t\}} \) is an indicator function, which equals 1 if \( C_m \in \mathcal{F}_t \), and 0 otherwise. With data collection, \( L_m(T) \) for the target character should increase progressively towards the upper threshold of the LRT, while those of the non-target characters should decrease.

The random variable, \( L_m(T) \), can now be analysed to estimate system performance. Since \( L_m(T) \) is a sum of random variables, its probability distribution can be determined by convolution, with the probability distribution of \( l_m(t) \) defined according to the presence/absence of a target character in a flash group. If the classifier likelihoods are normally distributed, then \( l_m(t) \) and \( L_m(T) \) are also normally distributed and parameterised by \( d \) (3.12).

It should again be noted that sequential tests assume the availability of an infinite amount of time to make a decision. However, for real world applications, a data truncation limit, \( t_{\text{max}} \), is usually imposed for practical reasons. A sequential test with
a data collection limit will be referred to as *truncated*, and that with no data collection limit as *untruncated*. The class conditional probability of errors, \(\alpha\) and \(\beta\) define the maximum error levels of the untruncated SLRT. The stopping threshold probability, \(P_{th}\), defines the minimum accuracy level that can be achieved with an untruncated Bayesian DS algorithm. Data truncation will affect both a test’s error level and the ASN. For example, with the SLRT, \(\ln \Lambda_t\) might not necessarily converge to either of the threshold values by \(t_{\text{max}}\). As a result, a truncated sequential test may achieve a higher probability of error than the maximum level guaranteed by an untruncated test [103]. Appendix D details the derivation of the performance measures in the case of a truncated SLRT. A similar procedure can be used to determine the equivalent performance measures based on the CLLR of each character. The imposition of a data truncation limit is thus an important consideration when deriving performance estimates for the Bayesian DS algorithm, as implemented within the P300 speller context.

**Accuracy**

To determine the projected accuracy for the Bayesian DS algorithm, the probability that the BCI correctly selects the target character, \(P(\hat{C} = C_i | C_i = C^*)\), at the time that data collection is stopped has to be evaluated. This probability is averaged across all the characters in the grid:

\[
A = \sum_{i=1}^{M} P(\hat{C} = C_i | C_i = C^*) P(C_i)
\]

\[
= \sum_{i=1}^{M} P \left( \max_{j \neq i} L_j(t_s) < L_i(t_s) | C_i = C^* \right) P(C_i) \tag{3.14}
\]
where \( P \left( \max_{j \neq i} L_j(t_s) < L_i(t_s) \mid C_i = C^* \right) \) is the probability that the CLLR of character, \( C_i \), exceeds the CLLRs of the rest of the characters, given that \( C_i = C^* \); and \( P(C_i) \) is the probability that character \( C_i \) can be the target character.

From (3.14), let \( Y_i = L_i(t_s) \) and \( X_i = \max_{j \neq i} L_j(t_s) \), given \( C_i = C^* \). The probability, \( P(X_i < Y_i) \) can be determined based on random inequalities (Appendix B):

\[
P(X_i < Y_i) = \int_{-\infty}^{\infty} F_{X_i|Y_i}(z) f_{Y_i}(z) dz \tag{3.15}
\]

where \( f_{Y_i} \) is the pdf of \( Y_i \), and \( F_{X_i|Y_i} \) is the conditional cumulative distribution function (cdf) of \( X_i \) given \( Y_i \). Determining the probability distribution of the maximum of \( N \) random variables, i.e. \( X_i \), is a problem considered in order statistics (Appendix C).

For a dynamic stopping algorithm, \( t_s \) is a random variable, with its maximum value capped by the data collection limit, i.e. \( 1 \leq t_s \leq t_{\text{max}} \). Deriving the accuracy for the truncated Bayesian DS algorithm from an equivalent truncated test in the likelihood ration domain entails analysing the CLLRs assuming that data collection stops at any value in the range, \( 1, 2, \ldots, t_{\text{max}} \), with an associated probability for each stopping time. This requires numerical analysis, which can be computationally expensive if \( t_{\text{max}} \) is large.

For simplicity, the accuracy will instead be derived for a Bayesian algorithm with fixed sample size (FSS), where the stopping time is fixed, i.e. \( t_s = t_{\text{max}} \). With a dynamic stopping algorithm, i.e. when a threshold probability is imposed, not all of the flash groups defined within the sequence limit, \( t_{\text{max}} \), may necessarily be illuminated prior to stopping data collection. Nonetheless, it is hypothesised that estimating the accuracy for a Bayesian FSS test with data collection limit, \( t_{\text{max}} \), can provide a good estimate for the underlying system accuracy of the Bayesian DS
algorithm with the same data collection limit.

For a given stimulus paradigm, if the base pattern is replicated based on the number of sequences, \(s\), the average CLLR across sequences can be considered, \(\bar{L}_m(T)\), or equivalently the sequence average of the observation LLR, \(\bar{l}_m(t)\):

\[
\bar{L}_m(t_b) = \frac{1}{s} \sum_{n=1}^{s} L_{m,n}(t_b) \\
= \sum_{t=1}^{t_b} \frac{1}{s} \sum_{n=1}^{s} l_{m,n}(t) \mathbb{1}_{\{C_m \in \mathcal{F}_l\}} \\
= \sum_{t=1}^{t_b} \bar{l}_m(t) \mathbb{1}_{\{C_m \in \mathcal{F}_l\}} \tag{3.16}
\]

where \(t_b\) is the number of flashes within a sequence of a stimulus paradigm with a base pattern; \(\bar{L}_m(t_b)\) is the sequence average CLLR for character, \(C_m\); and \(\bar{l}_m(t)\) is the sequence average of the observation LLR at time index, \(t\). For example, for the RCP of size \(R \times C\), \(t_b = R + C\), and with \(s\) sequences, \(t_{\text{max}} = s \times (R + C)\)

**Expected Stopping Time**

The expected stopping time, EST, is the average number of stimulus event presentations required for any character to reach the probability threshold value prior to character selection. The EST for the Bayesian DS algorithm can be derived from the equivalent LLR formulation. Since the BCI eventually selects one of the characters as the user’s intended target character, it is only necessary to analyse the rate of convergence of the CLLRs, \(L_m(t)\), to the stopping threshold given that the target character is one of the \(M\) characters, i.e. under the condition that the \(H_1\) hypothesis is always true. The first step requires determining the average number of times the selected flash group is sampled prior to reaching the stopping threshold. Then, taking into account the average character-to-character interval, the effective number
of stimulus event presentations prior to decision making can be determined.

However, just like with accuracy, there are several considerations involved in
determining the EST of a truncated test. The data collection limit determines the
maximum number of stimulus events the BCI system is allowed to present prior to
decision making. Due to this constraint, the probability distribution of the BCI
system stopping data collection at the various stopping times, from \(1, 2, \ldots, t_{\text{max}}\), has
to be determined to derive the EST (Appendix D). Alternatively, the imposition of a
data collection limit can be relaxed to instead derive the asymptotic lower bound of
the EST for an untruncated DS algorithm. An additional issue is that the observation
LLRs for each character, \(l_m(t)\), are only i.i.d. for the target character, and non-target
characters that are not in the same flash group as the target character. Nonetheless,
under certain stimulus paradigm conditions, the observations are assumed to be i.i.d.
for both the target and all of the non-target characters by conditioning on a specific
target character, e.g. the RCP. In such a scenario, the EST can be determined by
exploiting Wald’s equation, in a manner similar to that presented in (3.10b).

3.2 Methods

There are two methods of obtaining the BCI performance measures: analytically by
analysing the cumulative response function, \(\Theta_m(t)\), or via Monte Carlo simulations.
In this section, both methods will be described for the Bayesian algorithm based on
the equivalent CLLR formulation, \(L_m(t)\).

3.2.1 Analytical Estimation

(i) Row-column paradigm

For the row-column paradigm, the BCI correctly selects the target character if the
following event occurs: \(\{\text{mean CLLR of the target row} > R - 1 \text{ mean CLLRs of the}
\text{non-target rows}\} \cap \{\text{mean CLLR of the target column} > C - 1 \text{ mean CLLRs of the}\)
non-target columns}. Due to this property, the performance for selecting a target row can be analysed separately from that of selecting the target column, and combined accordingly to derive the overall performance measure. Due to symmetry of the RCP, it is only necessary to determine a performance measure based on considering one character as the target character, instead of averaging over all characters, as in (3.14). Also, since the row/column flash groups are pairwise disjoint, the cumulative classifier scores associated with each group during row/column selection are independent of each other. This leads to tractable solutions for the performance estimates of the RCP.

**Accuracy**

Determining the system accuracy for the RCP requires evaluating the probability that the BCI correctly selects both the target row and target column. From (3.14-3.15), the projected accuracy is determined according to:

\[
A_{pr} = p_r \times p_c = \int_{-\infty}^{\infty} (F_{\bar{U}}(z))^{R-1} f_{\bar{T}}(z) dz \times \int_{-\infty}^{\infty} (F_{\bar{T}}(z))^{C-1} f_{\bar{U}}(z) dz
\]

where \(p_r\) denotes the probability of correctly selecting the target row; \(p_c\) is the probability of correctly selecting the target column; \(\bar{T}\) denotes the average CLLR for the target row/column; \(\bar{U}\) denotes the average CLLR for the non-target rows/columns; \(R\) and \(C\) denote the number of rows and columns, respectively, in the grid; and \(F_X(\cdot)\) and \(f_X(\cdot)\) denote the cumulative density function and probability density function, respectively, for the random variable \(X\).

For the RCP, the projected accuracy can be determined given the grid size, the pdfs of the non-target and target classifier scores, and the maximum number of sequences. The pdfs of \(\ln \lambda\) can be derived from the pdfs of the non-target and the target classifier scores, \(p(y|H_0)\) and \(p(y|H_0)\), respectively. The pdfs of \(\bar{U}\) and \(\bar{T}\) can
be derived via numerical convolution of the pdfs of $\ln \lambda$, under the non-target and target hypothesis cases, respectively. If the classifier scores are normally distributed, the pdf of $\ln \lambda$ specified by the detectability index (3.12) can be used to derive the pdfs of $\bar{T}$ and $\bar{U}$. Under a normality assumption, Algorithm 1 outlines pseudo-code to obtain the projected accuracy with the Bayesian FSS algorithm, which can be used to approximate the accuracy with a truncated Bayesian DS algorithm given the same data collection limit.

**Expected Stopping Time**

Similarly, for the EST, the average number of stimulus event presentations prior to making a row selection decision, is evaluated separately from the average number of flashes prior to a column selection decision. The asymptotic lower bound for the EST for the untruncated DS algorithm can easily be derived from the equivalent CLLR formulation of the Bayesian DS algorithm by evaluating $M$ binary SLRTs (3.9) until a row or column selection decision is made.

First, the average number of times a row or column is flashed has to be determined, given that the target row or column is always among the flash groups. The stopping thresholds for the CLLR, $L_m(t)$, of the row and column selection process can be derived from the Bayesian probability threshold, $P_{th}$ according to (3.4a)-(3.4b)
The overall sequential test only terminates when the CLLR of a row/column flash groups attains the upper stopping threshold, and that flash group is declared as the target row/column. Hence it is only required to evaluate the ASN for the corresponding SLRT given the $H_1$ hypothesis is true.

Taking into account the average character-to-character interval within a row or column sequence, which is equivalent to the number of rows or columns in the case of the RCP, the asymptotic lower bound of the expected stopping time, $EST_{as}$, can be determined:

\[
EST_{as} = R\mathbb{E}[T_r|H_1] + C\mathbb{E}[T_c|H_1]
\]  

(3.18)

where $R/C$ is the number of rows/columns in the grid; $\mathbb{E}[T_r|H_1]$ or $\mathbb{E}[T_c|H_1]$ is the ASN for a row/column SLRT, given that a target row/column is always present.

For the RCP, given the grid size, pdfs of the non-target and target classifier scores and probability threshold, $EST_{as}$ can be determined accordingly, from the pdfs of $\ln \lambda$. If the classifier scores are normally distributed, the detectability index can be used to quantify $EST_{as}$ via $\mathbb{E}[\ln \lambda|H_1]$ (3.12). Under a normality assumption, Algorithm 2 outlines pseudo-code to determine the asymptotic lower bound of the EST with the untruncated Bayesian DS algorithm.

**Similar Block-randomised Paradigms**

The properties of the RCP allow for the derivation of performance measures analytically with tractable solutions. These analytical methods can also be applicable to other similar block-randomised stimulus paradigms that satisfy the general properties of the RCP:

1. The stimulus paradigm renders P300 speller selection in two stages: selection of a flash group from a set of pairwise disjoint flash groups, $\mathcal{F}^1 = \{F^1_i\}_{i=1}^R$, followed by selection from another set of pairwise disjoint flash groups, $\mathcal{F}^2 = \{F^2_i\}_{i=1}^S$. 

Algorithm 2: Asymptotic Lower Bound of the Expected Stopping Time for the Row-Column Paradigm

Input: \( d = \) detectability index; \( R = \) number of rows; \( C = \) number of columns; \( P_{th} = \) stopping probability threshold
Output: \( EST_{as} = \) Asymptotic lower bound for the expected stopping time

1 Function rcpESTAsymptote\((d, R, C, P_{th})\)
2 \( A_0 = A_1 = (1 - P_{th})/P_{th} \)
3 \( E[\ln \lambda | H_1] = d^2/2 \)
4 \textbf{foreach} \( j = \{r, c\} \) \textbf{do}
5 \quad \pi_1(j) = \frac{1}{J} \quad \Rightarrow \quad J = \{R, C\}
6 \quad \pi_0(j) = 1 - \pi_1(j)
7 \quad A_j^0 = \pi_0(j)A_0/\pi_1(j)
8 \quad B_j^0 = \pi_0(j)/(A_1\pi_1(j))
9 \quad E[T_j| H_1] = \frac{P_{th} \ln B_j^0 + (1 - P_{th}) \ln A_j^0}{E[\ln \lambda | H_1]}
10 \textbf{end}
11 \textbf{return} \( EST_{as} = RE[T_r| H_1] + CE[T_c| H_1] \)

\{\mathcal{F}^2_j\}_{j=1}^C. \text{ For two flash groups from each set, } \mathcal{F}^1_i \text{ and } \mathcal{F}^2_j, \text{ if } \mathcal{F}^1_i \cap \mathcal{F}^2_j \neq \emptyset, \text{ then } |\mathcal{F}^1_i \cap \mathcal{F}^2_j| = 1, \mathcal{F}^1_i \cap \mathcal{F}^2_n = \emptyset, \forall n \neq j, \text{ and } |\mathcal{F}^1_m \cap \mathcal{F}^2_j| = \emptyset, \forall m \neq i. \text{ For the RCP, each row shares one common character with only one of the column flash groups.}

2. \text{ All of the flash groups in each selection stage are equally sized, i.e. } |\mathcal{F}^1_i| = K \text{ and } |\mathcal{F}^2_j| = L. \text{ For the RCP, there are same number of characters in each row or column group.}

3. \text{ Within each sequence, the flash groups are sampled without replacement. There is no randomisation of character-to-flash group assignment after each sequence. For the RCP, the characters in each row or column are fixed, with the order of presentation randomised without replacement after each sequence.}

It should also be noted that a P300 speller with single character presentation lends itself to deriving the performance measures analogous to selecting from only one flash group sub-set, i.e. in Algorithms 1-2, \( C = 0. \)
(ii) Generic Stimulus Paradigms

For most stimulus paradigms, a base stimulus pattern is usually defined, replicated based on the number of sequences, and the character-to-flash group assignment is randomised within each sequence according to the paradigm randomisation rules. Some stimulus paradigms used in the BCI literature do not satisfy the general characteristics of the RCP e.g. [50, 71, 104]. Therefore the proposed methods outlined in Algorithms 1-2 for estimating performance cannot be used.

Evaluating the performance for these stimulus paradigms may still be achieved by analysing the corresponding CLLRs, $L_m(t)$, if the flash pattern of the stimulus paradigm is known. The projected accuracy for stimulus paradigm can be derived from the general expression in (3.14). For those algorithms that incorporate character-to-flash group randomisation within each sequence, the uncertainty due to the flash group assignments has to be accounted for. For example, it is no longer possible to derive an estimate for accuracy using the sequence average of the LLR, $\bar{L}_m(T)$, as in (3.16).

Nonetheless, if it is assumed that the characters within flash groups are fixed, i.e. there is no character-to-flash group randomisation, it is possible to obtain an estimate for the accuracy of a given paradigm using $\bar{L}_m(T)$ (3.16). This estimate will also specify a lower bound for the projected accuracy for a given stimulus paradigm; this is because character-to-codeword randomisation can minimise the correlation between the character CLLRs as more data is collected.

For a generic stimulus paradigm, the projected accuracy can be approximated given the sequence flash pattern, the pdfs of the non-target and target classifier scores and the maximum number of sequences. If the classifier scores are normally distributed, the pdf of $\ln \lambda$ can be used to derive the pdfs for $\bar{L}_m(T)$ according to (3.12). Under a normality assumption, Algorithm 3 outlines pseudo-code to deter-
Algorithm 3: Projected Accuracy for a Generic Stimulus Paradigm

**Input:** \( d \) = detectability index; \( \mathcal{F} \) = sequence flash pattern matrix; \( s \) = maximum number of sequences; \( \{ P(C_m) \}_{m=1}^{M} \) = character probability distribution, \( \{ F_m \}_{m=1}^{M} \) = character flash patterns.

**Output:** \( A_{pr}^* \) = Generalised projected accuracy

1. **Function** genParadigmAccuracy\((d, \mathcal{F}, s, \{ P(C_m) \}_{m=1}^{M})\)

   ```
   1. \( [M, T] = \text{size}(\mathcal{F}) \)  
   2. for \( i = 1 : M \) do
   3. \( \implies C_i \) is the target character
   4. \( \tilde{I}_i(t) \sim \mathcal{N}(d^2/2, d/\sqrt{n}) \)
   5. \( \tilde{L}_i(T) = \sum_{t=1}^{T} \tilde{I}_i(t) 1_{C_i \in \mathcal{F}_i} \)
   6. \( \implies \text{Let} \ Y = \tilde{L}_i(T) \)
   7. for \( \forall j \neq i \) do
   8. \( \tilde{L}_j(T) = \sum_{t=1}^{T} \tilde{I}_j(t) 1_{C_j \in \mathcal{F}_j} \)
   9. end
   10. \( \implies \text{Evaluate covariance matrix, } [\tilde{L}_1(T), ..., \tilde{L}_M(T)] \)
   11. \( \implies \text{Evaluate probability distribution of } X = \max_{\forall j \neq 1} \tilde{L}_j(T) \)  
   12. \( \implies \text{Determine correlation } \rho_{X,Y} \)
   13. \( P(\hat{C} = C_i | C_i = C^*) = \int_{-\infty}^{\infty} X_{Y \sim \rho_{X,Y}}(z) f_Y(z)dz \)
   14. end
   15. return \( A_{pr}^* = \sum_{m=1}^{M} P(\hat{C} = C_i | C_i = C^*) P(C_i) \)
   ```

mine the projected accuracy with the Bayesian FSS algorithm, as well as approximate that with a truncated Bayesian DS algorithm given the same data collection limit.

### 3.2.2 Monte Carlo Estimation

Alternatively, performance estimates for any stimulus paradigm can be obtained from Monte Carlo simulations [45]. This is particularly useful in circumstances where a performance measure cannot easily be obtained by analytical means or from numerical evaluation of a closed-form expression.

In general, to simulate P300 speller runs, the following elements are required:

- The stimulus paradigm flash pattern, \( \mathcal{F} \), which determines the characters in each flash group and the order of presentation of the flash groups.
- The class conditional classifier likelihood functions, \( p(y|H_0) \) and \( p(y|H_1) \), which determine the random sampling of the classifier score in the case of a non-target
response or a target EEG response, respectively.

- The character cumulative classifier response function, $\Theta_m(t)$, which quantifies the likelihood that each character is the target character, given all of the user’s EEG responses.

- A stopping rule, static or dynamic, to terminate data collection and a decision rule based on $\Theta_m(t)$ to decide on a character selection, $\hat{C}$.

Algorithm 4 outlines pseudo-code for simulating P300 speller character selection for a generic target character estimation algorithm with a given stimulus paradigm, in order to estimate accuracy and the expected stopping time. Since performance profile curves are obtained via maximum likelihood estimation, a high number of iterations is desirable to obtain a low variance on the estimates [43, 45]. For this study, P300 speller simulations were performed with the Bayesian probability update process as the cumulative classifier response function. Also, the classifier likelihood functions, $p(y|H_0)$ and $p(y|H_1)$, were normally distributed with parameters $(\mu_0, \sigma_0^2), (\mu_1, \sigma_1^2)$, specified accordingly based on a given detectability index.

3.3 Results

3.3.1 Verification of the Theoretical Model

Monte Carlo simulations of P300 spelling runs (Algorithm 4) were performed to verify the performance measures obtained analytically from the equivalent likelihood ratio formulation of the Bayesian DS algorithm. A performance measure is described, $\Gamma^i_j$, where $\Gamma = \{A, EST\}$ is the type of performance measure, $i = \{a, s\}$ denotes whether the measure was determined analytically ($a$) or via simulations ($s$); and $j = \{fss, tds, uds, as\}$, denotes the type of Bayesian algorithm, fixed sample size ($fss$), truncated DS ($tds$), untruncated DS ($uds$), and an asymptotic lower bound ($as$) in the case of untruncated DS.
Algorithm 4: Simulation of P300 Speller Character Selection to Estimate Performance Measures

**Input:** \( N \) = Number of iterations; \( \{P(C_m)\}_{m=1}^{M} \) = character probability distribution; \( \{p(y|H_0), p(y|H_1)\} \) = class conditional classifier score likelihoods; \( \mathcal{F} \) = sequence flash pattern; \( s \) = maximum number of sequences; \( \Theta_{th} \) = stopping threshold

**Output:** \( \hat{A} \) = Accuracy, \( \hat{EST} \) = Expected stopping time

```
1 Function simulateP300Speller(N, \{P(C_m)\}_{m=1}^{M}, \{p(y|H_0), p(y|H_1)\}, \mathcal{F}, s, \Theta_{th})
2 [M, T] = size(\mathcal{F})
3 t_{max} = s \times T
4 for i = 1 : N do
5     - Randomly draw from \( \{P(C_m)\}_{m=1}^{M} \) for a target character, \( C_i^* \)
6     - Generate new flash pattern matrix, \( F_i \), of size \( [M, t_{max}] \), by replicating and randomising \( \mathcal{F} \) according to paradigm randomisation rules
7     - Initialise character cumulative classifier response function, \( \{\Theta_m(0)\}_{m=1}^{M} \)
8     - \( t \leftarrow 0 \)
9     while \( \max \Theta_m(t) < \Theta_{th} \) and/or \( t < t_{max} \) do
10        - \( t \leftarrow t + 1 \)
11        - Sample flash group, \( \mathcal{F}_t \)
12        - Randomly draw classifier score, \( y_t \), according to \( \{p(y|H_0), C_i^* \notin \mathcal{F}_t, p(y|H_1), C_i^* \in \mathcal{F}_t\} \)
13        - Update \( \{\Theta_m(t)\}_{m=1}^{M} \), according to algorithm update rules
14     end
15     \( \hat{C}_i = \arg\max_m \Theta_m(t) \)
16     nFlash_i = t
17 end
18 return \( \hat{A} = \frac{1}{N} \sum_{i=1}^{N} \text{eq}(\hat{C}_i, C_i^*) \), \( \hat{EST} = \frac{1}{N} \sum_{i=1}^{N} nFlash_i \)
```

The performance measures obtained analytically, \( A_{fss}^a \) and \( EST_{tds}^a \), were determined from Algorithm 1 or 3, and 2, respectively. Using normal distributions, P300 spelling runs were simulated according to a given stimulus paradigm over a range of detectability indices. In general, three types of simulations were performed:

- **Simulation I:** The Bayesian algorithm with a fixed sample size (FSS), with a decision rule, \( \hat{C} = \arg\max_m P_m(t_{max}) \) to determine accuracy, \( A_{fss}^a \).

- **Simulation II:** The truncated Bayesian DS algorithm with a decision rule, \( \hat{C} = \arg\max_m P_m(t_s) \geq P_{th} \), with \( 1 \leq t_s \leq t_{max} \), to determine accuracy, \( A_{tds}^a \) and expected stopping time, \( EST_{tds}^a \).

- **Simulation III:** The untruncated Bayesian DS algorithm with a decision rule,
\[ \hat{C} = \arg\max_m P_m(t_s) \geq P_{th}, \text{with } 1 \leq t_s \leq \infty, \text{ to determine } A^s_{uds} \text{ and } EST^s_{uds}. \]

Figures 3.3 and 3.4 show the results for the accuracy and the expected stopping time, respectively, for the RCP with a 9 \times 8 grid. Figure 3.3(a) compares the projected accuracy obtained analytically, \( A^a_{fss} \) (Algorithm 1), and the accuracy obtained by simulations, \( A^s_{fss} \), with the Bayesian FSS algorithm, demonstrating a near-identical match (mean square error, MSE = 2.1 \times 10^{-5}). This confirms that the P300 speller with the Bayesian dynamic stopping algorithm can be modeled with an equivalent likelihood ratio formulation, and in the likelihood domain, performance can conveniently be parameterised by the detectability index.

Figure 3.3(b) compares the effect on accuracy of imposing a probability threshold on the Bayesian algorithm to achieve dynamic stopping. In the Bayesian DS algorithm, a threshold, \( P_{th} = 0.9 \), was imposed. The accuracy of the truncated DS algorithm, \( A^s_{tds} \) is still very similar to the analytical estimate of the FSS algorithm, \( A^a_{fss} \) (MSE = 1.59 \times 10^{-2}). In general, accuracy tends to improve with increased data collection. Given the same data collection limit, there is a potential loss in accuracy that can result with a dynamic stopping algorithm due to the varied stopping time, \( 1 \leq t_s \leq t_{max} \), as opposed to using all of the data allowed by the data collection limit, \( t_s = t_{max} \), as is the case with a FSS algorithm. At higher detectability indices, it can observed that there are slight deviations of \( A^s_{tds} \) from \( A^a_{fss} \), since it is more likely that the expected stopping time for the truncated DS algorithm will be less than \( t_{max} \).

The accuracy of the truncated Bayesian DS algorithm at a given detectability index is upper bounded by the accuracy of the untruncated algorithm. The untruncated DS algorithm will achieve accuracy levels equal to or greater than \( P_{th} \). From Figure 3.3(b), it can be observed that \( A^s_{uds} \geq 0.9 \) and \( A^s_{uds} \) defines the maximum value attainable by \( A^s_{tds} \). Hence, \( A^a_{fss} = A^s_{tds} \) if \( A^a_{fss} \leq P_{th} \), and \( A^a_{fss} > A^s_{tds} \) if \( A^a_{fss} > P_{th} \).
Figure 3.3: Accuracy, $A$, vs. detectability index, $d$, with the Bayesian algorithm for a row-column paradigm with a $9 \times 8$ grid. P300 spelling runs with the Bayesian algorithm were simulated using normal distributions (for target and non-target likelihoods) and a sequence limit, $s$. The maximum number of flashes, $t_{\text{max}} = s \times (9 + 8)$ flashes. (a) Comparison of the accuracy obtained analytically, $A^a_{fss}$ (Algorithm 1) to that determined via simulations, $A^s_{fss}$, for the Bayesian stopping algorithm with fixed sample size (FSS). (b) Comparison of $A^a_{fss}$ to that determined via simulations for the truncated, $A^s_{tss}$, and untruncated, $A^a_{uds}$, Bayesian dynamic stopping algorithm with probability threshold, $P_{th} = 0.9$.

The range of detectability indices over which the difference, $|A^a_{fss} - A^s_{tss}| \leq 1 - P_{th}$, is appreciably minimised if $P_{th}$ is closer to 1. Hence, the projected accuracy for a Bayesian FSS algorithm can be used to approximate that of the truncated Bayesian DS algorithm given the same data collection limit, with the accuracy of the truncated algorithm upper-bounded at around $P_{th}$.

It is useful in the design of experiments or algorithm development to quantify the effect of changing system parameters across all user performance levels. For example, the effect of the data collection limit on the amount of data required to achieve a certain accuracy given a user’s performance level. Unsurprisingly, the data collection limit has little effect at very low and very high detectability indices. Users with low performance levels usually have minimally distinct classifier likelihoods (low $d$) and represent those who cannot use the BCI system efficiently due to the large amount
Figure 3.4: Expected stopping time, EST, vs. detectability index, \(d\), with the Bayesian dynamic stopping (DS) algorithm for a row-column paradigm with a \(9 \times 8\) grid. P300 spelling runs with the Bayesian DS algorithm were simulated using normal distributions (for target and non-target likelihoods) and a sequence limit, \(s\). The maximum number of flashes, \(t_{\text{max}} = s \times (9 + 8)\) flashes. \(EST_{as}^s\) = asymptotic lower bound for the untruncated Bayesian DS algorithm with probability threshold, \(P_{th} = 0.9\), determined analytically (Algorithm 2); and \(EST_{uds}^s\) = untruncated Bayesian DS with \(P_{th} = 0.9\), determined via simulations; \(EST_{t ds}^s\) = truncated Bayesian DS with \(P_{th} = 0.9\), and data collection limit \(t_{\text{max}}\), determined via simulations.

Users with high performance levels (high \(d\)) require only a small amount of data to use the BCI system effectively. The impact of the data collection limit on accuracy is most noticeable at the mid-range detectability indices. Hence, for users with mid-range performance levels, an appropriate data collection limit can significantly increase their maximum attainable accuracy.

Figure 3.4 shows the corresponding expected stopping time with the untruncated and truncated Bayesian DS algorithms for the RCP, to verify the expected stopping time determined analytically, \(EST_{as}^a\), (Algorithm 2). The expected stopping time of the untruncated DS algorithm, \(EST_{uds}^s\), is asymptotically lower- bounded by \(EST_{as}^a\), as \(EST_{as}^a < EST_{uds}^s\). The expected stopping time of the truncated DS algorithm,
$EST_{tds}^a$, more or less follows $EST_{uds}^*$, but starts to deviate as it approaches and converges with the data collection limit. These results indicate that $EST_{as}^a$ provides an analytic expression for the lower bound of the EST of the untruncated DS algorithm, from which the EST for the truncated DS algorithm can be inferred. A better estimate for the EST with the truncated Bayesian DS algorithm can be obtained empirically via MC simulations.

Some stimulus paradigms in the BCI literature do not satisfy the properties necessary to use the analytical solutions for the performance estimates for the RCP. However, for generic stimulus paradigms for which property 3 is satisfied, an alternative method for estimating their accuracy was proposed (Algorithm 3). For validation, other stimulus paradigms from the literature were assessed. The checkerboard paradigm (CBP) [50] differs from RCP in that the set of flash groups are created from a virtual overlay of a checkerboard pattern on the grid do not satisfy property 1 and 2. Character selection for the CBP cannot be partitioned into a two-stage selection process and the spatial restrictions of the CBP may lead to flash groups of unequal sizes. In addition, it does not satisfy property 3 as there is character-to-flash group randomisation after each sequence. However, if it is assumed that there is no character-to-flash group randomisation, Algorithm 3 can be used to approximate a lower bound of the accuracy for the CBP as implemented in [50].

The projected accuracy, determined analytically using Algorithm 3, $A_{fss}^a$, is compared to the accuracy determined via simulations of the Bayesian FSS algorithm for both the RCP and CBP. Both paradigms were implemented with a $9 \times 8$ grid. It should be noted that for the CBP as implemented in Townsend et al., (2010) [50], there is character-to-flash group randomisation after each sequence. However, for this application, it is assumed that the base stimulus pattern for the CBP is replicated based on the number of sequences, with no character-to-flash group randomisation. This is required for calculating the projected accuracy analytically, and therefore nec-
Figure 3.5: Accuracy, \( A \), vs. detectability index, \( d \), with the Bayesian algorithm with fixed sample size (FSS) for (a) a row-column paradigm (RCP) and, (b) a non-randomised checkerboard paradigm (CBP), both implemented with a 9×8 grid. P300 spelling runs with the Bayesian FSS algorithm were simulated using normal distributions (for target and non-target likelihoods) and a sequence limit, \( s \). The maximum number of flashes is, \( t_{\text{max}} = s \times (9 + 8) \) flashes for the RCP and \( t_{\text{max}} = s \times 24 \) flashes for the CBP. \( A_{fss}^a \) = projected accuracy with the Bayesian FSS with data collection limit \( t_{\text{max}} \), determined analytically (Algorithm 3); and \( A_{fss}^s \) = projected accuracy with Bayesian FSS with data collection limit \( t_{\text{max}} \), determined via simulations.

necessary to compare the analytical- and simulated-based outcomes, thereby verifying the methodology proposed in Algorithm 3.

Figure 3.5 compares the analytical and simulation results for the RCP and a non-randomised CBP. For both paradigms, it can be observed that \( A_{fss}^a \) closely follows \( A_{fss}^s \), with some noticeable amount of deviation, although the difference reduces with an increased number of sequences. These errors arise as a result of approximating the pdf of the maximum of correlated random variables with a normal distribution [105], whereas the actual pdf might be skewed [106]. For example, for the RCP, the approximation error for the Bayesian FSS algorithm is higher with Algorithm 3 (MSE = \( 7.1 \times 10^{-2} \)), compared to Algorithm 1 (MSE = \( 2.1 \times 10^{-5} \)) where the cdf of the maximum of independent random variables is defined exactly. Thus, the match between simulations and analytical estimation for the RCP is less accurate.
in Figure 3.5(a) than in Figure 3.3(a). Although the deviation between simulations and analytical estimation is larger for Algorithm 3, the differences are small for likely data collection limits (i.e. number of sequences, \( s > 1 \)). Thus, these results provide verification for the methodology proposed in Algorithm 3 for generic stimulus paradigms that do not satisfy the properties of the RCP.

Overall, these results indicate that the projected performance for the truncated Bayesian DS algorithm can be approximated analytically from the equivalent likelihood ratio formulation. For accuracy, some amount of error may result from approximating the truncated DS algorithm with a FSS algorithm, or approximating the probability distribution of the maximum of correlated random variables. From the asymptotic lower bound of the untruncated DS algorithm, the expected stopping time of the truncated DS time can be inferred, after considering deviations due to data truncation. Alternatively, the projected performance measures of the truncated Bayesian DS can be determined empirically via MC simulations of P300 spelling runs. Under conditions of normality, the detectability index can be used to parameterise the respective performance measures, whether determined analytically or by simulations.

3.3.2 Analyses with BCI Datasets

The previous experiments demonstrated that the detectability index can be used to estimate P300 speller performance under a normality assumption. The proposed methods to approximate system performance are now validated using data from online BCI studies conducted using the truncated Bayesian DS algorithm. For the original experiments, the class conditional pdfs used in the DS algorithm implemented for a given user, as described in Throckmorton et al., (2013) [25], were obtained via kernel density estimation (KDE) rather than estimated to be Gaussian. For non-parametric distributions such as those that would result from KDE, ana-
lytically determining the proposed performance measures would involve numerical recursive convolutions and integration of pdfs and cdfs. The projected performances can still be obtained via MC simulations. However, without the normality assumption, performance cannot be parameterised by a single value, making it inconvenient for performance visualisation and analysis.

However, this issue might be addressed if the differences between simulated performance estimates using non-parametric distributions and analytical performance estimates under a normality assumption are negligible, as might be the case if the non-parametric distributions closely resemble normal distributions. Work by Colwell et al., (2014) supports the assumption that the class conditional pdfs may be assumed to be normal distributions [53]. In the analysis in Colwell et al., the accuracy of P300 speller simulations using classifier scores drawn from bootstrapped user data (equivalent to non-parametric estimation of the pdfs) was observed to converge to the projected accuracy estimated using normal pdfs, suggesting that the pdfs closely model normal distributions. Since the finite space pdfs obtained via KDE closely model normal distributions, it is hypothesised that the detectability index can still be used to closely approximate the projected performance measures. To verify this assumption, data obtained from previous online BCI studies where the Bayesian DS algorithm was implemented with non-parameteric pdfs are analysed and compared to simulations using normal distributions.

(i) Simulations with EEG Data

Previously, the analytical methods of estimating projected accuracy and expected stopping time were validated against simulations that relied on normal distributions for the class conditional classifier likelihood pdfs. These performance estimates derived from simulations with synthetic data under the normality assumption are referred to as the predicted accuracy, \( A_{pr} \), and expected stopping time, \( EST_{pr} \).
In these offline simulations, validation is provided by comparing the predicted performances to those from simulations based on participant data collected in the Throckmorton et al. (2013) study [25]. First, the classifier pdfs for the Bayesian DS algorithm, i.e. \( p(y|H_0) \) and \( p(y|H_1) \), to be used in the probability update process, were developed via KDE from the training data. For the simulations, P300 spelling runs with 9 × 8 RCP were simulated using bootstrapped classifier scores obtained from the EEG data collected online during the testing run. The probability threshold was set at \( P_{th} = 0.9 \), and the number of sequences varied from 1 to 5. The results from the simulations using participant EEG data are referred to as the observed performances: \( A_{obs} \) and \( EST_{obs} \). For comparison to the analytical estimates, the detectability indices of the training and test data were computed from the respective class conditional classifier scores.

Figure 3.6(a) shows a comparison of the observed and the predicted performances using detectability indices computed from the training data, as would be expected during real-world BCI use. Even though \( EST_{obs} \) closely follows \( EST_{pr} \), it can be observed across participants that \( A_{pr} \) generally tends to overestimate \( A_{obs} \). Some of this mismatch may be due to a drift in the class conditional probability distributions from training to testing data. As a second comparison, the test data was used to determine the detectability indices, providing a closer match between detectability index and the data used to estimate performance. As can be seen in Figure 3.6(b), the trend of the observed performances is closer to those predicted by \( d \) of the test data.

The results indicate that the detectability index can be used to predict user performance, confirming that the pdfs obtained via KDE closely approximate normal distributions. These results also highlight the limitations of using training data to predict BCI performance; \( d \) derived from the test data provided a better estimate of the observed performances than \( d \) derived from the training data. However, the
Figure 3.6: Performance vs. detectability index, $d$, for the $9 \times 8$ row-column paradigm, obtained from simulating Bayesian dynamic stopping (DS) with participant EEG data. For each participant, the classifier weight vector and likelihood functions (via kernel density estimation) for the DS algorithm were developed from the training data. P300 spelling runs were simulated using the test data with a probability threshold, $P_{th} = 0.9$, and sequence limit, $s$. The maximum number of flashes, $t_{max} = s \times (9 + 8)$ flashes. The predicted performances, accuracy, $A_{pr}$ and expected stopping time, $EST_{pr}$, were obtained from another set of P300 speller simulations with synthetic data using normal distributions. (a) Comparison of the observed performances obtained from the simulations with participant data, $A_{obs}$ and $EST_{obs}$, to that predicted by $d$ of the training data. (b) Comparison of the observed performances to that predicted by $d$ of the test data.
training data can provide useful prior information about a user’s performance level and serve as a guide for setting the amount of data collection needed to achieve a desired accuracy level.

(ii) Comparison to Online Data

In the previous section, the observed accuracies and expected stopping times were computed from simulations that relied on participant EEG data. In this section, reported performances from previous online studies where the Bayesian DS algorithm ($P_{th} = 0.9$) was implemented are compared to predicted performances for further validation. In Throckmorton et al., (2013) [25] and Mainsah et al., (2014a) [59], non-disabled participants performed word copy-spelling tasks of 30 and 36 characters, respectively, using the RCP on a $9 \times 8$ grid, with a limit of 10 sequences. In Mainsah et al., (2015) [88], participants with ALS performed word copy-spelling tasks of 12 characters$^1$ using the CBP on a $6 \times 6$ grid, with a limit of 7 sequences.

The predicted performances for the Bayesian DS algorithm were generated using simulations with normal distributions according to the respective algorithm parameters, i.e. stimulus paradigm, sequence limit and stopping thresholds. Since these data are intended for validation, the detectability index, $d$, for each participant session was computed from the class conditional classifier scores of the test dataset and used to predict performance.

Figure 3.7 shows the results for both non-disabled participant studies, and Figure 3.8 shows the results for the ALS participant study. Since the online estimation relies on a small number of samples, unlike the bootstrapping simulations from the previous section, the online performance estimates have low resolution and may exhibit higher variation. Nonetheless, it can be observed qualitatively that the trends of the observed performances follow those predicted by the user’s detectability index.

$^1$The participants underwent three P300 speller sessions, with 12 characters copy-spelled per session. The results from each session were analysed separately.
Figure 3.7: Performance vs. detectability index, $d$, obtained from online studies using Bayesian dynamic stopping (DS) with a $9 \times 8$ row-column paradigm, a probability threshold, $P_{th} = 0.9$ and a sequence limit of 10 (17 flashes/sequence). The predicted accuracy, $A_{pr}$, and expected stopping time, $EST_{pr}$, were obtained from P300 speller simulations with normal distributions. The observed performances, $A_{obs}$ and $EST_{obs}$, were estimated from copy-spelling 30 and 36 characters in Throckmorton et al. (T2013) [25] and Mainsah et al. (M2014) [59], respectively. The left plot compares $A_{pr}$ and $A_{obs}$. The right plot compares $EST_{pr}$ and $EST_{obs}$.

Figure 3.8: Performance vs. detectability index, $d$, obtained from online studies using Bayesian dynamic stopping (DS) with a $6 \times 6$ checkerboard paradigm, a probability threshold, $P_{th} = 0.9$ and a sequence limit of 7 (18 flashes/sequence). The predicted accuracy, $A_{pr}$, and expected stopping time, $EST_{pr}$, were obtained from P300 speller simulations with normal distributions. The observed performances, $A_{obs}$ and $EST_{obs}$, were estimated from copy-spelling 12 characters in Mainsah et al. (M2015) [88]. The left plot compares $A_{pr}$ and $A_{obs}$. The right plot compares $EST_{pr}$ and $EST_{obs}$.
for the two stimulus paradigms at the respective sequence limits. These results are a final confirmation that the detectability index can provide a useful means to assess BCI performance without the need for extensive online testing.

3.4 Discussion

Previous approaches to predict BCI performance relied on developing features that correlated with user performance and obtaining empirical estimates from user data, making their estimates easily susceptible to user variation. A model-based approach is preferable as it is robust to noisy estimates. In this work, a theoretical model is proposed for the P300 speller with the Bayesian algorithm that provides a principled method to estimate a user’s performance. Although the focus of this work was on P300 spellers, this model-based approach could be applied to any decision-based BCI in which 1-of-$M$ choices is selected.

Online BCI performance evaluation usually relies on a small number of samples, resulting in estimates with high variance and low resolution. The detectability index of a user can be used to predict long-term performance and is easily computed from parameters of the class conditional classifier scores of a given dataset. However, predictions based on a given dataset may not necessarily be applicable to subsequent data collections depending on the significance of the shift in the data statistics. From our analysis, the predicted performances based on the training data tended to overestimate the observed performances, likely due to a model mismatch. This may not be surprising given the non-stationarity of EEG data or other factors such as increasing fatigue with system use. However, the training data provides useful prior information to ballpark a user’s performance level. With the detectability index, possible changes in user performance level from calibration can be accounted for during analysis. This information when coupled with the knowledge that the performance curves obtained from the training data may be an upper bound, can
provide guidance for user parameter selection, e.g. a data collection limit.

The ability to predict user performance is also an important tool to pre-assess BCI prior to online use. Due to the time, expense and resources required for online BCI implementation, offline BCI algorithm development and analysis is necessary to identify and study promising alternatives prior to online testing. The ability to quantify user performance via the detectability index enables the impact of an new algorithm or modification, parameter value, strategy, etc., to easily be visualised across all performance levels. For example, the analysis in this study revealed for users with mid-range performance levels, the data collection limit had a noticeable impact on their accuracy level, whereas the impact was negligible in users with very high and very low performance levels.

In this chapter, a new method was developed which uses the classifier detectability index to predict performance of the Bayesian DS algorithm in the P300 speller. The P300 speller is simplified from an $M$-ary to a binary hypothesis problem, by exploiting the equivalent likelihood ratio formulation of the Bayesian probability space. The performance measures can be obtained either analytically or via Monte Carlo simulations, and this approach is applicable across stimulus paradigms. The proposed method was verified with data from previous online studies, using participants with and without disability, different stimulus paradigms and data collection limits. The observed online performances followed the trends predicted by the detectability index of the respective test dataset. Overall, an important tool is provided for offline algorithm development and analysis of BCI performance across a range of user performance levels without extensive online testing.
Evidence from the literature suggests that changing stimulus paradigm parameters, such as the timing of stimulus presentation, the grid spatial layout, and the order of presentation of non-target/target stimulus events, can affect BCI performance [56, 57, 58]. Some studies have focused mainly on changing cosmetic aspects of the visual paradigm to enhance user focus or minimise user distractions [50, 62, 63, 64, 65]. However, with these approaches, there is random generation and presentation of flash groups without consideration of maximising the information content of what is presented to the user.

A potential target character is encoded by its flash pattern which can be considered as repetitions of a binary codeword, where each bit represents its presence or absence in a flash group. Using principles from coding theory [22, 23], the codeword for each character can be chosen such that errors are minimised in the decoding process. Designing a stimulus paradigm with an information-theoretic approach provides a more principled way for determining the composition of flash groups and their presentation order to enhance performance. Some previous studies have exploited coding theory in designing stimulus paradigms [70, 71, 72, 107]. These previously
designed stimulus paradigms designed based on coding theory showed the potential to reduce errors and improve performance over the RCP, based on either theoretical analysis or offline simulations to estimate performance. However, these paradigms ultimately performed similarly to or worse than the RCP when tested online due to a lack of consideration of the physiology of P300 signal elicitation, such as target-to-target (TTI)-related effects, when predicting online performance.

This chapter proposes a new method that considers the competing interests of information theoretics and physiological effects to develop a new stimulus paradigm that improves performance relative to the RCP, which continues to be the most common stimulus presentation paradigm used among P300-based spellers. A method to predict BCI performance for a generic stimulus paradigm based on the detectability index was proposed and validated with online studies in chapter 3. This performance prediction method is used to develop a new stimulus paradigm through an iterative search of codewords that maximise the distinction between character cumulative responses while taking into account physiological limitations due to refractory effects. This new stimulus paradigm is referred to as the performance-based paradigm.

4.1 The Performance-based Paradigm

The process of developing a performance-based paradigm (PBP) involves the selection, from an exponentially large search space, of a subset of codewords that maximises the performance of the character cumulative response function, $\Theta_m(t)$. For example, for an $(M, l)$-code with a binary alphabet, this requires selecting $M$ codewords of length $l$ out of $2^l$ possibilities. Within the context of the Bayesian DS algorithm, the objective is selecting an $(M, l)$-code, with repetition, that minimises the expected stopping time (EST) subject to accuracy levels above or equal to the probability threshold, i.e. $A \geq P_{th}$. For a stimulus paradigm, the EST of a truncated Bayesian DS algorithm, i.e. with an imposed data collection limit, follows that of the
untruncated DS algorithm until it approaches and converges with the data collection limit (Figure 3.4). An equivalent result is achieved by minimising the EST for one sequence or codebook instantiation of the stimulus paradigm.

In searching for an improved codebook, the performances of the codebooks are compared using simulations to select the best-performing codebook for online testing. However, a mismatch can occur between offline predictions and online results. In the literature, several new stimulus paradigms were developed and hypothesised to perform better than the 6 × 6 RCP: RIPRand (1/6) [104], D8 and D10 [71]; however, online results demonstrated similar or decreased performance. The RIPRand (1/6) paradigm [104] has the same codebook as the 6 × 6 RCP, but with character-to-flash group randomisation after each sequence rather than flash-group order randomisation. Character-to-flash group randomisation is hypothesised to sometimes improve performance by minimising the temporal correlation between the character cumulative responses. The D10 paradigm maximises Hamming distance separation between codewords with a minimum Hamming distance, $d_{\text{min}}^H = 10$, imposed. The D8 paradigm minimises pairwise codeword confusion and overall decoding errors and has a $d_{\text{min}}^H = 8$. In general, the higher the $d_{\text{min}}^H$ of a codebook, the better its error-correcting capability (2.5).

Figure 4.1 shows results of simulating P300 spelling runs with participant EEG data (Algorithm 4) with the three previously mentioned stimulus paradigms, as well as the RCP. Each participant represents a performance level quantified by the detectability index. The results from the simulations indicate improved accuracy with reduced EST for the three stimulus paradigms when compared to the RCP. However, the results from online studies indicate the three stimulus paradigms performed similarly or worse than the RCP [71, 104]. It is hypothesised that TTI-related effects contributed to the significantly worse performance of the D10 paradigm compared to RCP. Although the D10 paradigm ($d_{\text{min}}^H = 10$) possesses better Hamming properties
Figure 4.1: Performance comparison for different stimulus paradigms with (36,24) codes: expected stopping time (EST) vs. accuracy. An \((M,l)\)-code is a codebook with \(M\) codewords of length \(l\). The stimulus paradigms include: the conventional row-column paradigm (RCP); the restricted isometric property paradigm (RIPRand) with a 1/6 flash rate, which has the same codebook as the RCP but with character-to-codeword randomisation after each sequence [104]; and the minimum Hamming distance paradigms, D8 and D10 [71]. The (36,12)-codes, RCP and RIPRand (1/6), are doubled to create (36,24) codes. Using participant EEG data from [59], P300 spelling runs were simulating using the Bayesian dynamic stopping algorithm with probability threshold, \(P_{th} = 0.9\) and data collection limit, \(t_{max} = 48\). Another set of simulations was performed with normal distributions over a range of detectability indices using the RCP.

Although offline simulations serve as a convenient means to quickly identify and test a few promising alternatives prior online testing and validation, it is important...
that the correct assumptions are made prior to interpreting results from simulations. The proposed method to predict performance presented in chapter 3 compares the performance across stimulus paradigms given the same detectability index value. In the previous simulations, it was assumed that the detectability index does not change across the different stimulus paradigms. However, for a user, the detectability index can significantly change due to the stimulus paradigm parameters; specifically, negative TTI-related effects due to short TTIs can lead to poorer performance. A better approach to compare stimulus paradigms is to predict how detectability index changes based on the stimulus paradigm parameters prior to comparing their performance via simulations. Such a method requires modeling the P300 speller as a channel with memory.

4.1.1 P300 Channel with Memory

Unlike the previous codebook-based paradigm approaches, this work assumes a P300 channel with memory due to TTI-related effects. For example, in a P300 speller channel with a TTI memory factor of 1, the conditional probability of a classifier score based on the previous target stimulus events is:

\[
p(y_j|x_i, x_j), \ i < j, \ x_i = x_j = 1 \tag{4.1}
\]

where \(y_j\) is the current classifier score; \(x_i\) and \(x_j\) are the current and previous target character presentations, respectively; and \(p(y_j|x_i, x_j)\) is the conditional probability of observing the classifier score, \(y_j\), given the previous and current target stimulus event, \(x_i\) and \(x_j\), respectively. It is hypothesised that including TTI-related effects in a P300 speller simulation model would better predict performance changes across different stimulus paradigms.

In this work, an attempt was made to incorporate TTI-related dependencies, such as in (4.1), into a graphical model representation of the P300 speller and using this
model for simulations. The analysis relied on using TTI-based features from participant EEG data using the RCP to construct a model of a new stimulus paradigm given its TTI statistics. However, this approach failed to result in a good physiological model to predict changes in a user’s detectability index due to TTI-related effects. A similar approach was used in [70, 71] to account for TTI-related effects in the classifier development process as well as the decoding algorithm. However, this did not compensate for the negative TTI-related effects in their proposed stimulus paradigms which performed similarly or worse than the RCP. It is hypothesised that the TTI-related effects due to the occurrence of double target character stimulus events interspersed among non-target stimulus events (e.g. ...00110000001100...) might be less detrimental to performance compared to continuous target character presentation (e.g. ...001111111000...). The former TTI scenario is more likely to occur in the RCP, while the latter is predominant in the stimulus paradigms proposed in [70, 71, 72].

An alternative approach is proposed here to develop a new stimulus paradigm that maintains similar detectability index in a user compared to the RCP, but still improves performance based on the stimulus paradigm parameters. The large $2^l$ search space is narrowed down to a smaller search space based on specific parameters that minimise TTI-related effects and positively affect performance such that offline predictions may better reflect online performance. A minimisation problem to select a codebook is defined, with the EST as the objective function and constraints placed
on the codewords in the new codebook:

\[
\min_{C^{M \times l}} \text{EST}(C^{M \times l}, d) \quad (4.2a)
\]

subject to

\[
d^H_{\min}(C) \geq D \quad (4.2b)
\]

\[
|i - j| \geq \text{TTI}_{min}, \forall c_{m,i} = c_{m,j} = 1 \quad (4.2c)
\]

\[
\omega(c_m) \in \omega \quad (4.2d)
\]

where \( C^{M \times l} = \{c_m\}_{m=1}^M \) is an \((M, l)\)-code, consisting of \(l\)-bit codewords, \( c_m = [c_{m,1}, c_{m,2}, \ldots, c_{m,l}] \); and (4.2b-4.2d) represent the performance-based parameter constraints. These parameters include the minimum Hamming distance, \(d^H_{\min}\), the minimum target-to-target interval, \(\text{TTI}_{\min}\), and the target presentation frequency in a codeword, \(\omega(c_m)\). The selection of these parameters is discussed in the next section.

### 4.1.2 Performance-based Parameters

A stimulus paradigm is initially defined by its codebook of size, \(|C| = M\), and codeword length, \(l\). The performance-based parameters are used to narrow down the \(2^l\) search space to a smaller space from which to select \(M\) codewords. The higher the \(d^H_{\min}\) of a codebook, the greater the error-correcting capability in the decoding process (2.5): in theory, a codebook with \(d^H_{\min}\) greater than that of the RCP will have better error-correcting capability.

The minimum target-to-target interval, \(\text{TTI}_{\min}\), and the target presentation frequency, \(\omega(c_m)\), in a codeword are interrelated. In general, the more a target character is presented, the greater the possibility of generating a high classifier score drawn from the target classifier score pdf. However, for a fixed codeword length, the interval between target character presentations or the TTI is affected by target presentation frequency. Higher target presentation frequencies result in shorter TTIs which can be detrimental to performance due to the higher possibility of generating classifier
scores that are closer to the non-target classifier score pdf (Figure 2.5).

Selecting a low TTI\textsubscript{min} value that minimises TTI-related effects while also maximising target classifier scores depends on the presentation frequency of the stimulus paradigm as determined by the flash duration and inter-stimulus interval (ISI). While TTI-related effects can be minimised by using low presentation frequencies or imposing a high TTI\textsubscript{min} (e.g. [50]), this can reduce spelling speed or increase the EST in the case of a dynamic stopping algorithm. To determine an appropriate TTI\textsubscript{min}, participant EEG data were analysed to compare the discriminability of TTI-segregated classifier scores to that of the aggregate non-target and target classifier scores for three stimulus presentation paradigms: RCP, checkerboard (CBP) and random paradigms. In the random paradigm, the characters in the flash groups are randomly generated, with the condition that each character is flashed once before any other character is flashed again. The CBP is a special case of the random paradigm where a minimum TTI is imposed and spatial restrictions, with respect to the grid layout, are placed on the composition of characters in a flash group.

For this dataset, in all three paradigms, both the flash duration and ISI were set to 62.5 ms. Due to a low frequency of occurrence of some TTIs in certain stimulus paradigms, for each participant, data were pooled across calibration and test runs and 10-fold cross validation was performed to train and test classifiers. The resulting classifier scores were aggregated by target and non-target classifier scores. In addition, the target classifier scores were segregated by TTI. For each set of grouped scores, the mean and the variance were determined, as well as the likelihood pdf generated via KDE from score histograms, as in Figure 2.5. Figure 4.2(a)-(b) shows the detectability indices between TTI-segregated classifier scores and non-target or target classifier scores, respectively, averaged across participants. The results confirm the trend that for shorter TTIs, the TTI-segregated pdf is closer to the aggregate non-target pdf. As the TTI increases, the target TTI-segregated
Figure 4.2: Comparison of the discriminability between target-to-target interval (TTI)-segregated classifier scores \( (p_{TTI}, \mu_{TTI}, \sigma^2_{TTI}) \), and the aggregate non-target \( (p_0, \mu_0, \sigma^2_0) \) or target classifier scores \( (p_1, \mu_1, \sigma^2_1) \) of three stimulus paradigms: row-column (RCP), checkerboard (CBP) [50], and random paradigm. \( (p_i, \mu_i, \sigma^2_i) \) denotes the pdf \( p_i \), mean \( \mu_i \) and variance \( \sigma^2_i \), of classifier scores grouped by a condition denoted by \( i \). The flash duration and inter-stimulus interval were both set to 62.5 ms.

The discriminability index, \( d \), between TTI-segregated and non-target classifier scores can be calculated as

\[
d = \frac{\text{PrTTI}(x) - \text{PrTTI}(x)}{\sqrt{0.5(\sigma^2_{TTI} + \sigma^2_0)}}
\]

Similarly, the discriminability index, \( d \), between TTI-segregated and target classifier scores can be calculated as

\[
d = \frac{\text{PrTTI}(x) - \text{PrTTI}(x)}{\sqrt{0.5(\sigma^2_{TTI} + \sigma^2_0)}}
\]

The Kullback-Leibler (KL) divergence between TTI-segregated and target classifier score pdfs is given by

\[
\text{KL divergence} = \sum_x p_{TTI}(x) \ln \left( \frac{p_{TTI}(x)}{p(x)} \right)
\]
shown in Figure 2.5, from TTI 3, the TTI-segregated pdf more or less completely overlaps with the aggregate target pdf. From Figure 4.2(c), the TTI-segregated pdfs of shorter TTIs for the random paradigm are noticeably dissimilar from the aggregate target pdf. These TTI-related effects are minimised in the CBP where a TTI$_{\text{min}}$ of 7 is imposed. For the RCP, the pdfs for short TTIs (TTI 1 and 2) are most dissimilar to the target pdf, although to a lesser degree than the random paradigm. From TTI 3, the target TTI-specific pdf more or less converges to that of the target pdf. Based on these results, for both an ISI and flash duration of 62.5ms, a suitable TTI$_{\text{min}}$ is a TTI of 3, which corresponds to a time interval of 375 ms between target character presentations.

4.1.3 Codebook Development Algorithm

The approach used in this work towards solving the combinatorial problem defined in (4.2) is to build a codebook using an iterative greedy search where a new codeword is added to a partially-filled codebook such that the objective function is minimised with respect to the other codewords. However, the objective function, the expected stopping time (4.2a), to be minimised over the set of codewords does not have a tractable analytical solution for a generic stimulus paradigm, except for the RCP (Algorithm 2).

Alternatively, an analytical solution to approximate the accuracy, $A_{pr}$, with a generic stimulus paradigm was proposed and validated in chapter 3 (Algorithm 3). From Figure 4.1, it can be observed that for an $(M,l)$-code, the relationship between $A_{pr}$ and EST is defined along a fixed curve. Based on the offline simulations, the performance improves from RCP $<$ RIPRand $(1/6) < D8 < D10$. An improved accuracy is observed due to the better Hamming distance properties from RCP to D10. The EST is reduced because of the shorter TTIs from RCP to D10 paradigm, especially due to a higher target presentation frequencies in the D8 and D10 paradigms.
Algorithm 5: Performance-based Codebook Development

Input: \( M = \) number of codewords in codebook; \( l = \) codeword length; \( \omega = \) codeword weight; \( d^H_{\text{min}} = \) minimum Hamming distance; \( \text{TTI}_{\text{min}} = \) minimum target-to-target interval

Output: \( C_{\text{new}} = \) New codebook

1 Function searchCodewords\( (M, l, \omega, d^H_{\text{min}}, \text{TTI}_{\text{min}}) \)
2 \( \triangleright X \leftarrow x: \) add codeword \( x \) to codebook \( X \)
3 \( \triangleright X \leftarrow x: \) remove codeword \( x \) from codebook \( X \)
4 - Narrow down \( 2^l \) codeword space by eliminating codewords with proportion of 1’s, \( w \neq \omega \), \( \text{TTI}(x) < \text{TTI}_{\text{min}} \) and pairwise Hamming distance, \( d^H(x, y) < d^H_{\text{min}} \)
5 - Current codeword search space, \( C_{\text{old}} \)
6 - Initialise \( C_{\text{new}} \) with codeword with maximum \( d^H(x, y) \) with respect to other codewords in \( C_{\text{old}} \).
7 - \( C_{\text{old}} \) remove \( \triangleright C_{\text{new}} \)
8 while \( |C_{\text{new}}| < M \) do
9  for \( i = 1 : |C_{\text{old}}| \) do
10    - \( c_i = C_{\text{old}}(i) \)
11    - \( C_{\text{temp}} = C_{\text{new}} \leftarrow c_i \)
12    - \( \text{tempAcc}(i) = \text{paradigmAccuracy}(d, C_{\text{temp}}, 1, \{P_i\}_{i=1}^{|C_{\text{temp}}|}) \) \( \triangleright \) (Algorithm 3)
13  end
14  - \( c_{\text{new}} = \max \{\text{tempAcc}(i)\}_{i=1}^{|C_{\text{old}}|} \)
15  - \( C_{\text{new}} \leftarrow c_{\text{new}} \)
16  - \( C_{\text{old}} \) remove \( \triangleright c_{\text{new}} \)
17 end
18 return \( C_{\text{new}} \)

Hence, for an \( (M, l) \) code, an inverse relationship exists such that if \( A_{\text{pr}} \) is maximised, inherently, EST is minimised.

Algorithm 5 outlines pseudo-code to develop a new codebook based on preset performance-based parameters by maximising \( A_{\text{pr}} \). The proposed method to develop a performance-based paradigm (PBP) was used to generate a new codebook using the \( 6 \times 6 \) RCP as a baseline codebook. A \( (36, 24) \)-code was developed to give a larger degree of freedom in selecting codewords; hence the number of sequences for the RCP was doubled with respect to the PBP. For the RCP with a \( (36, 24) \)-code, the performance-based parameters are: \( d^H_{\text{min}} = 4 \), \( w = 4/24 \), and \( \text{TTI}_{\text{min}} = 1 \). Assuming a uniform distribution over characters, i.e. \( P(C_m) = 1/M \), several \( (36, 24) \)-codes were generated using different values for the performance-based parameters, with \( \text{TTI}_{\text{min}} \geq 3 \), \( d^H_{\text{min}} \geq 4 \) and \( \omega \geq 4/24 \) imposed.
Figure 4.3: Performance-based paradigm for a (36, 24)-code. (a) Codebook developed using Algorithm 5 with parameters \((M, l, \omega, d_{H_{\text{min}}}, \text{TTI}_{\text{min}}) = (36, 24, 0.25, 4, 3)\), assuming a uniform distribution over character choices. (b) Pairwise Hamming distance between codewords. Element \((i, j)\) in the grid denotes the Hamming distance, \(d_H(c_i, c_j)\), between codewords, \(c_i\) and \(c_j\).

Figure 4.4: Performance vs. detectability index, \(d\), for the row-column paradigm (RCP) and performance-based paradigm (PBP, Figure 4.3) using synthetic data: (a) accuracy and (b) expected stopping time. P300 spelling runs with the Bayesian dynamic stopping algorithm with \(P_{\text{th}} = 0.9\) and data collection limit, \(t_{\text{max}}\), were simulated using normal distributions (for non-target and target classifier score likelihoods). For the PBP, the subscripts, \(nr\) and \(r\), denote non-randomisation and randomisation, respectively, of character-to-codeword assignments after each sequence.

Figure 4.3 shows the final selected codebook using Algorithm 5 with parameters \((M, l, \omega, d_{H_{\text{min}}}, \text{TTI}_{\text{min}}) = (36, 24, 0.25, 4, 3)\). The codebook for the 6 \(\times\) 6 RCP (Figure
2.8(b)) is doubled to achieve the same codeword length as the PBP with a (36, 24)-code for comparison. The minimum target-to-target interval for the PBP ($TTI_{\text{min}} = 3$) is higher than that of the RCP ($TTI_{\text{min}} = 1$), and this is hypothesised to reduce TTI-related effects in the PBP. The target presentation frequency of the PBP ($\omega = 0.25$) is higher than the RCP ($\omega = 0.17$). The PBP has better Hamming distance properties, illustrated in Figure 4.3(b), with a $d_{\text{min}}^H = 6$, compared to the RCP, Figure 2.8(c), with a $d_{\text{min}}^H = 4$ if the base codebook of the RCP is doubled (2.6). It is hypothesised that the higher target presentation frequency and minimum Hamming distance of the PBP can result in improved accuracy by increasing the likelihood that the target character has the higher cumulative character response, as well as minimising decoding errors. The PBP also has a shorter average TTI ($TTI_{\text{avg}} \approx 4$) compared to the RCP ($TTI_{\text{avg}} \approx 6$), and this is hypothesised to reduce the EST for the PBP.

To demonstrate the potential performance improvements with the PBP, simulations of P300 spelling runs with normal distributions for the non-target and target classifier scores (Algorithm 4), were performed using the PBP and RCP and performance was compared. Two configurations of the PBP were tested: a non-randomised version, $\text{PBP}_{nr}$, where the character-to-flash group assignments were fixed, and a randomised version, $\text{PBP}_{r}$, where the character-to-flash group assignments were randomised after each sequence. Figure 4.4 shows the results from the simulations comparing the three stimulus paradigms. Both versions of the PBP outperform the RCP in terms of improved accuracy and reduced EST. No additional benefit was observed in the simulations for character-to-flash group randomisation as the performance for $\text{PBP}_{nr}$ was the same as $\text{PBP}_{r}$.
4.2 Online Codebook Comparison Study

Since the new stimulus paradigm is developed with improved performance-based
parameters, it is hypothesised that participant performance will be improved from
the RCP. To verify the efficacy of the proposed codebook development method, the
RCP and PBP are tested online.

4.2.1 Methods

Participants

The Duke University Institutional Board Review approved this study. Twenty
healthy participants were recruited from the student and work population at Duke
University, and they gave informed consent prior to participating in this study. Par-
ticipants were numbered in the order they were recruited. All of the recruited par-
ticipants were used for data analysis.

P300 Speller Task

Participants performed word copy-spelling tasks with the P300 speller in one session
where the two stimulus paradigms were implemented using a 6 × 6 grid: the RCP
and the PBP, shown in Figure 4.3. The word tokens were randomly selected from the
English Lexicon Project [109]. Each participant session lasted about 1.5 -2 hours,
including breaks. The calibration run involved data collection from five 6-character
tokens (words or numbers), with no feedback presented to the user. Labeled data
obtained from the calibration run were used to train a user-specific SWLDA classifier
[33].

In the testing run, using the trained classifier, participants performed copy-
spelling tasks of eight 6-character words with feedback and no error correction, except
for participants 1 and 3 with five 6-character words. The Bayesian DS algorithm was
used with probability threshold, $P_{th} = 0.9$. A data collection limit of $t_{\text{max}} = 72$
flashes was imposed, equivalent to 6 sequences for the RCP and 3 sequences for the PBP. Each stimulus paradigm condition was calibrated and tested separately, with the order counter-balanced across participants.

The performance measures for comparison include: accuracy, the task completion time (in number of stimulus flashes and seconds) and bit rate. Statistical significance between the performance measures were tested using the Wilcoxon signed-ranked test, \( p < 0.05 \).

4.2.2 Results

The performance measures determined from data obtained from the testing run are shown in Figure 4.5. Figure 4.5(a) shows the expected stopping time (EST), expressed in mean number of stimulus flashes prior to character selection. Participants used a significantly lesser amount of data flashes with the PBP (39.59 ± 14.21 flashes/character), compared to the RCP (51.74 ± 16.50 flashes/character), \( p < 10^{-4} \).

Figure 4.5(b) shows the amount of time per character selection, after taking into account the flash duration (62.5 ms), inter-stimulus interval (62.5 ms), and time pauses between character selections (3.5 seconds). Consequently, the amount of time per character selection significantly reduced with the PBP (8.45 ± 1.78 seconds) compared to the RCP (9.97 ± 2.06 seconds) \( d \) values, \( p < 10^{-4} \).

Figure 4.5(c) shows participant accuracy. Despite a significant reduction in the amount of data collection with the PBP, for most participants, accuracy was either similar across paradigms or increased with the PBP. A significant improvement in accuracy was observed with the PBP (74.96 ± 18.15 %) compared to RCP (67.08 ± 22.51 %), \( p < 10^{-2} \). Figure 4.5(d) shows participant bit rate, in bits per minute (bits/min). Due to maintaining similar or improving accuracy levels while reducing the amount of time per character selection, a significant improvement was observed in bit rate with the PBP (24.93 ± 12.50 bits/min) compared to the RCP (18.94 ± 10.24 bits/min).
When developing the PBP, it was assumed that similar detectability index values would be observed across the stimulus paradigms to obtain the necessary improvements in performance from RCP to PBP. For each participant, $d$ for the test data of both stimulus paradigms were calculated, and are shown Figure 4.6. Participant $d$ values were more or less similar, with no significant differences between the PBP ($1.37 \pm 0.62$) and the RCP ($1.31 \pm 0.55$), $p = 0.15$. Based on the offline simulations, it was hypothesised that the PBP would result in a noticeable improvements in ac-
Figure 4.6: Comparison of participant detectability indices for the row-column paradigm (RCP) and performance-based paradigm (PBP). Participant results are ordered by increasing RCP accuracy.

Figure 4.7: Performance vs. detectability index, $d$, for the codebook comparison study: row-column paradigm (RCP) and performance-based paradigm (PBP). The observed online performances are denoted, $A_{\text{obs}}$ for accuracy, and $EST_{\text{obs}}$ for the expected stopping time. The predicted performances, $A_{\text{pr}}$ and $EST_{\text{pr}}$, were obtained from P300 speller simulations using normal distributions.

Accuracy at low-range $d$ values, and reduced EST at mid-range $d$ values. Figure 4.7 compares the online participant performance to that predicted by the $d$ values of the test data. The trends of the current results follow those predicted by the simulations, with improvements for accuracy and EST observed in the predicted range of $d$ values.
4.3 Discussion

Previous stimulus paradigms that were designed with an information-theoretic approach did not result in performance improvements either due to an assumption of a memoryless P300 channel or a channel with short-term memory. In this work, it was hypothesised that the negative effects of successive target character presentation implied a P300 channel with a longer term memory for target stimulus events. While this long-term memory can be accounted for in a decoding algorithm, it is unlikely to result in significant performance improvements since the information content in repetitive character presentation is not useful.

Allowing for a “recovery” period between target character presentations is a more efficient means to improve performance by imposing a minimum interval between target stimulus events to mitigate TTI-related effects. Some stimulus paradigms adopt this approach by specifying a large minimum interval between target stimulus events. However, this decreases the BCI’s spelling rate, especially within the context of a dynamic stopping algorithm as it takes a longer time to converge to a decision threshold.

This chapter proposes a new method to develop a stimulus paradigm that focuses on tuning stimulus paradigm parameters to positively affect performance. Taking into account P300 channel dynamics, a performance-based paradigm is developed that minimises the expected stopping time of the Bayesian dynamic stopping algorithm. The codebook for the PBP is constructed via an iterative search of codewords that minimise the correlation of the character cumulative responses to reduce decoding errors. Based on empirical analysis, a shorter minimum target-to-target interval was chosen to achieve a compromise between improving spelling rate and minimising TTI-related effects. An added benefit of minimising TTI-related effects is the ability for simulation results to better reflect online trends. With online BCI use,
significant performance improvements, in both accuracy and spelling speed, were obtained with the performance-based paradigm compared to the conventional row-column paradigm. It is shown that BCI performance can indeed be improved across a wide range of performance levels by using an information-theoretic approach with the proper P300 channel dynamics.
Increasing Language Model Complexity in the Target Character Estimation Algorithm

The predictability of language is exploited in many text-entry applications to enhance user experience by increasing system throughput, e.g. predictive text, auto-correct, machine translation etc. Similarly, language information has previously been incorporated into BCI communication devices with positive results [110]. The complexity of the language information can be increased to facilitate BCI use towards more practical communication with phrases or sentences. However, integration of language information into BCI spellers requires additional consideration of the limitations experienced by people with severe disabilities when navigating the user interface. Some methods of integrating language information involve a changing user interface with predictive word suggestions where a user can select one of the options if desired, e.g. [85, 86]. However, this approach can be susceptible to increased task difficulty due to the additional cognitive load required when adapting to a changing visual interface. Nonetheless, there is still potential to improve speller performance by designing a less cumbersome interface to minimise any increase in cognitive load, e.g. [87].
Alternatively, language information can be integrated within the target character estimation algorithm to enhance the data collection process, with minimal or no change to the user interface [60, 111]. It was hypothesised earlier that the inclusion of a letter bigram model in the probability intialisation step of the Bayesian DS algorithm might be too simplistic to result in significant improvements in accuracy in the previous ALS study in [88] since the language model exploits only a limited amount of the user’s spelling history. A higher order language model has the potential to better utilise language information in the target character estimation process but its utility depends on correct selection of previous target characters. This work proposes a further extension of the language model in the Bayesian DS algorithm to include more of the user’s spelling history while minimising the impact of erroneous character selections on the language model.

5.1 Higher Order Language Models

As more letters of a word are spelled, the set of subsequent likely letters narrows. This narrowing down of likely letters is better captured by a higher order language model. For example, if a user spells \textit{EP}, it is highly likely that the subsequent letter is a vowel or the consonants \textit{S} or \textit{H}, depending on the context. However, the utility of higher order models is dependent on the number of preceding characters that are correctly spelled to generate the correct likely prefix in order to determine the initialisation probabilities of the subsequent characters. To reduce the impact of misspelled characters on the language model probabilities, Mainsah \textit{et al.}, (2014a) [59] introduced an error factor in the character initialisation process via a weighted combination of a bigram model and a uniform distribution (2.12). In Orhan \textit{et al.}, (2012) [60] where a 6-gram model was used, all erroneous character selections had to be revised.

Rather than rely on an error factor parameter to compensate for misspelled char-
acters without considering multiple options or force the user to correct all misspelled characters, a new approach to account for possible misspellings is proposed in order to improve the utility of a higher order $n$-gram model. This new approach relies on the character likelihoods obtained from the target character estimation process of previous character selections to generate a set of likely word prefixes. These word prefixes are used to develop a language model, where each prefix contribution to the model is weighted by their respective cumulative character likelihoods. This prefix determination process is combined with a dictionary look-up to ensure valid word prefixes. In this study, the performance of the proposed method is compared to the performance of the previous Bayesian DS algorithm with a bigram model [59], and another language-based dynamic stopping algorithm developed for the P300 speller [81].

5.1.1 Methods

EEG Dataset

The dataset was obtained at Duke University from a healthy participant study approved by the Duke University Institutional Review Board. Twenty participants were recruited from the student and work population at Duke University. All participants gave informed consent prior to participating in this study. Participants were numbered in the order that they were recruited.

Each participant participated in a P300 spelling session consisting of two phases: a calibration run to collect data to train the P300 classifier and a test run to perform online copy-spelling tasks. Off-line analysis on the test dataset was performed using MATLAB software (The MathWorks, Inc.) to simulate P300 spelling runs with different language-based dynamic stopping algorithms. The language model was developed from a corpus compiled by Norvig [112].
(i) Bayesian DS with a Weighted $n$-gram Model

The order of the language model in the probability initialisation step of the Bayesian DS with a language model (DSLM) [59] can be modified to include more of the user’s spelling history: $P(C_m|\mathcal{A}_{T-(n-1)}^T)$ in (2.12). If considering all of a user’s previous character selections, then $n = T$, i.e. $\mathcal{A}_{T-(n-1)}^T = a_1, \ldots, a_{T-1}$. $\mathcal{A}_{T-1}^T$ denotes a prefix which is used to determine likely words to derive the language model probabilities. However, when using the $n$-gram model with all of the user’s spelling history, there is the possibility of generating an invalid vocabulary prefix if an erroneous character is selected, (e.g. VIS2 for the word VISUAL), unless the erroneous character is revised.

One way to possibly obtain the correct prefix is to use the Viterbi algorithm [113] to determine the most likely sequence of characters based on letter transitional probabilities and the character likelihoods from the target character estimation process, as illustrated in Figure 2.12. In this work, these character probabilities are denoted as a $Q^{N \times T}$ matrix, where $N$ is the number of grid characters and $T$ is the number of previously selected characters. However, the Viterbi algorithm is unlikely to correct erroneous character selections when letter transitions are highly likely. For example, if a user spells ANC for the word INCOME, the Viterbi algorithm will still select ANC since the letter transitions are highly likely, and this incorrectly biases the language model. The Viterbi algorithm can be further expanded to generate alternative prefixes by using a $k$-best algorithm that generates the $k$ most likely prefixes [114]. The $k$-best Viterbi algorithm was initially considered in this work. However, preliminary offline analysis revealed that there was no guarantee that the prefixes generated by the method will be valid dictionary prefixes as a limited neighbourhood of characters is considered when using the language model. Thus, Viterbi was
discarded as the prefix selection method and a new method was developed.

As an alternative, the $Q$ matrix can be used directly in conjunction with a dictionary query to generate a set of highly likely, yet valid prefixes. These prefixes can be weighted by their combined character likelihoods when determining the character initialisation probabilities. Let $\mathcal{D}_T^k$ denote a set of $k$ valid prefixes of length $T - 1$ with the top $k$ combined character likelihoods. $\mathcal{D}_T^k$ is used to derive the language model probabilities for the probability initialisation step to select the current target character, $C^*_T$. These prefixes are retained from one character to the next to generate the next $k$ most likely prefixes.

The conditional probabilities in the initialisation step to select the current target character now depend on the previous character selections, $A_1^{T-1}$, and the set of $k$ highly likely prefixes, $\mathcal{D}_T^k$ determined from a $Q_{T-1}$ matrix:

$$w(D^j) = \frac{\prod_1^{T-1} q_1^{l(D^j_t)}}{\sum_{D^j \in \mathcal{D}_T^k} \left( \prod_1^{T-1} q_1^{l(D^j_t)} \right)}$$

(5.1)

$$P(C_i = C^*_T | A_1^{T-1}, Q_{T-1}) = \sum_{D^j \in \mathcal{D}_T^k} w(D^j) P(C_i = C^*_T | D^j)$$

(5.2)

where $w(D^j)$ is the weight of the prefix $D^j$; $l(D^j_t)$ is the label for the $t^{th}$ character in prefix $D^j$; $P(C_i, T | D^j)$ is the conditional probability that the $T^{th}$ target character is $C_i$, given prefix $D^j$. The weighted language model generated by the above method will be referred to as the $n$-gram model with dictionary-assisted prefix search, $n$-gram DAPS.

(ii) Forward Algorithm

In this study, the proposed algorithm was also compared with another language-based data collection algorithm proposed by Speier et al., (2014) [81]. Their method uses the forward algorithm as the target character estimation algorithm (Appendix
E) to control data collection. Similar to the Bayesian DS algorithm, data collection is stopped when the forward probability of a character attains a preset threshold probability and that character is selected as the user’s intended target.

There are several differences between the Bayesian $n$-gram DAPS algorithm and the forward algorithm used in [81]. The forward algorithm uses a trigram model, i.e. the initialisation probabilities depend on the previous two character selections. However, the $n$-gram DAPS model uses all of the user’s spelling history. Also, the two algorithms utilise the $Q$ matrix differently. The initialisation probabilities in the forward algorithm depend on all possible sequences of letters. However, for the $n$-gram DAPS model, only the $k$ most likely and valid prefixes contribute to the initialisation probabilities; since the $Q$ matrix is generally sparse, the contribution from each additional prefix decreases substantially.

5.1.2 Results

The results include algorithm performance evaluations based on an offline analysis of EEG data and an online participant study. In the offline analysis, P300 speller simulations were performed on participant EEG data using three data collection algorithms: the forward algorithm with a trigram language model, and the Bayesian DS algorithms with a bigram and $n$-gram DAPS model. In the online study, only the Bayesian DS algorithms were implemented and compared.

Offline Analysis

Participant EEG data were used to simulate dynamic data collection with the forward algorithm with the trigram model and the Bayesian DSLM algorithm with bigram and $n$-gram DAPS models. Participants were evaluated according to the following performance measures: accuracy, expected stopping time and theoretical bit rate. Statistical significance was tested using a repeated measures ANOVA, with
Figure 5.1: Offline performance of different dynamic stopping algorithms with language models (DSLM): (a) accuracy, (b) expected stopping time, and (c) theoretical bit rate. P300 speller simulations were performed using participant EEG data using three algorithms: the Bayesian dynamic stopping (DS) algorithm with bigram and n-gram dictionary assisted prefix search (DAPS) models, and the forward algorithm with trigram model. Participants are ordered by increasing theoretical bit rate with the Bayesian DS algorithm with a bigram model.

additional pairwise comparisons (Bonferonni adjustment) if the test revealed a significant difference in the means of at least two algorithms ($p < 0.05$).

Figure 5.1(a) shows each participant’s selection accuracy for the three data collection algorithms enhanced with a language model. On average, accuracy improved from the bigram to the trigram to the n-gram DAPS algorithm, but the differences between the algorithms were not statistically significant, $p = 0.067$. The $Q$ matrix
is used in the \( n \)-gram DAPS model to weight only valid prefixes. Most participants observed an improvement in accuracy from the bigram to the \( n \)-gram DAPS model. The \( Q \) matrix tends to be sparse, meaning that only a few characters are considered likely to be the target character by the algorithm. These characters typically have at some point been in the same flash group as the target as this is often the source of most of the character selection errors. It is hypothesised that the more informative priors introduced by a higher order language model give the target character an added advantage to prevent an erroneous character selection, thereby sometimes improving accuracy.

Figure 5.1(b) shows the expected stopping time for each participant. In general, character selection time reduced with increased order of the language model used, with a statistically significant decrease in stopping time observed from bi-gram to trigram to \( n \)-gram DAPS model, \( p < 10^{-5} \). In Mainsah et al. (2014), off-line analysis of participant EEG data revealed that the rate of convergence to the threshold probability with the Bayesian DS algorithm increased with the inclusion of the bi-gram language model [59]. The more informative priors introduced by higher order language models further increase the rate of algorithm convergence. Hence, the observed consistent reduction in character selection times across all participants with increased language model order.

Figure 5.1(c) shows participant theoretical bit rate, in bits per minute, which excludes the time pauses between character selection. Due to similar accuracy levels and a significant reduction in character selection time, most participants observed statistically significant improvements in their theoretical bit rates from the Bayesian bigram (72.73 ± 38.30 bits/min) to forward trigram (84.70 ± 47.63 bits/min) to the Bayesian \( n \)-gram (105.65 ± 56.13 bits/min) algorithms, \( p < 10^{-5} \).
Online Performance

For the online study, participants performed copy-spelling tasks, with no error correction, using the Bayesian DS with the bigram and $n$-gram DAPS language models [115]. Algorithm order was counter-balanced across participants to avoid biasing the results. Figure 5.2(a) shows each participant’s selection accuracy. There was no significant difference in participant accuracy between the bigram (86.64 ± 17.06%) and the $n$-gram model (90.650 ± 11.96%), $p = 0.09$. However, noticeable improvements were observed for the low performing participants (participants 6 and 15).

The $n$-gram DAPS model is still susceptible to errors if enough prefixes are not retained to potentially contain the target prefix or if other prefixes have stronger priors than the target prefix. For example, participant 10 experienced a drop in accuracy with the $n$-gram DAPS model entirely due to the BCI selecting characters AFT-D while trying to spell AVOID, as AF is a valid dictionary prefix likely to be followed by T. It should be noted that in this study, unigram word probabilities, i.e. derived from word frequency, were used in developing the language model as the spelling tasks involved single words. Providing additional context via bigram or trigram word probabilities in sentences might better refine the character initialisation process by minimising the effect of highly likely but non-target words via their priors.

Figure 5.2(b) shows the average amount of time per character selection for each participant. A statistically significant decrease in character selection time was observed with the $n$-gram DAPS model (4.64 ± 1.11 minutes) compared to the bigram model (5.04 ± 1.45 minutes), $p = 0.002$. Figure 5.2(c) shows participant bit rates, which includes the time pauses between character selections. Due to similar accuracy levels and a significant reduction in character selection times, most participants observed significant improvements in their performance from the bigram (32.65 ± 13.25 bits/min) to the $n$-gram model (36.50 ± 12.40 bits/min), $p = 0.007$. 
Figure 5.2: Online performance for the Bayesian dynamic stopping algorithms with different order language models (DSLM): bigram and \( n \)-gram dictionary assisted prefix search (DAPS). Participants are ordered by increasing bit rate with the Bayesian DS algorithm with a bigram model.

The performance improvement from the bigram to the \( n \)-gram model in this online study are consistent with trends from the previous off-line analysis.

5.2 Discussion

The relatively slow communication rates of ERP-based BCI speller systems can be improved by exploiting the predictability of language. There is the potential to improve BCI performance by increasing the order of the statistical language model that is incorporated into the target character estimation algorithm. In this study, addi-
tional consideration was taken to minimise erroneous character revisions with higher language model order by using the $n$-gram model in combination with a dictionary. In Mainsah et al., (2014a), most of the improvements with the bigram model were observed in the mid-range performing participants [59]. In this study, noticeable improvements in accuracy were observed in the lower performing participants with the more complex language model. Thus, it is possible to improve performance and expand the pool of potential BCI users by extending the language model in the target character estimation algorithm.
To be an effective communication tool, it has been recommended that ERP-based BCI spellers perform with at least 70% accuracy [12] to account for revisions of erroneous selections. Alternatively, system usability can be improved if errors can be automatically detected and deleted without further user action. Error related potentials (ErrP), which are EEG-based responses elicited as a result of errors, have been proposed for error detection. However, ErrP-based correction comes with appreciable costs in terms of additional data required and time to collect the data.

There are various tools available in many language-based applications which can infer a user’s intended character/word based on the spelling history and a priori language information, e.g. spell-check, auto-correct, predictive spelling. However, individuals with severe disabilities have limited ability to easily navigate choices within a changing user interface, and this has to be taken into account when integrating such error detection/correction strategies in BCI systems. This chapter proposes a language-based spelling correction method for the P300 speller, that is as effective as a perfect ErrP classification system without the associated costs, by exploiting information that is already available from the P300 character selection
6.1 Error Information in P300 Classifier Outputs

Erroneous character selections in the P300 speller typically have some predictability as classification confusions are most likely to consist of characters that are in the same flash group as the target character. For example, error analysis of P300 speller selections using the RCP revealed that most erroneous character selections were usually in the same row or column as the target character [61, 50], and for spellers using the CBP, most erroneous character selections were usually in the same virtual matrix [50]. The structure of erroneous character selections is reflected in the cumulative P300 classifier outputs. Prior to character selection, the cumulative P300 classifier outputs contain information about the likelihood of characters being the target at each position in a word [116].

Figure 6.1 shows two example character probability distributions post-data collection for the word DRIVING, obtained from P300 speller simulations using EEG data from two different participants, to yield the words -JI,S-G and -R-VING, respectively. A 9 \times 8 CBP P300 speller grid was used. The command options (e.g. “Del”, “Tab”, “Sleep” etc.) were disabled, and if selected, were represented with a hyphen. The character probability distribution post-data collection is denoted as the \( Q \) matrix. The \( Q \) matrix is usually sparse as there are only a few characters in each flash group. The level of sparsity increases with increased user performance level, e.g. the distribution of the user with more correct character selections, distribution 2, is sparser.

Ideally, the target character should have the highest probability value post-data collection. However, it can be noted that for erroneous character selections in both probability distributions in Figure 6.1, the target characters are usually among those with the next highest probabilities. The character probabilities can thus be used to
Figure 6.1: Distribution of Bayesian character probabilities post-data collection for the word \textbf{DRIVING}, obtained from simulations of P300 spelling runs with EEG data from two user copy-spelling sessions. The $x$-axis labels show the characters selected by the P300 speller simulation, yielding the words \textbf{-JI,S-G} (left) and \textbf{-R-VING} (right), with the corresponding probabilities of alphabet characters which are shown in the $y$-axis. Probability values are clipped for visualisation and non-alphabetic characters are not displayed.

Assess the likelihood of each character at each word position, e.g. character $D$ in both distributions has the highest alphabet probability given the erroneous selection at position 1. This information can be useful in language-based applications such as further enhancing the character initialisation step in the Bayesian dynamic data collection or doing dictionary-based spelling correction.

The cumulative P300 classifier outputs can be used to narrow down multiple word choices obtained from a dictionary via string matching, e.g. [94]. For example, for the spelled word \textbf{-R-VING}, some word alternatives include CRAVING, DRIVING, PROVING, etc. However, the number of word choices increases as the number of errors increases, as in the spelled word \textbf{-JI,S-G}. The character probabilities, such as the $Q$ matrices shown in Figure 6.1, can be used to weight candidate word choices when performing dictionary-based spelling correction.
6.2 Preliminary Analysis of Error-Correction Mechanisms

Conventionally, an erroneous selection by a BCI system requires at least two corrective actions: an action to undo the previous erroneous selection and another action to re-select the intended choice. In active user correction, these actions are initiated by the user. With an ErrP-based correction mechanism, selecting the deletion command can be bypassed by having the BCI automatically delete the erroneous selection upon ErrP detection. However, there is the possibility of making errors in the correction process, which can lead to additional increases in spelling time. For example, the BCI can incorrectly select another character instead of a backspace command, or the ErrP classifier can erroneously flag a correctly selected character for deletion. Predicting the resulting increase in spelling time is important to assess the potential benefit that might result from any error-correction mechanism. The active user and ErrP-based correction mechanisms are here analysed to evaluate their potential benefit to a BCI user.

6.2.1 Methods

Active User Correction

In active user correction, after an erroneous BCI selection, a user initiates both the selection of a deletion command and the re-selection of the intended character. Assuming a P300 speller system with probability, $p_e$, of making an erroneous selection (Accuracy, $A = 1 - p_e$) and accounting for deletion and re-selection actions, the
effective number of selections needed to correctly make \( N \) selections is [50]:

\[
E[N] = N + 2p_eN + 2p_e(2p_eN) + \ldots
\]

\[
= \sum_{i=0}^{\infty} N(2p_e)^i
\]

\[
= \frac{N}{1 - 2p_e}, \text{ with convergence}
\]

which is an infinite geometric series that converges to (6.1c) if \( p_e < 0.5 \). The above estimate provided in [50] assumes that a backspace character or deletion command is not selected accidentally, although this is a possibility in real world conditions. However, if the number of character choices is large, the probability of accidentally selecting a backspace command is small and (6.1c) can provide a close estimate.

**ErrP-based Correction**

Unlike with the standard P300 speller where a character selection is made after a certain amount of data collection, ErrP-based correction is based on a single trial detection of an ErrP following the presentation of the BCI feedback. An ErrP is detected if the classifier score is above or equal to a threshold value, denoted as \( \tau \). If an ErrP is detected, the current BCI selection is vetoed. The performance of an ErrP-based correction mechanism is dependent on selecting an appropriate operating point on the ErrP classifier receiver operating curve (ROC) which minimises the probability of an erroneous decision. The operating point consists of a pair of values, a probability of detection (\( P_D \)) and a probability of false alarm (\( P_{FA} \)) on the ROC curve. However, this approach does not consider the outcome of the P300 speller system. Every auto-deletion with ErrP detection requires re-selection of a character by the P300 speller system. Hence, the benefit of selecting an ErrP classifier operating point has to be evaluated within the context of the accuracy of P300 speller
Figure 6.2: ErrP corrective mechanism following P300 speller selection. The P300 speller selects a character the user intends to spell, $\mathcal{A}$, with probability of error, $p_e$. Following feedback presentation to the user, an ErrP classifier with probability of detection, $P_D$, and probability of false alarm, $P_{FA}$, is used to flag characters if an ErrP is detected. The detection of an ErrP results in an automatic character deletion or an erasure, $e$.

This work proposes an approach to select an operating point for the ErrP classifier that minimises the expected number of selections with erroneous character revisions, taking into account the accuracy of the P300 speller system. Still considering a P300 speller with $p_e$, taking into account erroneous character revisions, and now using an ErrP classifier with operating point $(P_D, P_{FA})$ for automatic character deletions, the possible chain of events are illustrated in Figure 6.2. For the P300-ErrP cascade, (6.1) can be modified to:

\[
\mathbb{E}[N] = N + N \left[ 2p_e(1 - P_D) + (1 - p_e)P_{FA} + p_eP_D \right] + ... \\
= \sum_{i=0}^{\infty} N \left[ 2p_e(1 - P_D) + (1 - p_e)P_{FA} + p_eP_D \right]^i \\
= \frac{N}{1 - [p_e(2 - P_D) + (1 - p_e)P_{FA}]} \text{, with convergence}
\]
where in (6.2a): $p_e(1 - P_D)$ corresponds to the proportion of P300 speller selections requiring two selective actions to correct erroneous character selections not detected by the ErrP classifier; $(1 - p_e)P_{FA}$ corresponds to the proportion requiring one selective action to re-select incorrectly flagged and deleted correct character selections by the ErrP classifier; and $p_eP_D$ corresponds to the proportion requiring one selective action to re-select correctly flagged and deleted erroneous character selections. The series converges if $p_e(2 - P_D) + (1 - p_e)P_{FA} < 1$. The range for effective BCI communication can potentially be increased beyond requiring a selection accuracy of 70% by adjusting the operating point $(P_D, P_{FA})$ of the ErrP classifier accordingly.

### 6.2.2 Results

To examine the potential changes in spelling time, P300 spelling runs were simulated with both error-correction mechanisms. In the simulations, all erroneous character selections had to be revised until all of the intended characters were correctly selected. Also, a backspace character was allowed to be accidentally selected. The total number of selections needed to achieve 100% accuracy was determined for each set of simulations and compared to the respective theoretical estimates.

The first experiment involved simulating active user correction, with the simulation parameters obtained from participant EEG data from P300 spelling sessions, in order to confirm the predicted estimate in (6.1c) [50]. The results from the simulations are shown in Figure 6.3. From the results, the total number of selections to achieve 100% accuracy, $E[N]$, obtained via simulations closely match the derived theoretical estimates obtained from (6.1c). It can also be observed that $E[N]$ increases substantially as $p_e$ approaches 0.5. This demonstrates why P300 speller use is not indicated for users with low accuracy levels, as the process for correcting erroneous BCI selections will take these users an excessive amount of time.

In a second experiment, P300 speller selection was cascaded with ErrP detection,
Figure 6.3: Effective number of P300 speller selections, $E[N]$, vs. probability of error, $p_e$, of P300 speller selection. P300 speller simulations of copy-spelling tasks were performed using participant EEG data. Selections and revisions were allowed to occur until all the intended characters were correctly selected.

Figure 6.4: Effective number of P300 speller selections, $E[N]$, vs. probability of error, $p_e$, of P300 speller selection with and without an ErrP cascade. The operating point for ErrP classifier was set to $P_D = 0.9$ and $P_F = 0.1$. P300 speller simulations of copy-spelling tasks were performed. Following feedback presentation, the ErrP classifier is used to flag an erroneous character if an ErrP is detected. The detection of an ErrP results in an automatic character deletion. P300 speller selections and revisions were allowed to occur until all the intended characters were correctly selected.
Figure 6.5: Selection of an optimal operating point for the ErrP classifier in a P300-ErrP cascade. (a) Illustrative example of a receiver operating characteristic (ROC) of an ErrP classifier. An ErrP is detected if the classifier score is above or equal to a threshold value, \( \tau \). \( P_D \) and \( P_{FA} \) are the probabilities of correct detection of an ErrP, and false alarm or incorrect detection of an ErrP. (b) Theoretical estimate for the effective number of selections, \( E[N] \), with a correction mechanism: P300-only and P300-ErrP cascade. P300 speller selection has a probability of error, \( p_e \), and \( E[N] \) is determined from (6.1c). For the P300-ErrP cascade, \( (p_e, P_D, P_{FA}) \), \( E[N] \) is determined from (6.2c), and the \( \tau \) that minimises \( E[N] \) can be obtained.

As illustrated in Figure 6.2. Figure 6.4 shows results from simulating the P300-ErrP cascade with one operating point of an ErrP classifier across a range of \( p_e \) values. The results from the simulations are consistent with the theoretical estimate derived in (6.2c). This verifies the proposed metric to evaluate performance if deciding to use ErrP-based correction. Also, the benefit of ErrP detection and automatic character deletion is evident at higher \( p_e \) values when comparing \( E[N] \) from the P300-ErrP cascade (6.2c) to that of only a P300 speller selection process (6.1c).

From (6.2c), it can be observed that \( E[N] \) for the ErrP-based correction mechanism now depends on three parameters: \( p_e \), \( P_D \) and \( P_{FA} \). Assuming a P300 speller with fixed \( p_e \), an operating point, \( (P_{FA}^*, P_D^*) \), on the ROC of an ErrP classifier can be found that minimises \( E[N] \) in (6.2c), or for computational simplicity, maximises the denominator, \( 1 - [p_e(2 - P_D) + (1 - p_e) P_{FA}] \). To demonstrate the effect of selecting a suitable operating point on the ROC of the ErrP classifier, the performances of
P300-only correction and that of a P300-ErrP cascade are compared. A possible ROC of an ErrP classifier is shown in Figure 6.5(a). The theoretical estimates for $E[N]$ for both mechanisms are shown in Figure 6.5(b). It can be observed that either of the correction mechanisms outperforms the other at different regions of the ErrP classifier ROC. In the region where the P300-ErrP cascade outperforms, an operating point on the ErrP classifier that minimises $E[N]$ can be obtained.

In active user and ErrP-based correction, every erroneous BCI selection has to be corrected. However, since the P300 speller is a communication device, this might not be necessary. The correction process can be delayed to correct spelling errors in words by using prior language information. The previously mentioned error correction methods fail to exploit the predictability of language. Language-based spelling correction methods, like the noisy channel model (2.13-2.14) have a better potential to improve P300 speller accuracy as prior language information can be used to achieve error detection and/or correction.

6.3 Comparison of Spelling Correction Methods

ErrP-based correction has been proposed for P300 speller correction and the few online studies which have implemented such methods have yielded mixed results [27, 28, 91, 92]. Given the limitations of ErrP-based correction, alternative approaches like language-based methods for correction, have a better potential to enhance P300 speller performance [94]. Instead of character-based correction, this work proposes word-based correction with a noisy channel model. The noisy channel model can be based on the ErrP classifier outputs or the P300 classifier outputs. Thus, in addition to developing the noisy channel model independent of ErrP detection, a noisy channel model is derived based on ErrP classifier outputs to verify that any advantage of relying on P300 classifier outputs for error correction is due to the value of the information, not the use of the noisy channel model. In this study,
non-ErrP based correction methods were compared against ErrP-based methods to see if similar improvements to P300 speller performance could be obtained.

6.3.1 Methods

The non-ErrP correction methods consisted of a dictionary look-up with different word selection methods: word frequency, a method proposed by Ahi et al. (2011) [94] for word ranking, and a Bayesian method based on P300 speller character probabilities. The ErrP detection based methods include: an “oracle” method in which perfect ErrP detection was assumed, a method proposed by Perrin et al. (2012) [91] for using ErrP detection for error correction, and a method for which the ErrP detection classifier confidences are used in the noisy channel model. The noisy channel model with ErrP and P300 classifier confidences are new techniques developed for this study. Off-line signal analysis and spelling correction were performed using MATLAB software (The MathWorks, Inc.).

EEG Dataset

The dataset was obtained at East Tennessee State University for a study approved by the East Tennessee State University Institutional Review Board. Participants were numbered in the order they were recruited. Participants underwent two P300 speller sessions: a first session to collect data to train a P300 classifier and a second to collect data to train an ErrP classifier. During the first session, participants spelled four 5-letter words with five sequences/character. During the second session, the trained P300 classifier was not used online. However, participants spelled 15 phrases of 20 characters, each with fake feedback presented at an error rate of 20%. To speed up data collection for the ErrP classifier, only one sequence/character was used prior to presenting the fake feedback.
**P300 Classification**

EEG data from the first training session (no feedback, 5 sequence/character) were used to train a SWLDA classifier [33]. The data were also used to generate the likelihood probability density functions (pdf), $p(y|H_0)$ and $p(y|H_1)$, of target and non-target P300 classifier scores, respectively, via kernel density estimation (KDE).

**ErrP Classification**

Using the EEG data post-character feedback from the second training session (fake feedback at 20% error rate, 1 sequence/character), features were extracted to train a linear discriminant analysis (LDA) classifier with shrinkage [35], using leave-one-word-out cross-validation. The likelihood pdfs, $p(s|H_c)$ and $p(s|H_e)$, of correct and erroneous character scores, respectively, were generated via KDE and used for the ErrP-based spelling correction algorithms.

**P300 Spelling and ErrP Detection Simulations**

For each subject in the dataset, the P300 classifier trained from the first spelling session data was applied to the EEG data of the second session to simulate P300 spelling. In the example shown in Figure 6.6, a user intends to spell the word $C = (c_1, c_2, ..., c_T)$. Using the P300 speller, the user spells the word, $W = (w_1, w_2, ..., w_T)$, where character $w_t$, is the character that maximises the cumulative P300 classifier score function. The P300 classifier also outputs a $Q^{N \times T}$ matrix, where $N$ is the number of grid characters. The $Q$ matrix can either be the cumulative classifier score rankings from the CMA static stopping algorithm or the Bayesian probabilities prior to character selection depending on the error correction method.

If applicable, the trained ErrP classifier was applied to features extracted from a time window of EEG data after the BCI feedback was presented to the user. The ErrP classifier returns a score vector, $S = [s_1, s_2, ..., s_T]$ which was used to calculate
Figure 6.6: Flowchart for proposed spelling correction in the P300 speller. A user intends to spell the word \(C\). Using a trained P300 classifier and EEG data, the P300 speller outputs the spelled word, \(W\), and a matrix of character P300 classifier score rankings or probabilities, \(Q^{N \times T}\), \((N = \text{number of grid characters}, T = \text{length of the spelled word})\). In the dictionary unit, a list of probable words, \(D\), based on a string metric function is generated from a vocabulary, with the corresponding prior probabilities, \(P_{D_j}\). If an ErrP classifier is used, after character selection feedback is presented to the user, the ErrP classifier computes classifier scores, \(S\), which are used to calculate the ErrP classifier confidences, \(\Pi^{1 \times T}\). Using the word prior probabilities, \(P(D^j)\), the \(Q\) matrix or \(\Pi\) vector, the user’s intended word choice, \(\hat{C}\), is estimated.

the ErrP classifier confidences, \(\Pi = [\pi_1, \pi_2, ..., \pi_T]\):

\[
\pi_t = \frac{p(s_t|H_c) A_{pr}}{p(s_t|H_c) A_{pr} + p(s_t|H_e)(1 - A_{pr})}
\] (6.3)

where \(\pi_t\) is the confidence that the character \(w_t\) is correct; \(p(s_t|H_c)\) and \(p(s_t|H_e)\) are the likelihoods that the ErrP classifier score, \(s_t\), is generated from a correct character and incorrect character (hence ErrP elicited), respectively; \(A_{pr}\) is the projected accuracy [53] of the P300 speller selection process calculated from the training data of the first session.

Spelling Correction

Once the outcomes of the P300 speller and ErrP detector, if applicable, were simulated, six methods of error correction were applied and the performances compared. For language-based error correction methods, for a spelled word, \(W\), a set of possible word choices, \(D = \{D^1, D^2, ..., D^3\}\), were selected from a dictionary using the Levenshtein edit distance [93]. The dictionary vocabulary (\(\approx 30,000\) words) was created from a modified corpus compiled by Norvig [112]. Word choices were limited.
to those of the same length as $W$, within a minimum Levenshtein edit distance from the spelled word. Some error correction methods relied on the unigram probabilities of word choices, and so word-probability pairs, $(D^i, P(D^i))$, were generated from the corpus. Frequency counts of the dictionary words were smoothed to obtain word unigram probabilities, $P(D^j)$.

For some algorithms, a noisy channel model was used for spelling correction:

$$P(D^j | W, Q/\Pi) \propto P(W | D^j, Q/\Pi) P(D^j) \quad (6.4)$$

$$\hat{C} = \arg \max_{D^j \in \mathcal{D}} P(W | D^j, Q/\Pi) P(D^j) \quad (6.5)$$

where $P(D^j | W, Q/\Pi)$ is the posterior probability of the word choice $D^j$, given the spelled word, $W$, and the $Q$ matrix from the P300 classifier or the $\Pi$ vector from the ErrP classifier; and $P(W | D^j, Q/\Pi)$ is the likelihood of the spelled word given the word choice, $D^j$, and $Q/\Pi$.

(i) Simple dictionary: A simple method for error correction is to select the most frequent word from the candidate word choices as the target word. For the simple dictionary correction, the word with the highest unigram probability in $\mathcal{D}$, was selected as the target word estimate:

$$\hat{C} = \arg \max_{D^j \in \mathcal{D}} P(D^j) \quad (6.6)$$

(ii) Ahi et al., 2011: While selection based on maximum word frequency can provide a good estimate of the target word, information about the likelihood of characters can enhance the estimate. Ahi et al. [94] used the cumulative P300 classifier scores from the CMA static stopping algorithm (2.1) to rank each word choice to obtain an estimate of the user’s intended word [94]. The word with the minimum cost (highest rank) was selected as the target word estimate:

$$r(D^j) = \sum_{t=1}^{T} q_t(D^j) \quad (6.7)$$
\[
\hat{C} = \arg\min_{D \in \mathcal{D}} r(D^j)
\]  

(6.8)

where \(D^j_t\) is the \(t^{\text{th}}\) letter of the word \(D^j\); \(l(D^j_t)\) is the grid label for \(D^j_t\); and \(q^t_l(D^j_t)\) is the rank of the classifier score of \(D^j_t\), obtained from the \(t^{\text{th}}\) column of the \(Q\) matrix, \(Q_t\). The \(Q\) matrix for this algorithm consists of the cumulative P300 classifier score rankings of characters in the spelled word.

(iii) Bayesian: A priori language information and character likelihoods can be combined probabilistically via the noisy channel model (6.4, 6.5) to obtain the target word estimate. The \(Q\) matrix for this algorithm consists of the final character probabilities obtained from P300 speller Bayesian probabilities:

\[
P(W|D^j, Q) = \left( \prod_{t=1}^{T} q^t_l(D^j_t) \right) P(D^j)
\]

(6.9)

where \(q^t_l(D^j_t)\) is the Bayesian character probability of \(D^j_t\), obtained from the \(t^{\text{th}}\) column of the \(Q\) matrix, \(Q_t\).

(iv) Oracle ErrP Classifier: The oracle ErrP classifier was used to infer the upper bound on the performance of spelling correction that could be obtained with perfect ErrP classification, i.e. “0” is returned for correctly selected characters and “1” for erroneous characters. The set of words in \(\mathcal{D}\) was narrowed to words with substitutions only at erroneous character locations. The word with the highest unigram probability in \(\mathcal{D}\) was selected as the target word estimate, according to (6.6).

(v) Perrin et al., 2012: In this method, erroneous characters flagged by the ErrP classifier were automatically deleted and substituted with the next most probable character [91]. For this study, the ErrP classifier confidences, \(\Pi\), were compared against the participant P300 speller projected accuracy, \(A_{pr}\) [53], calculated from the EEG data of the first P300 speller session. For an ErrP classifier confidence \(\pi_t < A_{pr}\), character \(w_t\) was deleted and substituted with the character that had the second P300 classifier score rank in \(Q_t\).
(vi) **ErrP Classifier:** Previous ErrP-based error correction methods in P300 speller systems involved auto-deletion of characters with ErrP detection. However, a language-based spelling correction is proposed by using ErrP classifier confidences within a noisy channel model (6.4, 6.5) to estimate the user’s intended word:

\[
P(D^j|W, \Pi) = \left[ \prod_{t=1}^{T} \left( \delta_{w_t, D_t^j} \right) \left( \frac{1 - \pi_t}{N - 1} \right)^{1 - \delta_{w_t, D_t^j}} \right] P(D^j) \quad (6.10)
\]

where \( \delta_{w_t, D_t^j} \) is the Kronecker delta, where \( \delta = 1 \), when \( w_t = D_t^j \) and \( \delta = 0 \), when \( w_t \neq D_t^j \); \( \pi_t \) is the ErrP classifier confidence; and \( \frac{1 - \pi_t}{N - 1} \) is the remaining ErrP classifier confidence that is evenly distributed across the remaining \( N - 1 \) characters in the grid.

### 6.3.2 Results

The character and word accuracies for the raw P300 speller and with spelling correction were calculated. Participant-specific results are shown in Figure 6.7(a), ordered according to raw P300 speller character accuracy. Figure 6.7(b) and (c) show pooled participant results. Statistical analyses for the character and word accuracies revealed a significant difference in the means of at least two algorithms \( p < 0.05 \), and pairwise comparisons are shown in Table 6.1 and 6.2.

Figure 6.7(b) compares character-based correction with the ErrP classifier to word-based correction with a simple dictionary correction. It can be observed that correcting whole words with errors is more beneficial compared to the character-based method proposed by Perrin *et al.* [91], as word-based correction utilises the positional context of errors to generate word alternatives. Even with just one sequence of data prior to character selection, a simple dictionary correction was able to yield a significant increase in participant accuracy, with 35-185% improvement in character accuracy.
FIGURE 6.7: Participant results for P300 speller accuracy, with and without use of spelling correction algorithms. (a) Participant-specific results for all the correction algorithms, ordered by increasing raw P300 speller character accuracy. (b) Pooled results comparing character-based (Perrin et al. [91]) and word-based (simple dictionary) spelling correction. (c) Pooled results comparing the effect of including additional information from either the ErrP or P300 classifier to a simple dictionary spelling correction.
Successfully deleting and replacing erroneous characters that are flagged by an ErrP classifier requires high discriminability performance by the ErrP classifier. At these ErrP detection performances, utilising the Perrin et al. method of replacing erroneous characters with the next most probable character negatively impacted accuracy, ranging from -51 to 0%. It is possible that the Perrin et al. correction method was adversely affected by the limited amount of data collection prior to character selection, as more data could have led to sparser character probability distributions where likely and unlikely characters are better separated. However, there is no guarantee that if the ErrP classifier correctly flags and deletes an erroneous character, substitution with the next most probable character will correspond with the target. These results highlight the benefit of including language information, especially under the challenging condition of limited training data for ErrP classification.

Figure 6.7(c) illustrates the potential benefit that could be obtained by adding information about the confidence in each character to simple dictionary correction. The performance of the ErrP classifier correction method (32-185%) is comparable to that of a simple dictionary correction, suggesting no additional benefit in attempting to correct errors at these ErrP detection rates. However, with perfect ErrP detection, a significant benefit occurs (43-433%), suggesting that the knowledge of incorrect characters can be beneficial to word correction. Relying on cumulative P300 classifier score rankings of letters to rank words, as in Ahi et al. [94], has some benefit to word correction (37-416%); however, the Bayesian approach that uses a noisy channel model further improves performance (44-416%). Furthermore, performance with the noisy channel model with Bayesian character probabilities is similar to that with perfect ErrP detection. This suggests that training an additional ErrP classifier to flag erroneous characters in the P300 speller may not be necessary as spelling correction can be achieved with a dictionary by utilizing the error information that is encoded in the P300 classifier responses.
Table 6.1: Statistical pairwise comparison between correction algorithms: Character performance

<table>
<thead>
<tr>
<th>ALGORITHM</th>
<th>Raw P300 + Std</th>
<th>Simple + dictionary</th>
<th>Ahi et al. + dictionary</th>
<th>Bayesian + dictionary</th>
<th>Oracle ErrP + dictionary</th>
<th>Perrin et al. + dictionary</th>
<th>ErrP + dictionary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw P300 spellers</td>
<td>73.3 ± 41.11</td>
<td>115.47 ± 51.14</td>
<td>131.47 ± 52.80</td>
<td>139.26 ± 54.10</td>
<td>139.87 ± 52.80</td>
<td>49.84 ± 26.88</td>
<td>114.85 ± 50.19</td>
</tr>
<tr>
<td>Simple dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ahi et al. + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayesian + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oracle ErrP + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perrin et al. + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ErrP + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Character accuracy is out of 266 characters. Analysis performed using repeated measures ANOVA (p-value < 0.05), with Bonferroni adjustment for pair-wise comparisons.

**LEGEND**: †, significantly higher; ‡, significantly lower. Legend entries are interpreted row-wise.

Example: Entry † in (x, y) means performance of the algorithm in row x is significantly higher than that in column y.

Table 6.2: Statistical pairwise comparison between correction algorithms: Word performance

<table>
<thead>
<tr>
<th>ALGORITHM</th>
<th>Raw P300 + Std</th>
<th>Simple + dictionary</th>
<th>Ahi et al. + dictionary</th>
<th>Bayesian + dictionary</th>
<th>Oracle ErrP + dictionary</th>
<th>Perrin et al. + dictionary</th>
<th>ErrP + dictionary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw P300 spellers</td>
<td>1.58 ± 2.09</td>
<td>12.16 ± 7.34</td>
<td>12.74 ± 8.90</td>
<td>16.63 ± 9.25</td>
<td>16.37 ± 7.92</td>
<td>0.74 ± 0.93</td>
<td>11.74 ± 7.24</td>
</tr>
<tr>
<td>Simple dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ahi et al. + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayesian + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oracle ErrP + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perrin et al. + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ErrP + dictionary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Word accuracy is out of 50 words. Analysis performed using repeated measures ANOVA (p-value < 0.05), with Bonferroni adjustment for pair-wise comparisons.

**LEGEND**: †, significantly higher; ‡, significantly lower. Legend entries are interpreted row-wise.

Example: Entry † in (x, y) means performance of the algorithm in row x is significantly higher than that in column y.

### 6.4 Discussion

The BCI selection process is error prone and erroneous selections have to be detected and corrected to effectively convey a user’s intent in a timely fashion. Attempting to correct every erroneous selection leads to an increase in spelling time, sometimes to levels that may not be practical for communication. The potential increase in spelling time can be predicted based on modeling the dynamics of the error correction mechanism to evaluate the utility of an error correction algorithm. Theoretical estimates for the effective number of selections required to achieve 100% accuracy, which were verified with simulations of different error correction mechanisms, can be
be used to evaluate the utility of error correction mechanisms.

The conventional method of active user correction, where the user initiates the erroneous character revisions, is limited in efficacy to users with high accuracy levels. ErrP-based correction has been proposed as an alternative error correction mechanism for BCI systems. With a P300-ErrP cascade, a user can potentially save the time necessary to initiate and execute a deletion command with automatic vetoes upon ErrP detection. However, the overall benefit of a hybrid P300-ErrP correction mechanism needs to be evaluated based on the combined performance characteristics of P300 speller selection and ErrP detection.

ErrP detection requires the collection of a substantial amount of training data in order to be accurate, and the accuracy of the detection drives the efficacy of ErrP-based correction mechanisms. From the comparison study, the difference between the accuracies of the trained ErrP-based correction method and the oracle ErrP-based correction method was statistically significant, both for characters (difference of approximately 25 characters correct) and words (difference of approximately 4 words correct). This suggests that additional training data would be required to achieve the full potential of ErrP-based correction. However, by relying on language information and P300 classifier outputs, equivalent performance to the oracle ErrP-based correction method was achieved at a much reduced cost in time and effort.

The Bayesian correction algorithm has the further advantage of being applicable to other ERP-based spelling BCIs with probabilistic data collection algorithms. In addition, it can also be incorporated within any probabilistic-based spelling correction algorithm. Spell-checking algorithms have been widely studied for other applications and can be exploited for BCI spelling applications [117]. For example, although unigram word probabilities were used, additional context within sentences can be provided via higher order $n$-gram language models for context-based spelling correction, especially for detecting and correcting real-word errors. While an on-line
implementation was beyond the scope of this study, the oracle ErrP-based correction algorithm provided an estimate of the upper bound on performance with an ErrP-based correction system. In this offline analysis, the Bayesian correction method achieved similar performance to the upper bound of an ErrP-based system, suggesting the potential for correction without ErrP detection.

However, the Bayesian spelling algorithm requires further development prior to on-line BCI spelling applications. The performance of dictionary-based correction is dependent on the language models developed from a compiled corpus. A user-specific body of text can provide more language context and it can be updated and smoothed periodically to handle out-of-vocabulary words. Another issue is the detection of word boundaries/space characters prior to performing spelling correction. Most P300 speller studies design their spelling tasks with single words and in this study, the words were extracted from phrases, hence the target word length is known a priori. In addition, dictionary-based spelling correction is not applicable to numbers or command options if they are BCI choices. Natural language processing tools like word segmentation/tokenisation [118] or techniques from optical character recognition [119] can be exploited to further improve the performance of BCI spellers for more practical use for the target BCI population.
The focus of this research was to develop adaptive algorithms that take into account the physical limitations of the target BCI population to improve the efficiency of ERP-based spellers for real-world communication. Given the non-stationarity of a user’s BCI performance, inter-user performance variability and the wide array of messages that can be communicated with a BCI system, it was hypothesised that building adaptive capabilities into the BCI system would provide an efficient way for improving BCI speller performance. In this work, three key areas in the BCI system framework were identified for improving user performance: the visual interface, the target character estimation process and correcting the target selection process. In addition, developing a BCI performance prediction method that is flexible to a wide array of BCI modalities provides a useful cost and time efficient tool to assess BCI performance. The major contributions of this work are summarised below, as well as suggestions for future work.

**BCI Performance Prediction**

Previous methods for BCI performance prediction that have been presented in the literature rely on regression analysis using noisy empirical estimates or use a proba-
bilistic model approach that is limited to the row-column paradigm and static data collection. In Chapter 3, a new method was proposed to predict the performance of a generic BCI system based on random variable analysis of the BCI target character estimation algorithm. Specifically, for the P300 speller, the proposed method is independent of the stimulus presentation paradigm and accounts for dynamic data collection. The proposed method also accounts for changes in a user’s performance level as performance is quantified with the classifier detectability index. Results from previous online studies with the Bayesian dynamic stopping algorithm provided validation for the proposed method as online participant performances were consistent with predictions.

The new prediction method has significant theoretical and practical implications as it provides a powerful offline analysis tool to assess BCI performance without extensive online testing. Although the focus of this work was on P300 spellers, the random variable analysis technique presented here to derive BCI performance measures could be applicable to any decision-based BCI in which 1-of-M choices is selected. A similar methodology could be employed to validate the proposed prediction method in other BCI modalities.

*Information Optimisation*

The stimulus presentation paradigm of an ERP-based BCI controls how ERPs are elicited in the brain. The relative strengths of the ERP responses are affected by stimulus timing parameters. In particular, the time interval between target stimulus events affects the ability of the brain to elicit a strong P300 ERP response with every target character presentation. These TTI-related effects can limit the performance of a given stimulus paradigm, especially if short TTIs are predominant. It was hypothesised that BCI performance can be improved by maximising the information content that is presented to the user via the stimulus presentation pattern: an approach that exploits coding theory by modeling the BCI as a noisy communication
channel. However, previous approaches to exploit information theoretics in designing new stimulus presentation paradigms did not lead to improved performances as had been predicted. It was hypothesised that these previous approaches failed to properly model the P300 channel dynamics as that of a channel with long term memory to target stimulus events.

In Chapter 4, a new method was proposed that uses performance-based parameters in a greedy search algorithm to develop a codebook for a new stimulus paradigm that minimises TTI-related effects and improves performance. In particular, the proposed stimulus paradigm development method is a theoretical application of the BCI performance prediction method developed in Chapter 3. In a time efficient manner, the prediction method was used to estimate and compare the relative performances of a large number of possible codeword combinations prior to any performance evaluation with simulations or online testing. In an online study, the new performance-based paradigm statistically significantly improved performance across a wide range of participant performance levels from the conventional row-column paradigm. This study also provided further validation of the proposed BCI performance prediction method as the online results were consistent with offline predictions. By considering a more realistic model of the P300 channel dynamics, this work demonstrates that BCI performance can be improved with a principled design of the stimulus presentation paradigm. The new performance-based paradigm requires further testing to confirm these results from non-disabled participants in a target BCI user population.

It is hypothesised that the stimulus presentation paradigm development process can be further adapted with language information. In this work, a uniform distribution was assumed over characters when developing the performance-based paradigm. This work suggests that a language model can be used to guide the character-to-codeword assignment process such that the temporal correlation of the cumulative responses between characters that are highly likely is minimised. Also, the language
model can be used to determine the frequency of presentation such that characters that are highly likely are presented relatively more frequently than other characters that are not as likely. For example, in the case of a bigram language model, a new codebook can be developed based on letter probabilities as determined from the previously selected character.

*Target Character Estimation*

BCI use requires repeated data measurements to enhance the low SNR associated with brain responses that are used as control signals in order to improve the accuracy of the target character estimation process. The conventional static data collection strategy limits the BCI from adapting to acute changes in a user’s performance level during BCI use. Dynamic data collection has been shown to improve performance by adapting the amount of data collection based on a user’s current SNR conditions [24]. In this work, a viable Bayesian dynamic stopping algorithm was developed and tested in both healthy and target BCI users, with results indicating the potential advantage of using an adaptive data collection to improve P300 speller efficiency. Importantly, the Bayesian dynamic stopping algorithm was well-received when tested in a target BCI user population.

Additional benefits can be derived with the inclusion of language information in the target character estimation algorithm. It was hypothesised that instead of a simple letter bigram model, a more complex language model that exploits more of the user’s spelling history might potentially improve performance in the ALS population. In Chapter 5, an enhanced Bayesian dynamic stopping algorithm that included a more complex language model was proposed, the $n$-gram DAPS model, which uses all of a user’s spelling history. The $n$-gram DAPS model exploits the Bayesian probabilities obtained from previous character selections to generate multiple word prefix options to develop the language model probabilities for the subsequent character. The language model considers multiple prefix options that are validated with a dic-
tionary, and this potentially minimises the need for erroneous character revisions. In an online study using non-disabled participants, a statistically significant reduction in the character selection time was obtained with the \( n \)-gram DAPS model compared to the bigram model. Also, there is the potential to improve accuracy with higher order language models in lower performing participants.

The complexity of the language information utilised in BCI spellers could be further increased to adapt the BCI for more realistic communication scenarios such as free-spelling sentences or phrases. This includes the use of functional commands, such as a “backspace” character, and additional considerations for word-space boundaries. Predictive word options have the potential to increase the BCI speller communication rates, especially for low-performing participants who generally have relatively higher character selection times. However, the manner by which this information is integrated into a BCI speller can negatively affect performance especially if it requires a changing user interface with multiple menu options, e.g. [86]. Nonetheless, a few online studies have shown that the cognitive load of a predictive user interface paradigm can be minimised by using a word selection process that is similar to single-character selection. For example, by either using a two-step word selection process as in [120] or integrating the predictive word options directly into the speller interface, as in [87]. In both studies, a significant increase in spelling speed was obtained with both predictive spellers compared to a conventional speller interface. In Kaufmann et al., (2012) there was no significant detriment to participant accuracy using the predictive speller [87].

Directly integrating predictive word options into the BCI speller grid as in [87] allows the flexibility for a user to either select one of the suggested word options or continue with single-character selection. However, previous methods of integrating word prediction (e.g. [87, 120]) used only word frequency to select the word options. This work suggests that there might be a positive benefit to including additional
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information based on the likelihood of characters obtained from the target character estimation process. The word options could be generated based on the prefix search method from the $n$-gram DAPS model, with the word options updated, if necessary, based on the user's spelling history. A simpler language model can still be used in the character probability initialisation step, taking into consideration the word options in the grid. It is hypothesised that the dual use of language information in the target character estimation process as well as the user interface will offer more opportunities to increase the BCI speller throughput.

**Error Correction**

Automatic error identification and correction has the potential to improve BCI communication efficiency. ErrP-based corrective mechanisms that use elicited brain responses to errors have been proposed to automatically delete erroneous BCI actions upon ErrP detection. However, implementing ErrP-based mechanisms comes at a cost in data and time. Rather than perform corrective actions on a character-by-character basis, this work suggests word-based spelling correction as a more effective alternative as it uses *a priori* language information by considering the positional context of errors in words.

In this work, a spelling correction algorithm was proposed within the framework of probabilistic data collection algorithms for BCI spellers that does not rely on ErrP detection: a noisy channel model (NCM) with Bayesian character probabilities which combines information that is already available from the target character estimation process and dictionary-based suggestions to correct misspelled words. The offline analysis presented in Chapter 6 demonstrates that the proposed Bayesian NCM spelling correction algorithm achieves comparable improvements from raw P300 speller accuracy to that of an "oracle" ErrP-based correction method for which perfect ErrP detection was assumed [116]. This suggests that the Bayesian NCM method with P300 classifier confidences may provide a more reliable approach to
spelling correction than developing an ErrP-based correction system. The Bayesian correction algorithm has the further advantage of being applicable to other ERP-based spelling BCIs with probabilistic data collection algorithms. In addition, the Bayesian correction method can also be incorporated within any probabilistic-based spelling correction algorithm. While an on-line implementation was beyond the scope of this study, the oracle ErrP-based correction algorithm provided an estimation of an upper bound for an ErrP-based correction system. In the offline analysis, the Bayesian correction method achieved similar performance to the upper bound of an ErrP-based system, suggesting the potential for error correction without ErrP detection.

However, the Bayesian spelling correction algorithm requires further development prior to online BCI implementation. The performance of dictionary-based correction is dependent on the language models developed from a compiled corpus. A user-specific body of text provides more language context and it can be updated and smoothed periodically to handle out-of-vocabulary words. Although unigram word probabilities were used in this study, additional context within sentences can be provided via higher order language models for context-based spelling correction, especially for detecting and correcting real-word errors [117]. Another issue is the detection of word boundaries or space characters prior to performing spelling correction within the context of phrases or sentences. Most P300 speller studies, including those in this work, design spelling tasks with single word copy-spelling. In this spelling correction study, the words were extracted from phrases, hence the target word length was known \textit{a priori}. In addition, dictionary-based spelling correction is not applicable to numbers or command options in the speller grid. Other natural language processing tools like word segmentation/tokenisation [118] or techniques from optical character recognition [119] can be exploited to further improve the performance of BCI spellers for more practical use for the target BCI population.
In summary, a BCI user is constantly adapting and modifying their behaviour in real-time in response to device use and feedback. Building adaptive capabilities into BCI algorithms can potentially give the BCI system the flexibility to improve P300 performance by adjusting system parameters in response to changing user inputs. The parameters of the stimulus presentation paradigm can be modified to modulate and enhance the elicited ERPs to improve user performance. The predictability of language can be exploited to improve the target character estimation process and to perform error corrections. The studies presented in this work provide evidence that the methods proposed in this document for incorporating adaptive strategies in the stimulus paradigm, target character estimation algorithm and for post-selection error correction, have the potential to improve BCI communication rates, both in accuracy and spelling speed. This research hopes to contribute towards transitioning the BCI from a research tool to a viable communication alternative for daily home use to improve the quality of life of individuals with severe physical limitations by enabling them interact with their family, friends and environment.
Appendix A

Random Sums

Let $X$ and $Y$, be two continuous random variables, with probability density functions (pdf), $f_X(x)$ and $f_Y(y)$, respectively. Their sum, $Z = X + Y$ is a random variable with pdf $f_Z(z)$, where $f_Z$ is the convolution of $f_X$ and $f_Y$:

$$f_Z(z) = (f_X * f_Y)(z)$$

$$= \int_{-\infty}^{\infty} f_X(z - y) f_Y(y) dy$$

$$= \int_{-\infty}^{\infty} f_Y(z - x) f_X(x) dx \quad (A.1)$$

Hence the pdf of a sum of more than two random variables, $\Omega = X + Y + \ldots + Z$, can be obtained via successive convolutions:

$$f_\Omega(\omega) = (f_X * f_Y * \ldots * f_Z)(\omega) \quad (A.2)$$

$$\quad (A.3)$$

Given a sequence of independent and identically distributed random variables, $Z_1, Z_2, \ldots, Z_T$, consider the random sum [97]:
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where the number of observations, $T$ is also a random variable. For a fixed value, $T = t$, the conditional expected value of $S$ can be obtained:

$$E[S | T = t] = \sum_{i=1}^{t} E[Z_i]$$

$$= tE[Z]$$  \hspace{1cm} (A.5)

where $E[\cdot]$ is the expected value of the random variable. Using the theorem of total expectation, the expected value of $S$ can be obtained:

$$E[S] = \sum_{t} tE[Z]p_T(t)$$

$$= E[Z] \sum_{t} tp_T(t)$$

$$= E[Z]E[T]$$  \hspace{1cm} (A.6)

(A.6) is referred to as *Wald’s equation*. 

\[ S = Z_1 + Z_2 + \ldots + Z_T \]  \hspace{1cm} (A.4)
Appendix B

Random Inequalities

Given two random variables, $X$ and $Y$, with joint probability density function (pdf), $f_{X,Y}(x,y)$, and marginal pdfs, $f_X(x)$ and $f_Y(y)$, respectively, the probability that $X$ is less than $Y$ can be determined accordingly:

$$P(X < Y) = \int_{-\infty}^{\infty} P(X < Y | Y = t) f_Y(t) dt$$

$$= \int_{-\infty}^{\infty} \left\{ \int_{-\infty}^{t} f_{X|Y=t}(t) \right\} f_Y(t) dt$$

$$= \int_{-\infty}^{\infty} F_{X|Y=t}(t) f_Y(t) dt$$  (B.1)

where $F_{X|Y}$ is the conditional cumulative distribution function (cdf) of $X$ given $Y$. If $X$ and $Y$ are independent, then their marginal pdfs are independent of each other:

$$P(X < Y) = \int_{-\infty}^{\infty} F_X(t) f_Y(t) dt$$  (B.2)

For example, for a bivariate normal distribution with mean vector, $\mathbf{M}$, and covariance matrix $\Sigma$,
\[
\begin{bmatrix}
X \\
Y
\end{bmatrix} \sim \mathbf{M} = \begin{bmatrix}
\mu_X \\
\mu_Y
\end{bmatrix}, \quad \Sigma = \begin{bmatrix}
\sigma_X^2 & \rho \sigma_X \sigma_Y \\
\rho \sigma_Y \sigma_X & \sigma_Y^2
\end{bmatrix}
\]
the parameters of the conditional pdf, \(f_{X|Y}(x|y)\), are:

\[
\begin{align*}
\mu_{X|Y} &= \mu_X + \rho \left( \frac{\sigma_X}{\sigma_Y} \right) (Y - \mu_Y) \quad \text{(B.3a)} \\
\sigma_{X|Y}^2 &= \sigma_Y^2 (1 - \rho^2) \quad \text{(B.3b)}
\end{align*}
\]

If \(\rho = 0\), i.e. \(X\) and \(Y\) are uncorrelated, hence independent since they are jointly Gaussian, a closed form solution can be obtained:

\[
P(X < Y) = \Phi \left( \frac{\mu_Y - \mu_X}{\sqrt{\sigma_Y^2 + \sigma_X^2}} \right) \quad \text{(B.4)}
\]

where \(\Phi(\cdot)\) is the cdf of the standard normal probability distribution.
Appendix C

The Maximum of $M$ Random Variables

Given $M$ random variables, $X_1, ..., X_M$, the probability that the maximum of the random variables, $\max(X_1, ..., X_M)$, is less than a certain value, $z$, $P(\max(X_1, ..., X_M) < z)$ is equivalent to evaluating the joint cumulative distribution function (cdf) of $(X_1, ..., X_M)$ at $z \mathbf{1}_{1 \times M}$, $P(X_1 < z, ..., X_M < z)$.

Alternatively, a random variable can be defined, $Z = \max(X_1, ..., X_M)$, with cdf, $F_Z(z) = P(Z < z)$.

- If the $X_i$’s are independent, then the cdf of $Z$ is the product of the individual cdfs of the $M$ random variables [97]:

$$F_Z(z) = \prod_{i=1}^{M} F_i(z) \quad (C.1)$$

- If the $X_i$’s are correlated and not necessarily identically distributed, some approaches have been proposed in the literature to approximate the probability distribution of $Z = \max(X_1, X_2, ..., X_M)$ [105, 106, 121, 122, 123].
The most commonly used is Clark’s formula for approximating the probability distribution of the maximum of correlated normal random variables [105]. Given two variables, $X_1 \sim \mathcal{N}(\mu_1, \sigma_1^2)$ and $X_2 \sim \mathcal{N}(\mu_2, \sigma_2^2)$, with correlation coefficient, $\rho$, the probability distribution of $Z = \max(X_1, X_2)$, can be approximated with another Gaussian, $Z \sim \mathcal{N}(\mu_z, \sigma_z^2)$:

\begin{align*}
a &= \sqrt{\sigma_1^2 + \sigma_2^2 - 2\rho \sigma_1 \sigma_2} & \text{(C.2a)} \\
\alpha &= (\mu_1 - \mu_2)/a & \text{(C.2b)} \\
\mu_Z &= \mu_1 \Phi(\alpha) + \mu_2 \Phi(-\alpha) + a \phi(\alpha) & \text{(C.2c)} \\
\sigma_Z^2 &= (\mu_1^2 + \sigma_1^2) \Phi(\alpha) + (\mu_2^2 + \sigma_2^2) \Phi(-\alpha) + (\mu_1 + \mu_2) a \phi(\alpha) - \mu_Z^2 & \text{(C.2d)}
\end{align*}

where $\phi(\cdot)$ and $\Phi(\cdot)$ are probability density function (pdf) and cdf values evaluated using the standard normal distribution. Extending from (C.2a-C.2d), the correlation coefficient of the maximum of two random variables, $\max(X_1, X_2)$, and another random variable, $X_3$ is:

$$
\rho(X_3, \max(X_1, X_2)) = \frac{\sigma_1 \rho_1,3 \Phi(\alpha) + \sigma_2 \rho_2,3 \Phi(-\alpha)}{\sigma_Z} & \text{(C.3)}
$$

where $\rho_{i,j}$ is the correlation coefficient of $X_i$ and $X_j$.

Hence, given a set of normally distributed random variables, the parameters of the probability distribution of $\max(X_1, X_2, ..., X_M)$ can be calculated recursively:

$$
\max(X_1, X_2, ..., X_M) = \max(X_M, \max(X_1, ..., X_{M-1})) \\
= \max(X_M, \max(X_{M-1}, \max(X_1, ..., X_{M-2}))) & \text{(C.4)}
$$
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Appendix D

Truncated Sequential Likelihood Ratio Test

The truncated sequential likelihood ratio test (SLRT) is similar to the untruncated SLRT (3.7), but for an imposed data collection limit, $t_{\text{max}}$ and a new decision rule at $t_{\text{max}} [103]$

For $t < t_{\text{max}}$, $\Lambda_t$
\[
\begin{cases} 
\leq A \Rightarrow \text{stop, choose } H_0 \\
\geq B \Rightarrow \text{stop, choose } H_1 \\
\in (A, B) \Rightarrow \text{take another sample}
\end{cases}
\]

(D.1a)

For $t = t_{\text{max}}$, $\Lambda_t$
\[
\begin{cases} 
< \Gamma \Rightarrow \text{choose } H_0 \\
\geq \Gamma \Rightarrow \text{choose } H_1
\end{cases}
\]

(D.1b)

where $t_{\text{max}}$ is the pre-set data truncation limit, $A$ and $B$ are defined according to (3.7), and $\Gamma$ is a threshold value to decide on a hypothesis at $t = t_{\text{max}}$ with $A \leq \Gamma \leq B$.

To evaluate the performance of the truncated SLRT conditioned on a hypothesis, $H_i$, the probability density function of the cumulative sum of the log-likelihood ratios, $\ln \Lambda_t = \sum_{r=1}^{t} \ln \lambda_r$, has to be evaluated, given that $A < \ln \Lambda_n < B$ for $n = 1, \ldots, t - 1$. For a given hypothesis, $H_i$, let $P_i(z, t)$ denote the cdf probability, $P(\ln \Lambda_t \leq$
\[ \lambda < \ln \Lambda_n < \mathcal{B}, n = 1, \ldots, t - 1 \], with the corresponding pdf, \( p_i(z, t) \). Successive convolutions are required to determine the pdf, \( p_i(z, t) \), at different time indices:

\[
\begin{align*}
    p_i(z, 1) &= g_i(z) \\
    p_i(z, t) &= \int_a^b p_i(u, t - 1) g_i(z - u) du, \quad t > 1
\end{align*}
\]  

(D.2a) (D.2b)

where \( g_i(z) \) is the pdf of \( \ln \lambda \) under a given hypothesis, \( H_i \), i.e. \( p(\ln \lambda | H_i) \); \( a = \ln \mathcal{A} \) and \( b = \ln \mathcal{B} \).

The performance functions for the truncated SLRT can then be derived:

\[
\begin{align*}
    \mathbb{E}^T[T|H_i] &= \sum_{t=1}^{t_{\text{max}}} t P(T = t) \\
    &= \sum_{t=1}^{t_{\text{max}}-1} t \left\{ \int_{-\infty}^a p_i(z, t) dz + \int_{b}^{\infty} p_i(z, t) dz \right\} + t_{\text{max}} \int_{a}^{b} p_i(z, t_{\text{max}} - 1) dz
\end{align*}
\]  

(D.3a)

\[
\begin{align*}
    P(“H_0”|H_i) &= \sum_{t=1}^{t_{\text{max}}-1} \left\{ \int_{-\infty}^{a} p_i(z, t) dz \right\} + \int_{-\infty}^{\ln \Gamma} p_i(z, t_{\text{max}}) dz \\
    P(“H_1”|H_i) &= \sum_{t=1}^{t_{\text{max}}-1} \left\{ \int_{b}^{\infty} p_i(z, t) dz \right\} + \int_{\ln \Gamma}^{\infty} p_i(z, t_{\text{max}}) dz
\end{align*}
\]  

(D.3b) (D.3c)

where \( \mathbb{E}^T[T|H_i] \) is the average number of observations, given that \( H_i \) is the true hypothesis; \( P(“H_j”|H_i) \) is the probability of deciding \( H_j \), given that the true hypothesis is \( H_i \).
Appendix E

Character Probability Initialisation in the Forward Algorithm

Algorithm 6: Forward Algorithm with a Second Order Markov Model [124]

Input: \( M \) = Number of model states, \( \{s_1, s_2, ..., s_M\} \); \( O_T \) = observations, \( \{o_1, o_2, o_T\} \); \( \Pi \) = initial probability vector; \( a \) = transition probability matrix; \( b \) = state observation likelihood function

Output: \( \alpha_T \) = Character initialisation probabilities

1. Function forwardAlgorithm(M, O_T, \Pi, a, b)
2. \( \triangleright \) Probabilities computed \( \forall (i,j,k) = 1, 2, ..., M \)
3. for \( t = 1 : T \) do
4. if \( t = 1 \) then
5. \( \alpha_1(i) = \pi_i b_i(O_t) \)
6. else if \( t = 2 \) then
7. \( \alpha_2(i,j) = \alpha_1(i) a(i,j) b_j(O_t) \)
8. \( \alpha_2(j) = \sum_i \alpha_2(i,j) \)
9. else
10. \( \alpha_t(j,k) = \sum_i \alpha_{t-1}(i,j) a(i,j,k) b_k(O_t), 3 \leq t \leq T \)
11. \( \alpha_t(k) = \sum_j \alpha_t(j,k), 3 \leq t \leq T \)
12. end
13. end
14. return \( \alpha_T \)

\((c_1, c_2, ..., c_T) = \) A sequence of states
Initial probabilities: \( \pi_i = P(c_1 = s_i) \)
Transition probabilities: \( a(i,j) = P(c_t = s_j | c_{t-1} = s_i), a(i,j,k) = P(c_t = s_k | c_{t-2} = s_i, c_{t-1} = s_j) \)
Emission probabilities: \( b_i(O_t) = P(O_t | c_t = s_i) \)

Forward probabilities: \( \alpha_t(i) = P(c_t = s_i, O_t), \alpha_t(i,j) = P(c_{t-1} = s_i, c_t = s_j, O_t) \)
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