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Abstract

Distributed Computing frameworks belong to a class of programming models that allow developers to launch workloads on large clusters of machines. Due to the dramatic increase in the volume of data gathered by ubiquitous computing devices, data analytic workloads have become a common case among distributed computing applications, making Data Science an entire field of Computer Science. We argue that Data Scientist’s concern lays in three main components: a dataset, a sequence of operations they wish to apply on this dataset, and some constraint they may have related to their work (performances, QoS, budget, etc). However, it is actually extremely difficult, without domain expertise, to perform data science. One need to select the right amount and type of resources, pick up a framework, and configure it. Also, users are often running their application in shared environments, ruled by schedulers expecting them to specify precisely their resource needs. Inherent to the distributed and concurrent nature of the cited frameworks, monitoring and profiling are hard, high dimensional problems that block users from making the right configuration choices and determining the right amount of resources they need. Paradoxically, the system is gathering a large amount of monitoring data at runtime, which remains unused.

In the ideal abstraction we envision for data scientists, the system is adaptive, able to exploit monitoring data to learn about workloads, and process user requests into a tailored execution context. In this work, we study different techniques that have
been used to make steps toward such system awareness, and explore a new way to do so by implementing machine learning techniques to recommend a specific subset of system configurations for Apache Spark applications. Furthermore, we present an in depth study of Apache Spark executors configuration, which highlight the complexity in choosing the best one for a given workload.
A la beauté des rêves, à l’amour qui nous tient.
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Introduction

Datacenters and Distributed Computing

This thesis is written in a time where computer software operate on unprecedentedly seen large datasets, and compute not from one machine but hundreds. Many services used by millions, sometime billions of people, are hosted into dedicated warehouse called datacenters. Those facilities are built around computers, providing an environment where power supplies are highly reliable, cooling a first class citizen, and every piece of hardware is designed for space efficiency and heat concerns. In those environments, the chance that a single component fails is very high, an maintenance teams roam all day to replace hard drives, network cards, memory modules, network cables, routing devices, and so on.

Many efforts have been made to create software platforms providing abstractions to manage a large number of computers. Tools such as OpenStack, Dell Crowbar, Chef and Puppet, Windows SystemCenter, VMware vCenter, Microsoft Azure or Amazon AWS, can be used to deploy, configure, and maintain a large number of computers, making them act all together as single compute units, called clusters.

Among the software operating on such clusters, one can name e-commerce websites, social networks and search engines; databases; online streaming services, such as video and music providers; and so on. A special class of workloads running in datacenters are distributed computing applications. Those applications implement one or several programming model which allow to process in parallel a large amount
of data. There exists various degrees of abstraction to do so: some of them leave a lot of responsibilities to the programmer, while some other aims to provide a new layer of abstraction, where developers do not have to be wary about the underlying infrastructure. The latter have been a huge step in making large datasets and compute resources accessible to non technician scientists and users, empowering the phenomenon known as Big Data.

It is very likely that the amount of data we gather and store, as a society, will keep increasing. While distributed computing frameworks are already providing a neat abstraction to users, they are still in their infancy. We believe that much needs to be done to make those abstractions smarter, able to automatically provide tailored context of execution to their users, and see many places where optimization can be done.

*Defining a new abstraction for Data Scientists*

The abstraction we envision for data scientists and users of Big Data in general, is able to not only hide the details of the underlying infrastructure, but also to automatically adapt to their workload and constraints. Users should be able to solely have to bother about the data they want to operate on, the sequence of operations they want to apply on those data, and a set of constraints which are likely to impact the execution of their computation.

Actually, frameworks such as Apache Spark and Apache Hadoop (thanks to its rich ecosystem), are providing a way to declare a pipeline of operations on a dataset. However, users still have to acquire a large domain expertise to be able to operate those frameworks on the underlying system, as they still have to select the right mix of resources and configure the framework. As, due to the end of Moore’s Law and Dennard’s scaling, hardware heterogeneity is likely to increase in the future, that burden will become increasingly complex, and be a brake for users, even if the
technology provides them ways to do their computation. In addition, as we will detail later, most schedulers expect users to clearly define their resource vectors, a daunting task for non system-experts. Users tend to over estimate their resource demand, a behavior that is punished by many schedulers and hinders user experience. As we see in the next section, profiling and monitoring distributed systems in general is a difficult problem from which we want to take users away.

We present a very high level view of the abstraction we envision in figure 1. First, by one way or another, users craft a request made of the three components we mentioned earlier, and forward it to the system. Then, the system, analyzing that request, is able to pick the right mix of hardware, compute framework, and system configuration, based on user’s request and scheduling policies enforced by the system main’s scheduler. The environment we picture can be managed by a shared state, two level, or monolithic cluster. Such a system could offer automation for users, but also let them control by themselves the tuning, while offering suggestions.

In this thesis, we survey solutions that have been proposed or implemented to optimize such data intensive environments. Very often, those techniques rely on a dataset of monitored data, which allow the system to categorize applications and users based on profiling. It is then possible to make inferences about what factors made a program run successfully, and what not. The idea is to have the system reason about what it has experienced in the past, and formalize the process of analyzing workload behavior. Our own contribution to the topic is the study of recommender systems to proceed with such analysis.
Challenges in reasoning about distributed computing system performance

It has proven extremely difficult to develop a sense of what could go wrong in distributed systems. Failures can be physical (hardware failures) or human (configuration, bug in the software) or a combination of circumstances, like an unexpected corner case which appeared due to a shift in usage patterns. Not only is it difficult to reason about thousands of nodes running the same program together, it becomes even more complicated to do so when several software are interacting together into a complex pipeline of operations, in a tiered ecosystem. From “basic” considerations such as time, consistency, ordering of operations, to more advanced situations where
a workload is decoupled in multiple stages, with intermediary results flowing through
the system from one stage to another, the number of factors impacting the end result
is tremendous.

Monitoring the behaviour of a computer implies understanding the fundamental
of operating systems and architecture: why is some piece of hardware more suited
to a given operation, why are some memory layers slower than others, how can two
processes compete for hardware resources, why is it more expensive to access memory
from a remote NUMA domain, why has the amount of memory allocated to a process
an impact on garbage collection, why processes are CPU, memory, or I/O intensive,
how can a distributed computation, in appearance embarrassingly parallel, still suffer
from unexpected bottlenecks, etc.

The dimensions of those questions get even higher when we start adding machines
to the system: what is the impact of the network, how well are the caching tiers and
storage bays performing, how does the scheduler handle several applications in the
cluster, what is the impact of hardware heterogeneity? What amount of shuffling
data does an application generates, how to partition a dataset to increase the level
of parallelism in the cluster and optimize the performances of individual processes,
what are the constraints imposed by sharing policies in a multi tenant cluster, etc.

At the framework level, many parameters can have an impact on applications’ life
cycle, ranging from the size of the executing processes to the compression algorithm
used to transfer data from and to main memory. The actual modus operandi appears
to be tuning frameworks empirically, based on what seemed to work for previous runs.

As we take more parameters into consideration, the number of dimensions aug-
ment, as so many combinations of system and framework combinations are possible.
Parameters can be conflicting, often implying performance and efficiency trades off,
which makes it hard to pick the right ones. We find that very often, users lack the
expertise required to finely tune their framework to carry at best the workload they
wish to compute, and lack, in their entourage, the presence of experienced people
who can help them in making such decisions.

*Contributions of this thesis*

Our contributions are the following:

1. We briefly discuss techniques to measure Distributed System performances,

2. We introduce the notion of constraints driven resource request,

3. We apply collaborative filtering and recommender systems to Apache Spark
to guide users in configuring their application, and study the viability of such
methods,

4. We discuss representative Apache Spark workloads under different executor
configurations,

5. We provide a software which allow anyone to exploit Spark workloads traces
to visualize performances and get recommendations.
Background and related work
1.1 Distributed Computing Frameworks

The goal of a Distributed Computing framework is to provide an abstraction to developers which allows them to use a large amount of resources while seeing them as an unified pool. The framework will provide a protocol to handle data and task distribution on the nodes, as well as fault tolerance concerns, like relaunching a task which failed (whether it comes from the task or from the node). The framework does not know the underlying topology and must cope with infrastructure evolution. Popular frameworks such as MapReduce and Spark also provide a programming model which allows to reason about a large dataset as a unified piece (location transparency), and to logically split it in a multitude of components independently processed by the cluster’s nodes. The dataset itself is often stored on a distributed file system, on the very same nodes where tasks are processed; developers can control its partitioning, and create a computation pipeline to be applied on each part.

1.1.1 MPI

The Message Passing Interface is a language independent standard allowing programs to communicate with other elements in the system. MPI provides a fundamental building block in distributed computing systems, namely the message passing protocol which allow programs to access the distributed memory in a computer or in remote machines. However, it requires a user to implement message passing in her code, where higher level frameworks such as Spark and Hadoop handle that transparently. The consequence is that users have to know much more about the underlying infrastructure, distracting them from their program. MPI is more often than not categorized as a High Performance Computing (HPC) framework, rather than a Distributed Computing one, however, it shares many properties with the latter.
1.1.2 Hadoop

Apache Hadoop is the open source implementation of the MapReduce paper [13], first published in 2004 at OSDI. The project was started in 2006 by Doug Cutting and Mike Cafarella, employed by Yahoo! at the time. The first official release of the Apache distribution was shipped in 2011.

Hadoop is made of three main building blocks: the distributed file system, HDFS (an open source implementation of the Google File System [17]), the MapReduce API, and YARN [33], the scheduler.

The MapReduce programming model comes from functional programming: a user can apply (map) a function to a set of independent data segments, and then aggregate the intermediate results (reduce). A classic example is an implementation of WordCount, where the user wants to know the number of occurrences of every word in a corpus. First the text is split in a certain number of partitions, which are each mapped to a function which operates local word count in its assigned partition. Then, once map() is done, all the separate intermediate results are joined and merged in a reduce() phase.

Typically, Hadoop’s implementation of Map Reduce stores the data in HDFS, which ensure that a sufficient amount of chunks are available and spread throughout the cluster. YARN implements a technique called delay scheduling [35], which tries to maximize data locality to enhance performances by reducing the cost of network I/O. We discuss further data locality and delay scheduling later in the chapter.

HDFS architecture is a master/slave paradigm, where the master keeps all the information about data placement, and authorization, whereas the slaves store chunks of data and report status to the master regularly. To ensure fault tolerance and availability, each slave has a specified number of replicas (3 by default), which are located in different physical locations to strengthen their resilience to a physical failure. To
ensure consistency, each set of replicas has a primary, which validates (or deny) a sequence of mutations on a piece of data. Enforcing a set of mutations makes the data defined, which means that the version is acknowledged as being the definitive one.

1.1.3 Spark

Apache Spark [37] belongs to a new generation of Distributed Computing frameworks. A key motivation behind Spark was to enhance iterative workloads performances by performing in memory computations. The raw Hadoop implementation is quite inefficient for those workloads, mainly due to the numerous access to disk required to carry the application to its end. Spark made two main contributions that tackle this issue: first it introduce a new type of data structure, called Resilient Distributed Dataset [36], which plays an major role in enabling in memory computing; second, it proposes a rich software architecture that ease the creation of Distributed Computing programs for a wide range of category, such as graph processing, machine learning and streaming.

RDDs are immutable collections of data, which the user can create from an initial storage (HDFS, remote object store, local file, etc), and modify through transformations. At some point, the user can collect the new data generated by such transformations, by collection methods. RDD allows the implementation of a refined version of the MapReduce model, enriching the variety of possible user defined functions, and allowing them to create a real computation pipeline on a dataset. RDDs are computed lazily, which means that only when a user wants to collect the data, will transformations be applied. Each RDD has a lineage, meaning that the sequence of operations applied to the initial slice of a dataset is known and recorded. Tasks in Spark are operations on RDDs. Each operates on a partition of an RDD, and the relationship between tasks is either concurrent or dependent. The nature of tasks
(transformation or collection) defines two type of dependencies: narrow and wide. A narrow dependency is typically the result of two consecutive map() functions on an RDD. A wide dependency often induces a shuffle, meaning that intermediate data must be moved through the cluster to be reduced().

At compile time, Spark analyzes operations applied to RDDs in the program, and generates a Directed Acyclic Graph. It tries to pack as many narrow dependencies as possible in one stage, and typically places both ends of a wide dependency into different stages. Tasks are preferably assigned to workers holding the required data, with a technique called delay scheduling. It allows a task to decline a worker’s offer if it doesn’t hold the data required. Different locality levels are configured, node, rack, and cluster locality, allowing Spark to gradually increase a task’s tolerance to non locality. The framework can carry a computation to its end even in the event of discrete failures by replaying RDD’s lineage.

RDDs can be instantiated in specialized types depending on the type of computation they store data for. For example, there exist graph RDDs, file RDDs, and columnar stores RDDs.

1.2 Distributed Computing Schedulers

There are three main categories of distributed systems schedulers: monolithic, two levels, and shared states schedulers. The first type has a global view of the resource pool, and must implement a variety of possibly conflicting allocation policies for every framework in the cluster. As the amount of specialized frameworks and applications increase, such monolithism is hard to maintain and can become a bottleneck. Two level schedulers, such as Mesos, allocate a pool of resources to a framework, which then implement its own specialized policies at will. Each framework has a partial, locked view of the global resource pool. Hadoop, for example, can use YARN with such a subset to manage concurrent Map Reduce applications. Lastly, shared state
Schedulers offer a global view of the resource to a set of specialized schedulers. They typically reach a higher level of consolidation, and have a great flexibility in terms of differences in the allocation policies, but must carefully manage changes in the global state to mitigate conflicting allocation decisions.

1.2.1 Borg

More than a distributed computing scheduler, Borg [34] not only manage jobs and tasks allocation on a tremendous amount of machines at Google, it also manage their life cycle by setting up operating systems and installing software components, ensures fault tolerance by replacing failing nodes, and provide a whole monitoring ecosystem. In addition, it provides simulators which allow to test new versions of the system, new scheduling policies, and so on, on a subset of the resource, before an actual deployment in production. It also provides a specialized language for users to declare their workload.

Borg operates on cells, which are clusters containing about 10k heterogeneous nodes, defined by the network fabric which interconnects them. Each cell hosts long lived services and short lived batch jobs. Borgmasters have total control over the cell, and each node has a Borglet agent. Initially monolithic, Borgmasters can be replicated (in a Paxos style quorum) to support specialized schedulers accessing a shared state of the cell (inspired by Omega, which we describe later, and is also a Google project).

Borg acts as the kernel of a cell, scheduling tasks on nodes from pending, running, and dead queues. It can prioritize tasks and preempt them to free up resources. It reduces the need for fairness policies by defining resource quotas for each user/application. Those users can define preferences (which we identify as constraints driven resource requests in our terminology), which Borg takes into account. Users are still responsible for declaring the amount of resources they desire for an appli-
cation, and have great incentives to be precise about the amount of resources they request: Borg’s managed ecosystem is priced, and users purchase resource quotas.

Also, as Borg collects a tremendous amount of monitoring data and logs, it is able to perform a lot of internal optimizations, which are prioritized over individual users’ preferences (for the larger good). In addition, it can empirically determine application preferred settings for some users, thought the method used to make such predictions are not disclosed in the paper.

Borg is similar in essence to cluster managers and schedulers used by other, equally sized internet giants: Microsoft’s Autopilot [22], Facebook’s Tupperware [5], and Twitter’s Aurora [4].

1.2.2 Mesos

Mesos is a two level modular scheduler for distributed computing frameworks. The modular design allows it to implement different resource allocation policies. Frameworks implement they own schedulers, which then take responsibility for resource management of their allocated pool.

Mesos aims to be scalable and fault tolerant. It minimize its role in the cluster by simply offering resources from the global pool to frameworks, which can in turn accept or reject those offers. Mesos allocation modules can implement weighed fairness, prioritization, task preemption, and so on. It provides isolation to co-existing frameworks by running containers [7] on workers, where tasks are executed. Mesos’ master is replicated through Zookeeper [8].

The philosophy behind Mesos is, as advocated by Omega and later implemented in Borg, that a monolithic scheduler responsible for providing every possible allocation policies is not maintainable, nor is it scalable. Pushing those features to the frameworks, with a set of “efficiency” incentives, such as a revocation time on workers, and accounting individual allocation time as occupancy from the framework,
makes it in practice much easier to consolidate the cluster with multiple, different frameworks. In a scenario where a large number of users want to use the cluster (and where its operators want to maximize utilization and efficiency) and run dramatically different frameworks, or different versions of the same framework, such a design makes a lot of sense. There is a small risk that a specific mix of frameworks leads to perpetual resource contention, and an overall lower cluster utilization than with statically partitioned shares, but in such cases it might suffice to either statically allocate a partition of the cluster to one of the contending framework, or to switch to a shared state scheduler. Mesos’ paper also mention that such a conflicting combination can lead to resource fragmentation, which results in sub-optimal usage of the cluster.

We note that Apache Spark was initially designed to be a specialized scheduler and framework running on Mesos, to showcase its efficiency.

1.2.3 Omega

Omega is a Google project aiming to tackle the challenges raised by Borg’s monolithism, which was a bottleneck that made it difficult to scale and hard to update with new scheduling policies.

Omega also steps away from the two level resource pools advocated by schedulers such as Mesos, where each framework is given a share of the cluster to use at will. Instead, it allows each framework’s scheduler to access the global state of the cluster, and run its allocation algorithm based on a user defined resource request and the current state of the cluster. In addition, it is possible to let the framework opportunistically claim more than the initial resource request. When a framework scheduler tries to update the cluster state, potential conflicts have to be resolved as the view of the cluster obtained by the framework while starting the allocation might have changed when the algorithm came to an end. A framework updates the
global state in an atomic transaction. If the transaction fails, the framework has to run its scheduling algorithm again, with an updated view of the cluster returned by the transaction.

That mode of operation fits very well environments where the nature of workloads is heterogeneous, with, for example, coexisting long lived services, and short lived batch jobs. It also allows schedulers to implement independent, specialized policies. We note that for contexts where only a handful of frameworks are sharing a cluster, the two level scheduling might be easier to manage out of the box, and that it provides a degree of isolation for jobs not provided by a Shared state scheduler.

1.2.4 YARN

YARN is Hadoop’s scheduler. It was conceived to replace a monolithic implementation of Hadoop, where the programming model and scheduler were an unique block. Its goal is to maximize utilization, while providing reliability and high availability to jobs. Another prized feature of YARN is the support of multiple programming model. Frameworks such as Spark can use it to manage resource allocation. YARN is built of three main components. The Resource Manager (RM), ubiquitous overseer of a global resource pool, can distribute them to users under the form of leases. A lease on a node allow to spawn a process, named container, which can execute tasks. A container has access to a limited amount of memory and cores (CPU time) on the worker node. Each node runs a Node Manager (NM), which interacts with the RM to report its state and let the RM gather a global view of the resource pool through its interactions with each node’s NM. Once an application is accepted and can run on the cluster, an Application Master (AM) is run on one of the allocated nodes. AM will be responsible for coordinating application’s tasks. For example, in the case of Spark, AM will run the application’s driver (in “cluster” mode).

In YARN, users can express to the RM, a ResourceRequest, through the AM,
which specifies a number of containers, their size (memory and cores) and locality preferences. In the paper words, users are expected to “express their needs clearly”.

YARN implements a fair scheduler (HFS [1]), which maximize the share of memory applications can get out of the cluster. Resources can be arranged in pools, which support a hierarchical relationship. HFS can be extended by a technique named Dominant Resource Fairness [18], which maximizes the minimum share of a resource for an application, as well as guarantee some desirable properties such as envy-freeness, strategy-proofness, and gives sharing incentives to users. DRF process users’ ResourceRequest to determine their share.

1.2.5 Octopus

Octopus [29] is a specialized scheduler for Graphlab [25], a distributed computing framework for graph analytics. It tackles the special challenges encountered to schedule concurrently multiple graph processing applications from different users. It does so by applying different placement policies such as First Fit and FIFO with Round Robing Filling, as well as a fair scheduler. Octopus does not preempt running tasks, so might lead to poor performances in certain cases where a particularly long job has to wait for two long ones to finish, for example.

Very relevant to the present thesis are some highlights offered by Octopus’ paper:

1. Demonstration of an "elbow point“ where throwing more resources at the system results in reduced performances,

2. Mention to the importance and difficulty to size executor processes. We quote the paper: "Also, in case of GraphX, it is non-trivial to know the optimal executor memory size and number of cores desirable by a job.,”

3. Mention that while it is possible to predict and recommend such configurations parameters, as in YARN, Borg, and other schedulers, users are still responsible
for declaring their resource vectors. Again, we quote the paper: "Machine learning algorithms can be used to predict the optimal number of nodes required for a job. But currently our scheduler takes this as an input from the user."

1.2.6 Reflections

Across the various scheduler we have presented, a common factor is that they all push toward the user the responsibility of knowing how many resources their application need, as well as running time configurations such as executor size. It is indeed arguable that schedulers themselves should not implement the logic of determining such vectors for users, as it would result in an increase in complexity, equivalent to the one perceived in monolithic schedulers when trying to fit every framework’s specialized allocation policies. However, there is clearly a gap to fill between schedulers and users, as the amount of factors impacting their decision is extremely difficult to think about. Some study reveal how inaccurate users estimation can be when requesting resources [10], which supports our motivations.
1.3 Performance measurements and profiling in Distributed Systems

Distributed Systems have been under profiler’s attention as soon as the first of them were running. Different approaches have been taken, from reactive techniques such as MAPE (Monitor, Analyze, Plan, execute), to more complex modeling [16]. Modeling, in despite of the difficulty of picking a right model, has proved to be a powerful technique which allow operators to make predictions about future executions of similar workloads. Building a model can be made with data that is going to be there anyway, and/or by adding instrumentation to gather more specific ones.

Techniques such as blocked analysis [28] have been developed to identify the impact of a specific component on the overall application behavior. Blocked analysis project the run of an application by simulating infinite bandwidth or memory, and analyzing at which point such abundance could benefit the workload, in order to reveal true bottlenecks.

A whole class of study has been dedicated to stress specific components of a distributed application, leading to the development of micro benchmark suites such as iBench [14]. Such analysis allow to detect workloads’ sensibilities, which in turn helps to measure interference they can cause to each other. This is particularly important in a setting where we try to consolidate applications on the same machines to increase efficiency.

Efforts such as [27] have been focusing on developing a notion of knowledge plane, which convey system’s information and allow to model the system as a more manipulable entity.

Lastly, we mention systems such as Pivot [26], which propose a rich query language to not only leverage dynamic instrumentation but also apply causal tracing techniques to capture more precisely the succession of events in a system which led to a given state.
1.4 Other attempts to optimize distributed computing setups

We mention some other notable attempts to help user configuring their framework. Those are only drops in an ocean of research papers.

1.4.1 Google

The Borg paper mention Google’s attempt to automatize low priority users. Quoting the paper: "Our solution has been to build automation tools and services that run on top of Borg, and determine appropriate settings from experimentation".

1.4.2 Paragon

Our work is greatly inspired by Paragon [15], which uses collaborative filtering with SVD to find a best hardware match for a workload, taking into account hardware heterogeneity and contention for resources. Our system has similar motivations and tries to find the best software configuration for a workload, using IBCF or UBCF recommenders. Ultimately it seems likely that an hybrid model could prevail.

1.4.3 Starfish

Starfish [21] is an optimization system built on top of Apache Hadoop [13]. It uses a profiler to capture workloads’ performances, and provides a “what-if” engine to predict an application’s behavior with different environment parameters. Our work has similar goals, but targets any distributed computing framework. Also, we present a study of collaborative filtering as a way to infer workloads’ configurations for any valued metric, instead of building an application profile to do so.
1.5 Recommender Systems

Recommender systems are a class of machine learning tools that can provide information about user’s preferences in a given context. Some traditional example includes online bookstores which would like to recommend new readings to users, airplane ticket brokers willing to advertise targeted flight promotions, or online music players promoting new songs. The idea is to match users’ preferences to product characteristics.

Quite different mechanisms can be used to build a recommender system, the nature and availability of user’s information being critical to their capabilities and efficiency. Some system might have explicit feedback from users, while some others only have access to implicit ones. We define by explicit feedback a voluntary action from a user, like rating a song, while an implicit feedback would be the fact that a user listened to that song. Explicit feedback often give a sense of appreciation (a high rating being interpreted as enjoyment from the user), while implicit ones are much harder to interpret.

The two main techniques in the field are Content Based and Collaborative Filtering recommenders.

1.5.1 Content Based recommenders

A content based recommender system is based on the information one can gather to characterize users and products. For example, we might define a user as having a gender, an age, a marital status, tastes for pop music and martial arts, and so on; equally, we could define a movie has being an action movie, themed with pop music, and starring a famous - but now deceased - Chinese practitioner of KungFu. The goal of the content based recommender system is to match attributes from the movie (which we will therefore refer to as product) and the user interest for those
attributes.

Content based recommenders are usually built of a content analyzer which defines users and products profiles, and a filtering component which match users to products. The system represents attributes in the form of vectors, and compute similarity by methods such as the cosine similarity or Hamming distance.

The reason why content based recommenders are difficult to craft for complex use case is that many parameters of the system are difficult to gather: how to select the right attributes for a product? What about attributes for fresh users who just entered the system? Also, should we have an human perform the gathering, or can it be delegated to a machine? All those questions pave the way for Collaborative Filtering, which tries to cope with all those uncertainties by automatically discovering patterns in the available data.

1.5.2 Collaborative Filtering

Collaborative filtering is an ensemble of techniques used in machine learning to fill missing entries in user-product matrices in order to build recommender systems. Contrarily to content based filtering, which relies on exhaustive characterization of users and products, collaborative filtering use past user behaviours to identify relationships between them. It has the benefit of not being bound to any particular context, but is suffering from the cold start problem, meaning that when system dispose of very few data, it is hardly accurate. The term has been coined by Goldberg et al., authors of what is arguably the first recommendation system, Tapestry [19].

Two main approaches to collaborative filtering are neighbor based models and latent factor models. The former forms clusters of items or users, identifying a cluster by computing some similarity measure on the existing ratings. In our scenario, a product is a system configuration, and a user an application an its parameter space.

Latent factor models are a third method which can be viewed as an automated
way to characterize users and products, similar to the profile built by content based filtering methods. Actors’ factors can be represented in the form of vectors (for a product, a vector of factors indicate the possession of a factor, for a user, its interest in a set of factors), and a dot product on the “right” vectors can lead to a recommendation. However, as it can be hard to make a mapping between users and product factors, complex matrix factorization techniques such as SVD, CUR, or ALS, are employed.
1.6 Spark survey

We study a representative paper where people use Spark to conduct experiments, and illustrate how the configuration parameters used when benchmarking applications can be difficult to get. Many other papers we read did not specify any configuration, which can be interpreted either as convenient omission, either as a proof that the required expertise to choose a suitable configuration is an obstacle for the authors.

The studied paper [30], is a study of the memory utilization of analytic queries running on the Spark SQL engine. The point is to show that the framework under-utilize the system capacity, which in turn allow for disaggregation, a technique which consist in provisioning separately various resources in a system, such as CPU and memory. Disaggregation makes it easier to scale a specific resource and thus reach the desired infrastructure composition for a workload.

The testbed used is made of 5 nodes, 4 workers and a master. Each worker has a single executor, consuming all of the (dual threaded) 8 cores, and 18 of the 24 GB available on the node. In their workload, a thread inside an executor’s JVM correspond to a query. The evaluation keeps the number of executors fixed, but changes the number of threads (cores) it uses. The authors made many specific tuning to Spark to improve its memory efficiency, which might explain how they gained the expertise required to clearly detail their system configuration. Among the decision they made, we note that they disable shuffle spill, and redirect intermediate data to a tmpfs (in memory) partition. We might ask why they took that decision instead of giving more memory to executors (6GB were still available in the system): if an executor gets out of memory to hold shuffle data, why wouldn’t the tmpfs partition not happen to be in the same situation?

Observing their result, what we see is that they seem to underutilize executor’s memory, for the maximum batch they load in the heap is equal to 100000 * 128B
= 12.8GB. We also note that the maximum bandwidth they measure is peaking at 1.9GB/s, with 16 threads, while they only reach 1.25KB/s for the same amount of data and 8 threads processing it. We ask the question: would they have doubled that 1.25KB/s throughput if they had used two 8 cores executors, with 9GB of memory and half the data each (i.e. loading 50000 * 128B = 6.4GB in memory)? The theoretical bandwidth would then have been 2.5GB/s, nothing that challenge their point (that system’s bandwidth is underutilized), but still a 25% increase of the peak bandwidth. Also, the same reasoning could be applied to their result concerning the data throughput.
Constraint driven resource requests
With regard to the variety of users and contexts they work in, we advocate for constraints driven resource requests. A user might be willing to pay more to have a computation carried faster, but could also accept a significant cutoff in price at the cost of some performance reduction. Those constraints do not dictate scheduler’s policy, nor require any change at their level: constraints determine the way users express their resource vectors. Being able to reason in terms of constraints pave the way for further automation, where the underlying infrastructure offers to a user a set of resources based on her preferences.

We define a few possible constraints users might want to meet. Many other exist, based on whatever indicator can be monitored from the system.

- **Energy efficiency**: Energy relates to cost in many ways, and we would like to carry a computation in a fashion where we obtain maximum performances for minimal energy consumption. While computers are not energy proportionals [12], some hardware are more efficient than others for specific workloads [11].

- **Memory efficiency**: What fraction of time is a workload spending in garbage collection, with regard to the running time? Are there configurations where that fraction is lower than other? What impact does it have on other indicators such as running time? Is the maximum heap usage in a resource container close the amount of memory available to that container? We believe that such questions have a subtle impact on each process, which reverberates throughout the cluster.

- **CPU efficiency**: What fraction of time was spent doing actual computation, versus the amount of blocked time? How close to the allocated CPU share is an application actual CPU utilization? Is the cost of compressing data outweighing the final benefits?
• **Cost efficiency:** Whatever our main constraint is, users might want to put it into perspective with the cost incurred in meeting that constraint. For example, by taking the ratio of dollar to running time, we might conclude that a slightly smaller resource vector will cost much less money and thus be preferable.

• **Geolocalisation:** Application might be preferably launched at a given location, possible a specific subset of racks in the datacenter, or in a specific datacenter where energy is cheaper, or where the legislation about data is more flexible.

Going further, we want to allow users to create complex sets of constraints. Doing so will allow them to assemble a set of factors which they can prioritize: if the scheduler can answer their requests as closely as possible, we expect it will push the quality of users’ experience to a level yet unseen in traditional infrastructures.

We note that a major obstacle to constraint driven resource requests is the complexity to extract monitoring values and craft the right indicator representing at best a constraint.
A recommender system for Apache Spark
3.1 What to recommend for?

As we have seen earlier, there is a variety of factors affecting the performances of a distributed computing workload. We decide to narrow the scope and identify three of them, which are steadily configurable by users: the number of executor process, and their allocated cores and memory. The size of a process has indeed an impact on performance, as our in depth studies will reveal later, for reasons such as heap management, amount and frequency of data shuffled, shared variables between threads, etc. We designate an executor configuration by a code name made of those three factors, and therefore refer to them as such: e-m-c, where e is the number of executor processes, m and c the amount of memory and number of cores, respectively, allocated to each process.

3.2 Determining the initial configuration space

The amount of possible configurations we can generate is tied to the overall amount of resources in the share we have control on. In our testbed, we have 29 workers provided with 14GB of RAM and 8 cores, which yield a total set of about 3200 possible homogeneous combinations. Among those, many are unbalanced configurations, featuring executors with 14GB of RAM and 1 core, or 1GB of RAM and 8 cores, which under utilize the share.

We trim that space to retain two sets of configurations, one of size 26 and the other on size 112. Appendix 1 details both sets. Set a, of size 26 is a "realistic" set where each configuration matches a given ratio of memory to cores, and for each ratio, retain the ones which maximize executor's bin packing on our cluster. We select the following ratios: 4:1, 3:1, 2:1, 1:1, 3:2. Set b aims to create a space with more possibilities for recommendations.

We suspect that no single configuration is a best performer for every application,
so being able to determine the most suitable one will help the system in providing a better user experience. Lastly, some resource scheduler such as DRF assume that a user has one and only one preferred resource vector, which makes the scheduler strategy proof. If a user is now able to specify multiple satisfying vectors, that assumption is challenged.

3.3 picking a model

In order to get accurate recommendations, we need to select an algorithm that fits well with Spark use cases. We also need to define a configuration space which will not be too sparse at the beginning, but still could be extended in the future to get more precise recommendations.

We expect users to split their share in a natural way, meaning that they will use configurations multiples of a resource vector which tend to reach 100% of the worker allocated memory. For example, if our nodes have 14GB of memory and 8 cores, we expect users to create executors with \(< 3.5, 2 >, < 7, 4 >, \text{ and } < 14, 8 >\). Of course, every other vector splitting the original amount is possible and should be envisaged. If we are able to determine that a workload doesn’t need to exploit the whole worker’s allocation, it is possible to feedback that information to the cluster scheduler, allowing a user to free resources, and maybe to save some form of credit or currency for later.

Based on such usage assumption, we imagine that we will have ratings for very few configurations from applications, with regard to the magnitude of the configuration space. This means that, either memory based, model based, and latent factors models will not be able to find similarities for unrated products. One solution to cope with that behavior will be to select a smaller configuration space, made of ”expected” vectors - such as the space \(a\) we described earlier - and extend it over time. Such extension is outside the scope of this work, but could be explored by picking, over
time, configurations outside the space used for the recommender, and performing a serie of workload sampling against them. Once we gather enough sample to meet the model’s sparsity tolerance, we can train it again.

Thinking about the properties of the model, we propose various choices for the system. A memory based model will operate under the assumption that if an applications performed well on a configuration, a similar application is also likely to do well on it. We study later in this chapter a scenario where we use a memory based model. A model based algorithm, which assumes that if an application performed well on a configuration, it is likely to perform well on a similar one, seems intuitively much more correct. However, such models, retaining only a amount $k$ of similar products, are known to lose in accuracy when sparsity augments, as shown in the next chapter. We try both of those models and study their usability in our scenarios.

3.4 validating the model
3.4.1 Testbed

We run our workloads on a testbed of 29 blades, all in the same rack. The blades are HP made, with 8 Xeon L5420 @ 2.50GHz cores and 16GB of DDR2 RAM. Spark Standalone 1.5.0 is running, with Hadoop 2.6.0 providing HDFS. Overall we have at our disposal 232 CPUs and 406GB of DRAM (we limit to 14GB the memory available to executors).

3.4.2 Workloads

We run the following workloads on our testbed:

- WordCount: We use a set of web pages released by Wikipedia, of 44 and 88 GB. WordCount is representative of CPU intensive applications, where the map phase computes a partial count of words, and the reduce phase aggregate those counts.
• **K-means**: A machine learning algorithm popular in data mining. It has been widely used for feature learning and cluster analysis, both important methods in machine learning to characterize a dataset used to train a model. We use Apache Flink [3] to generate datasets of different size, using 4 and 5 data points. K-means is representative of CPU-bound workloads (being an iterative process over the data) as well as I/O bound ones (for the clustering part).

• **Connected Components**: this graph algorithm aims to find connected components in a directed graph. We use a graph representing the web, made available by Google in 2002 [6], composed of a roughly 900k nodes and more than 5m edges.

• **PageRank**: very popular graph algorithm ignited by Larry Page, aiming to rank web pages for their popularity, which is determined by the chance that a random walker ends up on the page and the rank of connected pages. We run it on the same Google graph, shrunk to 1 million edges. PageRank is CPU bound.

### 3.4.3 Training set

We experiment validating IBCF and UBFC models with the configuration space we defined in the previous section and our selection of workloads. First we detail the performances of the model with a set of 6 applications (we run Wordcount and K-means with two different input size). Our objective is to predict configurations for running time. We normalize the scores per application on a 0 to 1 scale.

### 3.4.4 Validation metrics

We measure recommendations’ accuracy by computing the Root Mean Square Error and a custom ranking score. We iteratively measure accuracy against sparsity in the
training set to estimate how much data we need to gather before expecting accurate recommendations.

The ranking score, which we describe in appendix .1, is focusing on ranking accuracy, and punish the model for serious mistakes in rankings. We define a serious mistake as being a product predicted to outperform another, when in reality it is not, and when the predicted performance is further than 10 or 15% lower than the one of the product it is doing prejudice to. A score close to 1 denotes accuracy, while at 0.5, users might be better off picking a configuration randomly than trusting the system. At the contrary, a low RMSE indicates accurate predictions. The Bellkor solution to the Netflix Grand Prize [24] announce an RMSE of 0.8870 for indicators ranging from 0 to 5. On our 0 to 1 scale, it would be equivalent to 0.1774, so we think of an RMSE of 0.17 as being a reasonable accuracy threshold for the recommender system.

3.4.5 Validation results

Figure 3.1 shows accuracy’s evolution for the 112 configuration space and 6 applications, using UBCF. Being 10% tolerant theoretically allows us to run the recommendation system with only 50% of the data, while 15% tolerance allows us to support about 70% sparsity.
Figure 3.2 shows that the same space with IBCF is much less tolerant: we do not calculate RMSE past 40% sparsity as the model is failing to come up with predictions for the missing entries.
Figure 3.2: Accuracy: space 112 IBCF

Figure 3.3 and 3.4 repeat the validation for the 26 configuration space. UBCF seems to be consistently more accurate than IBCF, and we also note that having a smaller configuration space does not help the models operating under sparsity, which makes sense as both of them are relying upon groups of similar users/items to derive predictions. The more difficult it is to find those clusters, the more likely it is that the model won’t be able to predict.
Figure 3.3: Accuracy: space 26 UBCF
3.5 Playing Scenarios

We present a sequence of scenarios where we evaluate the system. We presume that we, a group of users, have been allocated a share of resources in a cluster, and want to run Spark applications on it. We also presume in our scenarios that the recommender’s database has already been warmed up by either previous users in our group or automatic runs of workloads picked from the set of application we wish to run on the cluster. We recognize, but do not address, the cold start problem that the system is facing when users just received their share of resources and haven’t run anything yet. Previous works [38, 31, 32, 9] have been extensively reviewing and looking to solve or mitigate that problem.
We unroll the following scenarios:

1. In the 26 configuration space, 5 of 6 applications have been fully monitored. we train an UBCF model with those data, and then run the 6th application on the top 5 best overall performers observed for the 5 previous applications. Then, we run the recommender and examine the output. We present that experiment with Pagerank, Wordcount, and Connected Components.

2. We replay scenario 1 within the 112 configuration space.

3. We replay scenario 1 with IBCF

4. We replay scenario 2 with IBCF

Those scenario are all exhibiting a cold start problem for a new application entering the system.

3.5.1 Scenario 1

We play the scenario with Pagerank. Table 3.1 displays the top 5 best performers for the previously run applications, alongside the top 5 items proposed by the recommender. We observe that no configuration was predicted being better than our two initial top performers, but when we try the three next ones, we find that 87-4-2 is beating the best time (we also realize that we were recommended a significantly slower configuration, 29-12-6).

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-9-6</td>
<td>52</td>
<td>29-9-6</td>
<td>52</td>
</tr>
<tr>
<td>29-6-6</td>
<td>52</td>
<td>29-6-6</td>
<td>52</td>
</tr>
<tr>
<td>29-8-8</td>
<td>53</td>
<td>29-12-6</td>
<td>72</td>
</tr>
<tr>
<td>29-8-4</td>
<td>54</td>
<td>87-4-2</td>
<td>50</td>
</tr>
<tr>
<td>29-5-5</td>
<td>54</td>
<td>29-12-8</td>
<td>52</td>
</tr>
</tbody>
</table>
Table 3.2 and 3.3 presents the experience with Wordcount and Connected Components, respectively. In the case of Wordcount, this time, we were not able to identify better configurations thanks to the recommender system. If we totally benchmarked the 26 configuration space, we would have discovered that 29-12-6 was the optimal configuration, with a running time of 103 seconds.

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-9-6</td>
<td>110</td>
<td>29-9-6</td>
<td>110</td>
</tr>
<tr>
<td>29-8-4</td>
<td>115</td>
<td>29-8-4</td>
<td>115</td>
</tr>
<tr>
<td>29-7-7</td>
<td>117</td>
<td>232-1-1</td>
<td>161</td>
</tr>
<tr>
<td>29-6-6</td>
<td>120</td>
<td>203-2-1</td>
<td>142</td>
</tr>
<tr>
<td>29-5-5</td>
<td>128</td>
<td>116-2-2</td>
<td>129</td>
</tr>
</tbody>
</table>

For Connected Components, we also could not find a better configurations by exploring the proposed ones. It turns out that one of the initially proposed configuration, 29-5-5, was the best performer across the whole space for CC.

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-5-5</td>
<td>42</td>
<td>29-5-5</td>
<td>42</td>
</tr>
<tr>
<td>29-6-6</td>
<td>44</td>
<td>29-9-3</td>
<td>44</td>
</tr>
<tr>
<td>29-8-4</td>
<td>44</td>
<td>29-8-2</td>
<td>43</td>
</tr>
<tr>
<td>29-8-8</td>
<td>44</td>
<td>58-3-3</td>
<td>47</td>
</tr>
<tr>
<td>29-7-7</td>
<td>47</td>
<td>29-9-6</td>
<td>51</td>
</tr>
</tbody>
</table>

3.5.2 Scenario 2

We repeat scenario 1 with the larger configuration space \( b \). We also assume that previously five applications have been entirely sampled, and try to get recommendations for a sixth one. We get the top 5 overall best performers from our database, run them, and trigger a new iteration of the system to get new configurations to explore.
While we don’t get to discover a better configuration for Pagerank (49s being the actual best running time in this space, fact that we, ignorant users, can’t know), we uncover two better performers for Wordcount, as well as a very slightly better one for CC.

Some behaviours are unveiled by the system: wordcount seems to abhor small executors in favor to bigger ones (from 232-1-1 to 29-5-7). But also, even if it is a CPU bound workload, it still benefits higher memory allocation, as we can from the increase from 29-5-7 to 29-10-6. We study in more details those three executions in the next section.

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-5-7</td>
<td>49</td>
<td>29-5-7</td>
<td>49</td>
</tr>
<tr>
<td>29-4-5</td>
<td>50</td>
<td>29-4-5</td>
<td>50</td>
</tr>
<tr>
<td>29-2-8</td>
<td>53</td>
<td>29-10-4</td>
<td>52</td>
</tr>
<tr>
<td>29-5-5</td>
<td>54</td>
<td>58-5-1</td>
<td>53</td>
</tr>
<tr>
<td>29-3-7</td>
<td>56</td>
<td>29-8-5</td>
<td>56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-5-7</td>
<td>118</td>
<td>29-5-7</td>
<td>118</td>
</tr>
<tr>
<td>29-3-6</td>
<td>122</td>
<td>29-3-6</td>
<td>122</td>
</tr>
<tr>
<td>29-4-5</td>
<td>127</td>
<td>232-1-1</td>
<td>161</td>
</tr>
<tr>
<td>29-5-5</td>
<td>128</td>
<td>87-4-2</td>
<td>107</td>
</tr>
<tr>
<td>29-2-8</td>
<td>137</td>
<td>29-10-6</td>
<td>104</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-5-7</td>
<td>43</td>
<td>29-5-7</td>
<td>43</td>
</tr>
<tr>
<td>29-5-6</td>
<td>44</td>
<td>29-5-6</td>
<td>44</td>
</tr>
<tr>
<td>29-3-6</td>
<td>45</td>
<td>29-10-6</td>
<td>46</td>
</tr>
<tr>
<td>29-4-8</td>
<td>45</td>
<td>87-4-2</td>
<td>49</td>
</tr>
<tr>
<td>29-4-6</td>
<td>45</td>
<td>29-10-4</td>
<td>42</td>
</tr>
</tbody>
</table>
3.5.3 Scenario 3

We replay scenario 1, but this time train the model using item based collaborative filtering. We chose the amount of items per cluster (k) to be 6.

Getting recommendations for Pagerank does not allow us to find better configurations, but we notice that past a certain amount of memory per executors, performances decreases dramatically.

Table 3.7: Scenario 3 PageRank

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-9-6</td>
<td>52</td>
<td>29-6-6</td>
<td>52</td>
</tr>
<tr>
<td>29-6-6</td>
<td>52</td>
<td>29-9-6</td>
<td>52</td>
</tr>
<tr>
<td>29-8-8</td>
<td>53</td>
<td>29-12-4</td>
<td>72</td>
</tr>
<tr>
<td>29-8-4</td>
<td>54</td>
<td>29-14-7</td>
<td>82</td>
</tr>
<tr>
<td>29-5-5</td>
<td>54</td>
<td>29-12-8</td>
<td>52</td>
</tr>
</tbody>
</table>

Meanwhile, running the system for Wordcount allowed us to discover to better configurations again. The trends seems to be in favor of a relatively linear increase in performance by amount of resource thrown to the system.

Table 3.8: Scenario 3 WordCount

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-9-6</td>
<td>110</td>
<td>29-9-6</td>
<td>110</td>
</tr>
<tr>
<td>29-8-4</td>
<td>115</td>
<td>58-4-4</td>
<td>118</td>
</tr>
<tr>
<td>29-7-7</td>
<td>117</td>
<td>29-8-4</td>
<td>115</td>
</tr>
<tr>
<td>29-6-6</td>
<td>120</td>
<td>29-12-8</td>
<td>104</td>
</tr>
<tr>
<td>29-5-5</td>
<td>128</td>
<td>29-10-5</td>
<td>108</td>
</tr>
</tbody>
</table>

Unfortunately, we were not able to discover any better configuration for CC.
Table 3.9: Scenario 3 Connected Component

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-5-5</td>
<td>42</td>
<td>29-5-5</td>
<td>42</td>
</tr>
<tr>
<td>29-6-6</td>
<td>44</td>
<td>29-9-3</td>
<td>44</td>
</tr>
<tr>
<td>29-8-4</td>
<td>44</td>
<td>29-8-2</td>
<td>43</td>
</tr>
<tr>
<td>29-8-8</td>
<td>44</td>
<td>29-6-6</td>
<td>44</td>
</tr>
<tr>
<td>29-7-7</td>
<td>47</td>
<td>29-8-4</td>
<td>44</td>
</tr>
</tbody>
</table>

3.5.4 Scenario 4

In this scenario, we replay the number 2 with IBCF, keeping the number of items in a cluster of similar items to 6. The results are not really satisfying as we are only able to discover one better configuration for Wordcount.

Table 3.10: Scenario 4 PageRank

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-5-7</td>
<td>49</td>
<td>29-5-7</td>
<td>49</td>
</tr>
<tr>
<td>29-4-5</td>
<td>50</td>
<td>29-5-6</td>
<td>49</td>
</tr>
<tr>
<td>29-2-8</td>
<td>53</td>
<td>29-6-6</td>
<td>53</td>
</tr>
<tr>
<td>29-5-5</td>
<td>54</td>
<td>29-4-5</td>
<td>50</td>
</tr>
<tr>
<td>29-3-7</td>
<td>56</td>
<td>29-9-8</td>
<td>53</td>
</tr>
</tbody>
</table>

Table 3.11: Scenario 4 WordCount

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-5-7</td>
<td>118</td>
<td>29-5-7</td>
<td>118</td>
</tr>
<tr>
<td>29-3-6</td>
<td>122</td>
<td>29-6-6</td>
<td>120</td>
</tr>
<tr>
<td>29-4-5</td>
<td>127</td>
<td>29-7-8</td>
<td>121</td>
</tr>
<tr>
<td>29-5-5</td>
<td>128</td>
<td>29-5-6</td>
<td>112</td>
</tr>
<tr>
<td>29-2-8</td>
<td>137</td>
<td>29-3-8</td>
<td>133</td>
</tr>
</tbody>
</table>
Table 3.12: Scenario 4 Connected Components

<table>
<thead>
<tr>
<th>Initial top 5</th>
<th>Runtime</th>
<th>Predicted top 5</th>
<th>Real runtimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-5-7</td>
<td>43</td>
<td>29-5-7</td>
<td>43</td>
</tr>
<tr>
<td>29-5-6</td>
<td>44</td>
<td>29-4-7</td>
<td>47</td>
</tr>
<tr>
<td>29-3-6</td>
<td>45</td>
<td>29-5-6</td>
<td>44</td>
</tr>
<tr>
<td>29-4-8</td>
<td>45</td>
<td>29-6-6</td>
<td>44</td>
</tr>
<tr>
<td>29-4-6</td>
<td>45</td>
<td>29-7-7</td>
<td>47</td>
</tr>
</tbody>
</table>

3.6 Debrief

The predictions are not really accurate for the scenarios emulating a cold start problem, in both our configuration space, for UCBF and IBCF. IBCF handles very poorly sparsity, and won’t be able to make predictions when it is too high. However, running such models is very inexpensive and can help users exploring new configurations. Also, doing so reveals trends in workload performances under varying resource vectors.
Daemon architecture for a recommender system
The system we implement is made of three components: a submit wrapper which receive user’s command and run spark-submit with every option we need to generate logs; a log crawler, and the recommender system, which can be configured to recommend for one or many constraints.

![Diagram of system components]

**Figure 4.1: Implementation of the RS**

The daemon runs periodically and update its recommendation, gaining in accuracy with time as the database growth. Users can consult results from a simple file and try new top recommendations. We ultimately envision automatic executor configurations guided by the system.
Case studies: impact of executor size in Apache Spark
In this section we provide an in depth study of Spark’s behavior for different workloads under some of the configurations we detailed earlier. Specifically we:

1. Study the impact of different configurations for the same amount of resources.

2. Explain what makes some configuration top or worst performers

We proceed to the above analysis with Pagerank, Wordcount and Connected Components. First we look at the global behavior of each application under different configuration, then we look into more details to an application. We then repeat that study across applications to compare them.

Two takeaways from the previous chapter are that different configurations seems to be performing similarly, while they have different amount of resources available and resource partitioning, while some other perform really bad; and that a fleet of smaller executors performs globally worse than a small amount of bigger ones. What we are looking at is the reason why there is a sweet spot for a metric (here running time), given a configuration.

First we study a case where we split an equal amount of resources into different configurations, then we analyze traces for the two best and worst Wordcount configurations. In addition to running time, we analyze executor’s heap usage, CPU load (as a measure of CPU time consumed by the executor’s threads. We capture that information through JAVA’s OSMXBean getProcessCpuLoad() method [2] and trigger the call within our BTrace probe every 0ms), and throughput, the amount of successful tasks per second completed by an application.

**Splitting the same amount of resources**

We study the four following configurations: 232-1-1, 116-2-2, 58-4-4 and 29-8-8. They all sum up to 232 GB RAM and 232 cores. those configurations gradually move from
a large number of thin executors to a small number of big ones. We study the behaviour of Wordcount, Pagerank, and Connected Components.

**Wordcount:**

In figure 5.1, we observe that the delta in running time between 232-1-1 and 58-4-4 is about 25%. Looking at the double histogram 5.1c of CPU load to running time, we observe that 232-1-1 is also the one where executors are consuming the more CPU resource on average. 232-1-1 is behind in terms of throughput. All four configurations are memory efficient in the sense that they always use once close to their maximum heap allocation. Lastly, we note that the bigger the heap, the more time spent in garbage collection overall. We measure that time by adding up the time spent in GC across all executors.
As we are interested in finding out more precisely what makes 232-1-1 a worst
performer, and 58-4-4 a top one, we dive more closely into their respective monitoring data. Figure 5.2 presents information such as the max heap per executor, as well as their average CPU load. Each bar of the bar plots represent an executor. We observe that there are some discrepancies in resource consumption. We find that there are some “light” and “busy” executors, and present some of their memory and CPU consumption life cycles. We observe that each time a new task is launched on the executor, alongside CPU activity, heap space is used as a new RDD partition is loaded in memory. Spark’s LRU policy kicks in frequently, and we can see space freed as well. The reason for the difference between executors activity resides in the fact that, due to load imbalance, some executors are shipped a larger amount of tasks than others.

![Graphs of executors CPU load, busy exec CPU load, light exec CPU load, max heap usage, busy exec heap usage, light exec heap usage.](image)

**Figure 5.2:** Wordcount details for 58-4-4. Blue dots represents tasks’ start, green tasks’ end

The scenario is resemblant for 232-1-1, but, in addition, there are also many
executors which were spawn, did nothing, and died. Figure 5.3 also presents graphs depicting such failed executors. The fact that they consume cpu time on the worker might explain why, in figure 5.1c, we observed that 232-1-1 had the higher CPU activity, in despite of its poor performances. We numbered 16 such executors.
Figure 5.3: Wordcount details for 232-l52. Blue dots represents tasks’ start, green tasks’ end.
Lastly, we report, and present in figure 5.4, that the Driver is consuming more heap in the 232-1-1 case than it does with 58-4-4, which makes sense as it must coordinate much more independent actions that it has to with a smaller fleet of executors.

![Graphs showing heap usage](image)

(a) 232-1-1 Driver heap usage  (b) 58-4-4 Driver heap usage

**Figure 5.4:** Drivers heap usage. Blue dots represents tasks’ start, green tasks’ end

**Connected Components:**

We now study the same configuration set with Connected Components. Figure 5.5 presents the same plot we shown for Wordcount. As we will detail soon, executors are, overall, very lightly loaded in this scenario. We observed that only a handful of executors is actually working for all configurations here. That means that in the case of 232-1-1, we have tons of idle executors, and observed that overall, more than 400 executors were spawned overall. As a result, we were not able to correctly compute the CPU load for it.

116-2-2, in the case of CC, has the same throughput than 232-1-1, and is also displaying the higher time spent in garbage collection overall. Surprisingly, 29-8-8 spent the smallest amount of time in GC. We can also see that the maximum heap ever used for all configurations is very low compared to their allocation. It seems
fair to assume that the dataset we performed Connected Component analysis on was
small compared to the capacity of the cluster, and led to an overall important under
utilization of its resources.
Figure 5.5: Impact of executor configurations on Connected Components

Figures 5.6 and 5.7 shows us the activity pattern for idle, light, and busy executors
for 58-4-4 and 232-1-1, respectively. Even if their lifetime is very short, idle executors
do consume CPU time. Taken at the scale of the hundreds of unnecessary executors
which were spawned, they do account for a lot of resource waste.
Figure 5.6: CC details for 58-4-4. Blue dots represents tasks' start, green tasks' end.
Figure 5.7: CC details for 232-1-1. Blue dots represent tasks’ start, green tasks’ end.
Pagerank:

We conclude our study with Pagerank. We observe in figure 5.8 that the performers are pretty much in the same order. Memory utilization is very poor compared to the allocated amounts, which tends to indicate that Pagerank does not As a notable difference, 58-4-4 is also very high in average CPU load.

As for Connected Components, we observe a terrible imbalance in all the configurations. Figures 5.9 and 5.10 show that a few executors are outliers, in terms of resource consumption. Those Executors appear to be the only one, in each case, to do actual work after having received a task. We believe that the structure of the graph we use for the workloads is ... or delay scheduling...

The reason why 58-4-4 display more discrepancy among its executor's cpu load is because many of them do not die shortly after creation, and keep consuming cpu time while not processing any task.
Figure 5.8: Impact of executor configurations on Pagerank.
Figure 5.9: Maximum heap usage for executors across configurations for Pagerank

(a) 232-1-1 executors max heap

(b) 116-2-2 executors max heap

(c) 58-4-4 executors max heap

(d) 29-8-8 executors max heap
Here we study differences between 2 top and 3 worst configurations observed for wordcount in our setup. We must be very careful when reading the plots, because the amount of resources per configuration, detailed in table 5.1, is not the same for each.

Figure 5.11 present them, by decreasing order of performance. The first thing we observe is that the running time of 29-14-6 and 57-7-3 are very similar, and that they have the exact same number of total resources, which might tone down the impact of partitioning on Wordcount performances, as long as executors have more than one thread. 116-1-2 (which is a worst performer), has significantly less memory.
available than our two top performers, but more cores. 29-8-2 and 29-14-1, which
have both more memory but less cores than 116-1-2, display an even slower running
time. This suggests that Wordcount has a preferred ratio of memory to cores per
executor, which we kind of hover in our experiments. In addition, we observe that
it is the case that most the single threaded configurations, as 29-14-1, are worst
performers.

Looking at the CPU load and memory efficiency plots, we observe that there is
a great difference between the two top performers, which is again not represented in
running time. This might mean that the higher number of executor of 57-7-3 makes
it up for their lower CPU usage. There is some kind of consistency between the worst
performers CPU load and the fact that they run slowly. But 58-7-3 and 29-8-2 are
not so far.

Discussion

Overall, it seems that our workloads are under utilizing the cluster, for there are
many idle executors. Also, those applications seem to run better on larger executors
than on smaller ones, especially the graph analytic ones which concentrate work on
very few executors.

We note that high cpu usage is not directly correlated with better performances,
as when idle workers are spawned, they consume CPU time as well.

We also note that memory efficiency, measured by the ratio of maximum heap
ever used by at least one executor to the heap allocated to any of them, does not
seem to be representative of best or worst performances. We suspect that this metric
is complicated to interpret because the maximum heap used at any time is dependent
on garbage collection frequency, which is itself a function of heap size.
Figure 5.11: Top and worst configurations performance for Wordcount

Table 5.1: Configuration analyzed

<table>
<thead>
<tr>
<th>Id</th>
<th>Configuration Set</th>
<th>Total resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>29-14-6</td>
<td>406 GB RAM, 174 cores</td>
</tr>
<tr>
<td>c</td>
<td>58-7-3</td>
<td>406 GB RAM, 174 cores</td>
</tr>
<tr>
<td>d</td>
<td>116-1-2</td>
<td>116 GB RAM, 232 cores</td>
</tr>
<tr>
<td>e</td>
<td>29-8-2</td>
<td>232 GB RAM, 58 cores</td>
</tr>
<tr>
<td>f</td>
<td>29-14-1</td>
<td>406 GB RAM, 29 cores</td>
</tr>
</tbody>
</table>
Conclusion
Future works will study a hybrid recommender where we combine IBCF and latent factor models to hopefully increase accuracy and tolerance to sparsity. We aim to implement the standard equation of Bellman et al. $\mu + b_i + b_u + q_i^T.p_u$, where $\mu$ is the baseline rating for the whole system, $b_i$ the item bias, $b_u$ the user bias, and $q_i^T.p_u$ the collaborative filtering part where we compute the dot product of the item’s features vector with the user’s one.

Recommender systems based on collaborative filtering make it difficult to make sense of what features and characteristics of the workloads are being manipulated, so we think such systems’ scope should be narrowed to a subset of possible applications, which would have been previously filtered through some representative profiling methodology. Such methodology needs to be framework agnostic, but could be more strongly tied to the programming model in use. Another concern is the expansion of a configuration space which allows to transfer experience from a training set to an enlarged one, without losing confidence in the model.

Overall, repeating our experiments with many more applications and input size seems to be mandatory to refine further the choice of which model to pick.
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Appendices
.1 Compute ranking score for a set of predictions

```
global_score = 0
for application in APPLICATIONS do
    application_score = 0
    for configuration in application.configurations() do
        configuration_score = configuration.predictedRank - 1
        for configuration_ranked_above in [1..configuration.predictedRank()] do
            if configuration_ranked_above.realRank() < configuration.realRank() then
                configuration_score -= 1
            end if
        end for
        application_score += configuration_score
    end for
    application_score += application_score / size(application.configurations())
end for
global_score = application_score / size(APPLICATIONS)
```

.2 Exhaustive description of our configuration spaces
## Table 1: Appendix: Configuration spaces

<table>
<thead>
<tr>
<th>Id</th>
<th>Configuration id</th>
<th>Total resources</th>
<th>Configuration id</th>
<th>Total resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-3-4</td>
<td>291 GB RAM, 87 cores</td>
<td>29-9-8</td>
<td>261 GB RAM, 232 cores</td>
<td></td>
</tr>
<tr>
<td></td>
<td>203 GB RAM, 203 cores</td>
<td>291 GB RAM, 87 cores</td>
<td>348 GB RAM, 232 cores</td>
<td></td>
</tr>
<tr>
<td>116-3-2, 29-12-8</td>
<td>348 GB RAM, 232 cores</td>
<td>29-5-5</td>
<td>145 GB RAM, 145 cores</td>
<td></td>
</tr>
<tr>
<td>29-12-3, 87-4-1</td>
<td>348 GB RAM, 87 cores</td>
<td>29-9-6</td>
<td>261 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>116-3-3, 58-6-2, 29-12-4</td>
<td>348 GB RAM, 116 cores</td>
<td>29-9-6</td>
<td>261 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>29-5-5</td>
<td>145 GB RAM, 145 cores</td>
<td>29-9-6</td>
<td>261 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>29-12-6, 58-6-3, 87-4-2</td>
<td>348 GB RAM, 174 cores</td>
<td>29-9-6</td>
<td>261 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>58-3-3, 29-6-6</td>
<td>174 GB RAM, 174 cores</td>
<td>29-9-6</td>
<td>261 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>29-14-7, 203-2-1</td>
<td>406 GB RAM, 203 cores</td>
<td>29-9-6</td>
<td>261 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>29-8-4</td>
<td>232 GB RAM, 116 cores</td>
<td>29-9-6</td>
<td>261 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>29-8-2</td>
<td>232 GB RAM, 58 cores</td>
<td>29-9-6</td>
<td>261 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>29-10-5</td>
<td>290 GB RAM, 145 cores</td>
<td>29-9-6</td>
<td>261 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>58-7-2, 29-14-4</td>
<td>406 GB RAM, 116 cores</td>
<td>29-9-8</td>
<td>261 GB RAM, 232 cores</td>
<td></td>
</tr>
<tr>
<td>29-8-4</td>
<td>232 GB RAM, 116 cores</td>
<td>29-9-11-3</td>
<td>319 GB RAM, 87 cores</td>
<td></td>
</tr>
<tr>
<td>29-7-7</td>
<td>203 GB RAM, 203 cores</td>
<td>29-9-7</td>
<td>261 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-7</td>
<td>203 GB RAM, 203 cores</td>
<td>29-9-5</td>
<td>261 GB RAM, 145 cores</td>
<td></td>
</tr>
<tr>
<td>29-7-8</td>
<td>203 GB RAM, 232 cores</td>
<td>58-1-3, 29-2-6</td>
<td>58 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>58-5-4, 29-10-8</td>
<td>290 GB RAM, 232 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-6-5</td>
<td>174 GB RAM, 145 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-4-7</td>
<td>116 GB RAM, 203 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-1-7</td>
<td>29 GB RAM, 203 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-10-3</td>
<td>290 GB RAM, 87 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-5</td>
<td>290 GB RAM, 116 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-8-1</td>
<td>232 GB RAM, 29 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>116-1-2, 58-2-4, 29-4-8</td>
<td>116 GB RAM, 232 cores</td>
<td>29-9-10-7</td>
<td>290 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>203-2-1, 29-14-7</td>
<td>406 GB RAM, 203 cores</td>
<td>29-9-10-7</td>
<td>290 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>58-5-3, 29-10-6</td>
<td>290 GB RAM, 174 cores</td>
<td>29-9-11-2</td>
<td>319 GB RAM, 58 cores</td>
<td></td>
</tr>
<tr>
<td>29-5-5</td>
<td>145 GB RAM, 174 cores</td>
<td>58-1-3, 29-2-6</td>
<td>58 GB RAM, 174 cores</td>
<td></td>
</tr>
<tr>
<td>29-11-7</td>
<td>174 GB RAM, 174 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-11-7</td>
<td>174 GB RAM, 174 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-8</td>
<td>232 GB RAM, 145 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-8</td>
<td>232 GB RAM, 145 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-11-7</td>
<td>290 GB RAM, 87 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-4</td>
<td>290 GB RAM, 87 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-5</td>
<td>290 GB RAM, 116 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>29-8-1</td>
<td>232 GB RAM, 29 cores</td>
<td>29-8-6</td>
<td>232 GB RAM, 322 cores</td>
<td></td>
</tr>
<tr>
<td>58-1-4, 29-2-8</td>
<td>58 GB RAM, 232 cores</td>
<td>29-9-10-7</td>
<td>290 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-6</td>
<td>290 GB RAM, 174 cores</td>
<td>29-9-10-7</td>
<td>290 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-3-6</td>
<td>297 GB RAM, 58 cores</td>
<td>29-9-10-7</td>
<td>290 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-12-5</td>
<td>297 GB RAM, 58 cores</td>
<td>29-9-10-7</td>
<td>290 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>58-1-4, 29-2-8</td>
<td>58 GB RAM, 232 cores</td>
<td>29-9-10-7</td>
<td>290 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>116-3-1, 29-12-4</td>
<td>348 GB RAM, 116 cores</td>
<td>29-9-10-7</td>
<td>290 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-13-4</td>
<td>377 GB RAM, 232 cores</td>
<td>29-9-8</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-8</td>
<td>232 GB RAM, 145 cores</td>
<td>29-9-7</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-8-5</td>
<td>232 GB RAM, 145 cores</td>
<td>29-9-7</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>58-6-1, 29-12-2</td>
<td>348 GB RAM, 58 cores</td>
<td>29-9-7</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-5</td>
<td>261 GB RAM, 29 cores</td>
<td>29-9-7</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-5</td>
<td>261 GB RAM, 29 cores</td>
<td>29-9-7</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>58-3-3, 29-6-6</td>
<td>174 GB RAM, 174 cores</td>
<td>29-9-7</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-11-4</td>
<td>319 GB RAM, 116 cores</td>
<td>29-9-7</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-9-3</td>
<td>261 GB RAM, 87 cores</td>
<td>29-9-7</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-13-3</td>
<td>377 GB RAM, 87 cores</td>
<td>29-9-7</td>
<td>232 GB RAM, 203 cores</td>
<td></td>
</tr>
<tr>
<td>29-10-5</td>
<td>290 GB RAM, 145 cores</td>
<td>58-1-4, 29-6-8</td>
<td>174 GB RAM, 232 cores</td>
<td></td>
</tr>
</tbody>
</table>
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