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Abstract

Current state of the art techniques for landmine detection in ground penetrating radar (GPR) utilize statistical methods to identify characteristics of a landmine response. This research makes use of 2-D slices of data in which subsurface landmine responses have hyperbolic shapes. Various methods from the field of visual image processing are adapted to the 2-D GPR data, producing superior landmine detection results. This research goes on to develop a physics-based GPR augmentation method motivated by current advances in visual object detection. This GPR specific augmentation is used to mitigate issues caused by insufficient training sets. This work shows that augmentation improves detection performance under training conditions that are normally very difficult. Finally, this work introduces the use of convolutional neural networks as a method to learn feature extraction parameters. These learned convolutional features outperform hand-designed features in GPR detection tasks. This work presents a number of methods, both borrowed from and motivated by the substantial work in visual image processing. The methods developed and presented in this work show an improvement in overall detection performance and introduce a method to improve the robustness of statistical classification.
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1.1 An example GPR signal received at one antenna is shown in the figure above. This A-scan represents the received signal after a radar pulse is projected into the ground. The initial high energy response is due to the air/ground interface. Subsequent energy in the signal is primarily caused by sub-surface conditions including buried objects.  

1.2 The above figure displays two examples of 2-Dimensional GPR data slices (B-scans). B-scans are composed of multiple A-scans (see Figure 1.1) collected along a line on the surface of the earth. The image on the left contains data taken from a non-target location. The signal response was generated due to natural clutter of some kind. The image on the right was taken from a known target location. The response’s hyperbolic response shape is due to the sensor moving closer to and further away from the buried object.  

2.1 The flow of the on-board processing architecture is shown here. The pre-screener identifies locations to be further analyzed by the feature extractor and classifier. The feature extractor calculates features from the GPR data around each pre-screener location. The classifier uses the features to calculate a confidence of how likely the pre-screener alarm contains a target response.  

2.2 Figure 2.2(a) shows the original data as received from the on-board system hardware. Figure 2.2(b) shows the data after it has been aligned by the maximum energy peak. Figure 2.2(c) shows the data after the ground bounce has been removed as well as the lower reflections. The data has also been normalized to account for the low energy signal of deeper targets.  

2.3 B-Scan of a target response and associated HMM states. A confidence value for a given B-scan would be based on the probability that the HMM progressed through the states shown above in the order shown left to right.
3.1 This figure presents the algorithm flow for instance matching between an example image and a cluttered scene. First (top left) feature points are extracted from both the example image and the cluttered scene. Next (top right), features are extracted from each patch located around a feature point. Finally (bottom), matching between points is performed using the features extracted from around each point.

3.2 Figure 3.2(b) shows the corner response at each pixel given the original image in 3.2(a). Figure 3.2(c) shows the final selected points overlaid on the original image.

3.3 Figure 3.3(b) shows the response to the blob detector at each pixel given the original image shown in in 3.3(a). Figure 3.3(c) shows the final selected points overlaid on the original image after non-maximal supression.

3.4 A comparison of all three feature point detectors applied to a pair of target images. The Harris corner detector (a), tends to locate dots on the outer edges of the high energy areas. The blob detector (b), finds small high energy areas, or around the edges of larger high energy masses. The 2-D energy method (c), focuses purely on areas of high energy regardless of the surrounding area. Many of the points from the 2-D energy method lie on the central A-scan as that is typically the highest energy column of data.

3.5 Example generation of SIFT descriptors on a patch of GPR data. The patch of data taken from around a feature point location is shown in 3.5(a). The region is partitioned into the 4x4 grid of sub-patches. Plot 3.5(b) shows a quiver plot representing the gradients at each pixel location. Plot 3.5(c) shows the result after binning the gradients within each sub-patch. Each arrow in this plot originating from the center of the sub-patch represents the magnitude of the bin in that angular direction.

3.6 Example generation of a SURF descriptor on a patch of data. Plot 3.6(a) shows the patch of data around a feature point. The statistics of each sub-patch are shown in 3.6(b). The statistics of all 16 sub-patches will be concatenated to form a 64 dimensional feature vector.

3.7 The original patch of GPR data to be processed is shown in 3.7(a). The same data is smoothed and shown in 3.7(b). A small number of comparison features are also displayed. The gray arrows represent location pairs where the first location has lower intensity than the second. The black arrows represent pairs where the first location has higher intensity.
3.8 Example flow of the object detection method applied to face detection in images. Example training samples are generally obtained via hand labeling. The classifier is trained on the descriptor representation of all example images. Locations within new images are converted to their descriptor representation and classified using the trained classifier. 31

3.9 Patches #1 and 2 both exhibit the same geometric structure. However the gradient directions along each edge are reversed. The HOG descriptor will bin the gradients in the 90° and 270° in the same bin. The SIFT descriptor will bin the gradients in separate bins as the range for the sift angular bins goes from 0-360°. 33

3.10 Figure 3.10(a) shows possible decision lines that separate the two shown classes without error. Many of these lines however, are not desirable for classifying new unseen testing data points. The solid line shown in Figure 3.10(b) is the desired robust decision boundary with the maximum margin and is better suited to classify unseen data given these distributions. 36

3.11 Processing steps for the Bag-of-Words model applied to visual images. The patch vocabulary is generated based on a random sample of patches within the training data (top). Each image is in turn represented by the frequencies of each patch type (bottom). These frequency histograms are then used to represent the image for both training and testing stages. 40

3.12 The results above illustrate the performance of various descriptor methods over the best performing parameters utilized in instance matching. The results on the left show the performance of the descriptors without fusing with the pre-screener confidence. The results on the right include the pre-screener fusion that shows additional information is being introduced by the fusion with instance matching. These results show that without the pre-screener information, the SIFT descriptor method outperforms other descriptors. In contrast, BRIEF features, perform very badly without pre-screener information perform much better after fusion with the pre-screener. 43
3.13 The results above evaluate the performance of various point localization methods utilizing the best performing descriptors. The results on the left show the performance without fusion with the pre-screener confidence. The results on the right include the pre-screener fusion that shows additional information is being introduced by utilizing the instance matching confidences. These figures show the large disparity between performance with and without the fusion with the pre-screener, especially in relation to the BRIEF descriptors.

3.14 This figure illustrates matching between two different instances of the same target type. The target on the right is the closest match over all training alarms available. The lines represent a match was found between the given SIFT descriptor whose patch center is represented by the white dots.

3.15 This figure shows the down-track matching between a target and its top match, a false alarm. The second matching image in 3.15(b) shows the feature point matching between the same target and an instance of the same target type at the same depth at a different location. The feature points are not located similarly and the overall responses do not share all of the same visual characteristics. Thus the two B-scans were not matched well during testing.

3.16 These results illustrate the differences in performance between the various descriptor methods. The best performing patch size is used in conjunction with the SVM classifier. The SIFT descriptor consistently performed the best among all methods tested despite the similarities to the HOG descriptor. The BRIEF descriptor performed poorly in both trials, especially when not fused with the pre-screener.

3.17 This figure shows the comparison between different classifiers utilizing the HOG descriptor results as shown above. The SVM classifier performed the best on all trials.
3.18 This figure shows the results of attempts to automatically generate isolated training examples from the training data instead of using hand labeled examples. It can be observed that the hand labeled training data continues to perform better at certain operating points, most notably at 0.003 FA/m². In the fused results, the hand-labeled data would be the clear choice. However the method utilizing three different training examples per training image does have better performance at some operating points in the un-fused results. It is important to note that this is not necessarily a fair comparison. By having 3 training samples per positive image, there are three times the number of positive training samples.

3.19 The figures above illustrate the differences in centroids for different sized patches. The smaller patch centroids can only represent parts of the landmine response. The larger patch centroids are able to represent both the rising and falling edge of the landmine response allowing it to represent the entire landmine structure.

3.20 This figure shows the performance of the descriptors over a range of square patch sizes independent of the pre-screener confidence. Performance is measured by the probability of detection at a given false alarm rate (FAR). Each of the images above represent the performance at a given FAR value. The darker bars within each image represent the normalized patch’s performance as a descriptor. The whitened patch performance was found to be more consistent across various patch sizes than the HOG method.

3.21 B-scans of the same target visualizing the likelihood ratios of the centroids representing each region. Each dot’s intensity is determined by the rank of the centroids likelihood ratio. The centroids when using HOG descriptors as shown in (a) is much more consistent than the whitened patches shown in (b). These results were obtained using a 16 x 16 patch size, with a sampling rate of 4 in both dimensions.

3.22 This figure helps visualize the likelihood ratios of centroids that represent regions of a false alarm B-scan. Note that the energy range in these images is much smaller than the images of a buried target. The HOG patches in (a) have a much higher response to these areas where the energy is low, but structure in the data recognized by HOG remains. In the whitened patches shown in (b), the likelihood is much less consistent.
3.23 This figure presents the top ROC operating points from the three different detection frameworks considered. All performance levels presented include fusion with the pre-screener confidences. The object detection framework provided the best performance over all methods. This is likely due to the ability this framework has shown to account for intra-class variation in image processing tasks. 

3.24 This figure presents an example of processing a GPR patch of data using the EHD descriptor. The patch is separated into 7 vertical areas. Within each vertical area, the pixels are counted according to their edge type. The edge types are: horizontal (H), vertical (V), diagonal (D), anti-diagonal (AD), and non-edge (NE). The counts for each edge type are shown in the bottom panel for each overlapping vertical area.

3.25 The above images are the first 10 principal component vectors of all training patches, both target and non-target. All GPR data from the testing set were represented as a linear combination of the principal components creating the descriptor for each patch.

3.26 This figure shows the first 10 principal components for sub-patches. All sub-patches regardless of position within the image region utilize the same principal components. Each sub-patch was represented by a linear combination of these principal components.

3.27 This figure shows the best performance achieved using each of the feature extraction methods tested as shown on the y-axis. Gradient methods that produced a angular histogram or weighted histogram of the gradients in small local regions outperformed all other methods. LBP features, which share many traits with the top performing gradient methods also performed very well.

3.28 This figure shows the partial AUC performance of each feature extractor (y-axis) with and without fusion with the energy based pre-screener confidence. The increase in performance represents the additional information that the signal energy provides to each feature extraction method.

3.29 This figure presents the performance of each feature extractor method utilizing different classification algorithms. While some feature extraction methods had performance that was more consistent between classifiers, all methods performed the best utilizing the non-linear SVM classifier.
3.30 This figure presents the ROC curves from the top performing feature extraction method within each category. As previously shown, the gradient based method performs the best while the best extraction method based on raw pixel values fails to provide good performance.

4.1 B-scans from four different types of non-metal cased landmines are shown in the above figure. Each column contains four GPR responses randomly selected from the same target type. Each of these target types have consistent distinguishing shape features differentiating them from each other. For instance, the response generated by landmine type 2 contains much less visible ringing than the other landmine types.

4.2 This figure displays a GPR response from a metal target that is buried under a flat surface, (a), and a response given the same target when buried beneath a soil mound seen in (b). Note that the presence of rough ground can substantially change the shape appearance of the GPR response. This shape warping is caused by time delays due to the additional soil the signal must pass through to reach the target.

4.3 This figure shows an example target response. The solid bar on the left of the target is a line spanning 13 time samples. A change in soil level between the target and ground of 1cm can cause a shift of 13 time samples.

4.4 The leftmost figure shows an example gprMax scene that is used for simulating GPR signals. The scene contains a rectangular metal object buried 3 inches deep in homogeneous soil. The resulting GPR response is shown on the right. This data was generated using similar parameters to those of the actual detection system used in this research.

4.5 These figures show the simulation of a rough surface with a metal target-like object. The leftmost image shows the physical configuration of the ground and target. The middle image shows the simulated GPR data resulting from (a). The image on the right is the pre-processed patch that would be the input into the feature extraction/classification system.
4.6 This figure shows actual data collected for this target type. The image in (a) shows data collected from an area with a relatively smooth ground surface. The image in (b) shows data collected over the same target but with an uneven ground surface (a mound). The target response extracted from the smooth ground GPR data is shown in (c), while (d) shows the extracted target response from the data collected over the rough ground. The shape is noticeably different between the responses shown in (c) and (d). This variation is important to capture in the training data if these conditions will occur in actual system operation.

4.7 This figure presents the warping method used to simulate targets emplaced under rough surfaces. The process begins with the simulated data under flat ground conditions shown on the left. The center image shows the data after it has been warped according to the ground contour from the data shown in Figure 4.5. The resulting patch shown on the right is the selected patch from this process that approximates the patch shown in Figure 4.5(c).

4.8 This figure shows the process of shifting A-scans from data collected over smooth ground conditions to appear as though it was collected over rough ground conditions. The image in (a) is the smooth ground data that will be shifted. The resulting GPR data after it has been shifted is shown in (b). The bottom row of images shows the extracted patches: (c) the original smooth ground GPR data, (d) the time shifted GPR that approximates uneven ground, (e) the field actual data collected under uneven ground conditions.

4.9 This figure shows example ground contours generated according to the process described in Section 4.3.2. The standard deviation of the filter determines the roughness of the contours while the multiplier determines the scale. The top plot consists of deformation samples with a low standard deviation parameter on the top, while the bottom plot has a much higher standard deviation.

4.10 Baseline performance detection on test set of PlasticAs. The solid black line shows performance if no PlasticAs are included in the training set. The dotted gray line is the performance when a single observation of a PlasticA is included in the training dataset.
4.11 Cross-validation performance when additional emplacements of PlasticAs are added to the training set. For each emplacement, all other test emplacements are added to the existing training set. The cross-validated performance is compared to detection performance with a single observation of the PlasticA in the training set. This performance shows the effectiveness of collecting additional data when possible.

4.12 This figure shows the single observation used in these tests. This target data will be replicated and warped to simulate a variety of ground conditions that can be used to improve the ability of the classifier to detect PlasticA targets.

4.13 This figure shows example warped observation for a variety of parameters shown in the title of each subplot. These images can be compared to Figure 4.12 as they are all generated from the same data observation.

4.14 This figure presents the AUC results as a function of parameter values used to augment the single observation. The test set in this figure is composed of only PlasticAs and false alarms. Along the y and x-axis are the standard deviation values and multipliers used in the generation of distortion vectors. As a point of reference, the AUC performance of the classifier when using a single observation of PlasticA is 0.8862.

4.15 This figure presents the AUC of the augmented classifier on a test set consisting of non-PlasticA target types that are found in the training dataset. A black circle indicates that the parameter pair maintained performance above the AUC value of .957 that was achieved with no augmentation.

4.16 The figure above displays the AUC performance when multiple realizations of noise are added to the single PlasticA training observation and added to the training set. The performance does increase over no augmentation, but does not reach the level of augmentation with simulated rough ground surfaces.

4.17 This figure shows the ROC performance of augmentation with simulated rough ground surfaces as well as augmentation with noisy instantiations of the single observation. Baseline ROC plots are also presented here as a reference to performance with only the single observation as well as cross-validated performance if additional emplacements of PlasticAs are included in the training set.
4.18 This figure shows the results of training on data collected over one soil condition and tested on data collected over a different soil type. This result shows that when the training set utilizes the augmentation presented in this chapter, the performance is improved over no augmentation and an augmentation method developed to assist in mitigating differing dielectric constants. 89

4.19 This figure presents the performance obtained when a large-scale dataset uses augmentation within the training cross-validation folds. In the case of normalized pixel features, a slight performance improvement is achieved. However when SIFT features are extracted from each data patch, it was found that augmentation does not improve performance. 91

5.1 This figure displays example processing of an input patch by a convolutional layer. The input data (top left) is convolved with a bank of filters. The output of each filtering operation (top right) is then processed using the layers activation function. The output of the activation function (bottom left) is then locally aggregated across small pixel regions. The output of this layer (bottom right) can then be passed along to the next convolutional layer or rasterized to be further processed by the fully connected layers. 95

5.2 This figure shows a graphical representation of a multi-layered neural network model. As the data is introduced into the fully connected layers at the top of the model, forward propagation flows downward. The connected lines indicate that the value of each node is dependent on all nodes in the previous layer. Each connection between nodes has a unique weight that dictates the amount of influence each node in the previous layer have. 96

5.3 This Figure shows the architecture used for the convolutional layers of the CNN. Due to the differences in spatial sampling, downtrack and crosstrack data need to have independent filters. After the convolutional layer the outputs are joined when supplied to the fully connected layers. 102

5.4 This figure shows the training of a CNN where test-set performance begins to decline even though performance on the training set is still increasing. If only the training set is known during training, it is very difficult to determine when test set performance is optimized. This over-fitting of the training data is avoided in this research by using a validation set, a portion of the training data that is held out to determine where performance peaks. 103
5.5 This figure shows the performance of a CNN as the number of filters are varied. Performance of networks with relatively few filters is very good, showing the discrimination ability with a single filter of above 90%. The dotted line shows the performance when HOG features are used along with a non-linear SVM to classify the same patch pairs. In general the performance of the CNN is slightly lower than that achieved with the HOG features.

5.6 This figure shows the performance of features extracted using the CNN convolutional layers. The features extracted are the output from the convolutional layer of the CNN. These features from the training data are used to train a non-linear SVM classifier. The extracted features from the test dataset are then classified to calculate a confidence for each pair of patches. The resulting performance of this system is consistently higher than that achieved using a basic CNN. In addition, when enough filters are utilized, these filters out perform the HOG descriptors when the same classifier is used.
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Introduction

Buried victim activated explosive devices such as landmines are often placed during times of conflict. While the intended target is most often enemy forces, civilians currently suffer the majority of injuries and deaths as a result of these buried threats [1]. Efforts to clear landmines and educate populations have greatly reduced the number of incidents around the world. However, the threat of buried explosives continue to plague regions that are often still recovering from deadly conflicts by restricting access to vital resources.

While global efforts have succeeded in banning the use of anti-personnel landmines, the use of anti-vehicle landmines is not currently restricted. These landmines in particular, often placed on roads, can have a drastic effect on the economy of a recovering region long after conflict has ended. The restricted use of vehicles hampers economic development and can impede access to humanitarian aid [2]. In current conflicts, vehicular targeted explosives cause the majority of injuries inflicted on American troops serving in Afghanistan [3]. This research focuses on improving the detection of buried anti-vehicular explosive threats including landmines and improvised devices.
Traditionally, landmine detection has been performed using an electro magnetic induction (EMI) sensor to flag underground targets by inducing a current in the metal content of a buried threat. The resulting field that is induced can be sensed by a receiver coil. While this method is simple and detects many different landmine types, there are two significant issues that cannot be overcome by EMI sensors. The first problem is the manufacturing of low-metal landmines and the use of low metal components for IEDs. While most of these devices generally have a small amount of metal that can be detectable, the detector’s threshold must be lowered so much such that very small metal clutter often causes false alarms [4]. The second, closely related problem is metallic clutter – often in areas of conflict large pieces of shrapnel, casings, and other high metal waste is distributed throughout the region. For example, according to data from the Cambodian Mine Action Center, of the approximately 6 million pieces dug up during land clearing in 2011, only 104,464 were actual explosives [5]. Due to problems such as these, a significant research effort has been focused on methods to mitigate the high number of false alarms caused by EMI sensors [6, 7]. However, these methods are typically either designed for offline processing or utilize high-fidelity sensors that are not widely deployed.

Due to these challenges, ultra-wideband Ground Penetrating Radar (GPR) has been introduced as a complimentary technology to EMI sensors for buried explosive threat detection [8, 9, 10]. GPR subsurface detection functions by first projecting an electronic radar pulse into the ground. As the pulse travels downwards through the ground, discontinuities in dielectric constants between materials cause a partial reflection of the pulse. The resulting reflected signal is collected near the transmitting antenna and referred to as an A-scan. An example of a received signal is shown in Figure 1.1. Notable features in this example are the two peaks discussed below. The first, largest, peak is caused by the air/ground interface which generally causes the highest energy reflection as it is the first major reflection and a point of high
Figure 1.1: An example GPR signal received at one antenna is shown in the figure above. This A-scan represents the received signal after a radar pulse is projected into the ground. The initial high energy response is due to the air/ground interface. Subsequent energy in the signal is primarily caused by sub-surface conditions including buried objects.

dielectric discontinuity. In addition, due to the strong reflection, it reduces the energy of the remaining signal that progresses downwards. The second reflection in this example is caused by a buried metallic target. The magnitude of a target's response is dependent on a multitude of factors including target depth, antenna height, soil dielectric constant, soil moisture content, homogeneity of soil, and the physical makeup of the target.

While characteristics of explosive threats can be seen in single A-scans [11], most processing methods make use of the spatial characteristics of a set of A-scans near an object [10, 12, 13]. These spatial characteristics can be observed by viewing GPR data as a 2-D B-scan as seen in Figure 1.2. The hyperbolic shape is generated by the changing time it takes for the reflected signal to reach the antennae as the sensor location moves with respect to the buried object. Most algorithms, with a few exceptions [11, 14] specifically extract features that are designed to respond to hyperbolic-like shapes seen in B-scans containing targets.

The goal of this research is to improve methods currently used to detect shape
Figure 1.2: The above figure displays two examples of 2-Dimensional GPR data slices (B-scans). B-scans are composed of multiple A-scans (see Figure 1.1) collected along a line on the surface of the earth. The image on the left contains data taken from a non-target location. The signal response was generated due to natural clutter of some kind. The image on the right was taken from a known target location. The response’s hyperbolic response shape is due to the sensor moving closer to and further away from the buried object.

features in GPR data. Chapter 3 presents the application of methods developed specifically for finding objects within, or classifying visual images. Various detection architectures as well as features and classification methods were tested. Careful application of these methods shows improved performance over current state of the art GPR detection methods. While these methods provide state of the art performance, this research also identifies problems with these approaches.

This research addresses problems with current detection systems. The first is that these statistical detection methods all rely heavily on a varied training set that encompasses the entire statistical variability of landmine and clutter instances possible in operating conditions. In practice, given the scale of parameters involved with GPR data formation and the expense of data collection, data is only collected under a few operating conditions for various target types. This causes the potential for performance to suffer when conditions that are not in the training set are encountered in fielded operations. In addition, there may arise situations where very limited data is available. This situation can arise if a target is missed and detonates. The only
information about the target is the sensor data that was not flagged as a target. This research aims to use physics-based methods specific to GPR data in order to expand the training set and simulate conditions that were not actually encountered in the training data.

This research will focus on two areas of variance that can heavily affect a GPR target response. The first is uneven ground, or ground roughness. Ground roughness is known to be able to distort a GPR signal [15, 16]. However it is difficult to collect training data across all possible ground contours over targets. This research relies on random generation of rough ground conditions that are then applied to current training samples in order simulate the collection of additional data observations. The second source of variance that this research addresses is changes in soil dielectric constant.

The second issue with current state-of-the art processing is that features being used were not designed specifically for GPR data [13, 17]. These methods were tuned specifically to be invariant to the types of transformations common in visual images such as rotation and view angle. GPR responses are not subject to these same invariances and therefore could be throwing out information that is not considered important in visual image representations. This research evaluates the use of convolutional neural networks in order to learn a set of filters that optimize the discrimination between target and non-target GPR data.

The remainder of this document is organized as follows: Chapter 2 introduces the sensing system and current methods of processing data. These methods include pre-processing methods that are used in this research as well. Chapter 3 discusses research into testing and adapting methods from the image processing field to improve classification of threats in GPR data. This chapter is organized into two parts, the first part tests various image detection architectures. The second part presents results on the effectiveness of a variety of feature extraction and classification tech-
niques. Chapter 4 presents work on the augmentation of GPR datasets in order to provide a more robust detection system. Chapter 5 presents research into the application of convolutional neural networks to learn features and discriminate between target/non-target locations. Finally Chapter 6 discusses the contributions and conclusions as a result of this work. This chapter also discusses future avenues of research given the results of this research.
This section will provide background on the data available and system used for this research. Current methods of threat detection in GPR data will be reviewed with emphasis on current algorithms implemented in fielded systems.

2.1 GPR System and Data

The data used for this research was collected with a vehicle-mounted array of GPR sensors manufactured by NIITEK Inc. The sensing system consists of a 51-channel array of sensors mounted perpendicularly to the vehicle’s direction of travel. Sensors are placed at 6 cm intervals along a panel that spans 3 meters and is mounted in front of the vehicle. The ground is sampled at 5 cm intervals as the vehicle moves forward. The direction of vehicle travel is referred to as the down-track direction while the perpendicular direction along the surface of the ground is referred to as the cross-track direction. The reflected GPR signal at each physical location is recorded temporally for a total of 512 time samples. The resulting data available for processing at each down-track location is 512 time samples by 51 channels. Given these parameters, the amount of data collected grows quickly; the total amount of
data collected from 50 meters of travel results in a matrix of numerical doubles of size 512x51x1000.

Since the detection system is mounted on a moving vehicle, threats need to be detected quickly as there is very limited time between when the panel passes over an object and when the wheels could potentially trigger the object to detonate. Near real time processing of the data is therefore a necessity in order to keep the operator safe. Thus, in order to be able to process more complex features, the amount of data sent to higher level processing algorithms needs to be reduced. This constraint is addressed through the use of a pre-screening algorithm that detects anomalies in subsurface energy content [18]. Locations of interest on the ground surface are identified by the pre-screening algorithm; the data associated with the location of interest is then processed by a suite of feature processing algorithms whose outputs are then fused. Data at locations not flagged by this pre-screening algorithm are not reviewed by any other processing methods. Therefore, the pre-screening algorithm is designed to operate with high sensitivity to ensure it achieves a high probability of detection while potentially allowing a moderate number of non-target areas to be flagged. This two-stage algorithm allows for the more computationally expensive feature processing methods to process smaller amounts of data, which allows the system to operate within the time constraints. While there is still a time requirement for the algorithms to complete, the two step process allows more flexibility in the feature processing computational requirements. A diagram of the system processing flow is shown in Figure 2.1. Numerous methods have been proposed and evaluated for use within the framework shown in Figure 2.1. Section 2.2 will review current methods of GPR processing, several of which are currently employed on the fielded on-board processing system.
Figure 2.1: The flow of the on-board processing architecture is shown here. The pre-screener identifies locations to be further analyzed by the feature extractor and classifier. The feature extractor calculates features from the GPR data around each pre-screener location. The classifier uses the features to calculate a confidence of how likely the pre-screener alarm contains a target response.

2.2 Current GPR Processing Methods

This section reviews several methods that have been shown to be successful in processing GPR data for buried target detection in real time scenarios. This also section introduces standard pre-processing and pre-screening methods that have been utilized in this research. In addition, a variety of current feature processing systems are introduced with emphasis on those that have shown good performance and subsequently been implemented on the fielded detection system.
2.2.1 Pre-processing and Pre-screening Methods

Pre-processing Methods

Pre-processing the GPR data serves to reduce the effect of certain GPR characteristics that make it difficult to discriminate between targets and clutter. Three major issues are introduced and addressed in this section. The first, and one of the most challenging features for target detection in GPR is the ground-bounce, or the initial spike in energy caused by the air ground interface. The energy of the ground-bounce is generally the highest energy peak in a GPR A-scan. As most methods of GPR processing respond to areas of high energy and the ground contour can often appear hyperbolic, false alarms are commonly generated in locations where the ground-bounce is not removed properly. As a result, most GPR based systems employ some method to remove the ground-bounce from the data [19].

The second issue, one that affects the shape of a target in 2-D B-scans, is the potentially changing height of the antenna above the ground. If the antenna height changes as a sensor passes over an object, the number of time samples before the reflected signal is received at the antenna will change. Due to the GPR antenna being extended in front of a vehicle and this vehicle’s use on often rough unpaved roads, the change in antenna height can be sudden and dramatic. This will cause variation in the time sample at which the target reflection is received. This leads to inconsistencies in the hyperbolic shape generated by a sub-surface object in the GPR data.

The third and final issue that pre-processing addresses is the attenuation caused by the propagation through the ground and the loss of energy due to reflections caused by heterogeneous soils [18]. This causes deep target responses to have much lower magnitude than targets found near the surface. In order to use features that are dependent on the energy of the GPR reflections at all depths, a GPR signal at a
later time sample needs to be comparable in energy to one near the ground surface.

This work utilizes previously developed methods [18] that are currently standard practice when processing data from this system. To remove the ground-bounce from a section of GPR data, it must be first identified. In downward looking GPR, it is usually a reasonable assumption that the time index associated with the highest energy within each A-scan is the ground-bounce since it is the first major dielectric discontinuity encountered by the GPR signal. In ground-bounce removal, all A-scans are aligned so that the maximum amplitude index occurs at the same time sample. Then, the all data above and including the ground-bounce is discarded. This process results in the latest time samples of consecutive A-scans to be mis-aligned. The time samples where misalignments are present are not considered in processing and are removed. The resulting trimmed data is then treated as the ground-bounce removed data.

The issue of changes in antenna height is also solved by aligning the data to the ground-bounce. When the antenna changes height, the signal propagation time between the antenna and the ground changes. However, the signal propagation time between the top of the ground and the subsurface is minimally affected by the changes in antenna height. Therefore, using the aligned data with the ground-bounce removed ensures the time indexes are in relation to the first contact with the air-ground interface.

In order to mitigate the final issue with signal strength at later time samples, the data must be normalized so that targets have approximately the same characteristics. In this work, depth normalization is performed based on the statistics of the surrounding data [18]. Independently at each time sample below the ground-bounce, the background mean and standard deviation are determined by data surrounding the area being whitened. To normalize the data at each point, the mean is subtracted and then the sample is divided by the standard deviation. After normalization, the
Figure 2.2: Figure 2.2(a) shows the original data as received from the on-board system hardware. Figure 2.2(b) shows the data after it has been aligned by the maximum energy peak. Figure 2.2(c) shows the data after the ground bounce has been removed as well as the lower reflections. The data has also been normalized to account for the low energy signal of deeper targets.

The output of these pre-processing steps is data that has been ground-bounce aligned; ground-bounce removed; and normalized by depth. An example of the pre-processing progression is shown in Figure 2.2 where a low energy deep target in the raw data has been pre-processed. Most pre-screeners and algorithms utilize these pre-processing steps so that features extracted can be easily compared across depths.

2.2.2 Pre-screener

Due to the necessity of real time detection and the benefit of computationally expensive feature extraction techniques, a low complexity pre-screener is used to flag locations of anomalous responses and thus decrease the amount of data necessary for other algorithms to process [18]. The pre-screener identifies anomalies and records the positions, which are termed pre-screener alarms. This pre-screener is designed to achieve a high probability of detection while allowing for a moderate false alarm rate.
in favor of simplified processing. The only sections of data that other algorithms will process are the ones located near pre-screener alarm locations. Using a pre-screener in this manner is similar to cascading classifiers that aim to eliminate the maximum number of observations in each step using simple classifiers. This method is often used when processing time is an important consideration and data needs to be eliminated from consideration at each step [20].

The pre-screener employed by the fielded system considered in this work is based on a least mean squares algorithm [18]. The algorithm operates independently at various signal response time bins and utilizes the aligned data with the ground-bounce removed. The LMS-based algorithm operates by linearly predicting the signal data at a given location and time using knowledge of previous data. The difference between the estimate and the actual data is the output of the LMS-based algorithm. Smoothing, processing by depth, and thresholding are also applied to the output of the LMS-based algorithm. Non-maximal suppression is then performed as a final step to identify the specific location of the anomaly. Further information about specific parameters can be found in [18] where this method is introduced.

**Pre-screener Fusion** When creating a new type of discrimination algorithm for the detection of buried threats, it is important to consider the algorithm’s capability to provide information that is complementary to the information provided by the pre-screener. The pre-screener is extremely effective at flagging subsurface objects as they generally produce a reflection with enough energy to be statistically differentiated from nearby data. Therefore an algorithm that produces a confidence highly correlated with energy features, while it may perform well, may not necessarily provide additional information to the system.

It is for this reason that fusing algorithm results with a pre-screener can offer better insight into the amount of new information being provided to the system. In
addition, as the pre-screener confidence is already calculated for each pre-screener alarm it is computationally fast to fuse the confidences of two systems with a classifier. Therefore, as algorithms are evaluated in this research with the goal of providing additional information to the detection system, results will be fused with the pre-screener confidences unless otherwise noted.

2.2.3 Pre-Screener Alarm Classification Methods

This section introduces current methods of GPR processing to detect landmines and other buried explosive threats. These methods are generally designed to serve as the sole, or final method of classification in the case of a two-stage processing system.

Model Inversion Methods

While numerous approaches to generating and processing GPR data exist, one of the most potentially accurate methods of landmine detection is via electromagnetic inversion. By inverting the signal, it is possible to reconstruct the actual physical shape of the object and its dimensions under certain assumptions [21, 22, 23, 24]. In a landmine detection task, this would involve inverting the received data over spatial area so that instead of a hyperbolic shape, the actual subsurface shapes could be imaged. Trials involving buried landmines have shown good performance under homogeneous soils such as sand [24]. These methods however, often rely on models that assume a homogeneous medium; when faced with a medium that is not well known, the resulting inverted image degrades substantially [24]. While methods have been developed to compute the subsurface characteristics, these methods are very computationally expensive and have limitations in the kinds of characteristics they can predict [25]. Methods introduced to speed up the inversion process for landmine detection [23, 21] generally work to focus the image. These methods however, still require assumptions of soil homogeneity that when violated degrade the landmine
image. Therefore, using these inversion methods still requires a statistical method to model the uncertainty in the signal after inversion. This further adds to the processing time necessary to classify a pre-screener alarm. It is for this reason that most successful methods of fast GPR processing have been designed as statistical methods that identify landmine responses in non-inverted data.

Statistical Methods

In order to develop methods that account for the variability and uncertainty commonly seen in buried target responses, researchers have developed many methods that rely on statistical modeling. These statistically based methods search for indications of buried objects in the data without attempting to invert the signal. These methods are generally composed of two steps, feature extraction, and classification based upon the feature vectors. The following sections will describe a number of statistical methods developed for the fielded GPR detection system.

Hidden Markov Models [12] Hidden Markov Models (HMMs) have shown to be a powerful tool when modeling non-stationary random processes in a variety of applications [26, 27, 28]. The HMM model assumes that data is generated according to the current hidden state of the system, and by the distributions associated with that state. This state information can be exploited to determine a common sequence of hidden states that can signify an event. HMMs used in GPR data processing attempt to identify a sequence of hidden states that signify a hyperbolic target response as illustrated in target B-scans. The states associated with a target response are illustrated in Figure 2.3.

Transition probabilities between states as well as the distributions associated with each state are learned from example B-scans in the training dataset. In evaluating a given B-scan, the algorithm processes the data from the left side of the image to
the right side. In testing, the confidence assigned by the HMM algorithm is the probability, given the features that are extracted, that the model progressed from background to rising edge, center, trailing edge, and finally back to background. This is known as the mine model. An important constraint on the model is that in order for the model to reach the trailing edge state, the model must have already progressed through the rising edge and center states. The final confidence of each B-scan is then the difference between the log-likelihood of the observations given a mine model and a background model.

**Edge Histogram Descriptors Applied to GPR Data**  

Edge Histogram Descriptors (EHD) were originally used as a visual texture descriptor that numerically quantifies the types of edges in images [29]. EHD features have also been utilized as a descriptor in image matching tasks [30, 31]. Similar to these applications, the EHD algorithm used in landmine detection also uses GPR 2-D B-scans to detect buried threats [13].

Similarly to the HMM method of target detection, using EHD also relies on
the detection of the hyperbolic shapes in a B-scan at target locations. For a given pre-screener alarm, multiple B-scan regions are extracted from the sensors nearby an alarm location. EHD features are generated for 7 overlapping columns of data within each B-scan section. The goal of this approach is to observe the differences in edge types across each alarm location flagged by the pre-screener. Since a typical target response has edges that change direction as a sensor passes over an object, the change in EHD descriptors across the response will reflect this. Training of the classifier is performed by collecting regions of B-scans that contain target responses and regions that contain background data. In order to avoid utilizing background sections of the data as training examples, it is useful to know the time at which the target signature begins to appear in the data. For training data, this localization is performed manually. Each target response in the training data must be manually selected by a human expert. At each alarm index used during testing, the data is broken up into 10 overlapping time regions and each is separately given a confidence value by the classifier. Order statistics [32] are then used to determine the final confidence associated with each pre-screener alarm.

*Spectral Characteristics Feature*  The Spectral Characteristic Features (SCF) [11] method, unlike the HMM and EHD methods, is not designed to leverage the shape characteristics visible in a B-scan signal as the GPR is moved spatially over a buried object. Instead, SCF considers the individual A-scans for indications of a target. Through experiments using finite-difference time-domain (FDTD) simulations it is possible to observe the characteristics in the Energy Density Spectrum (EDS) generated by different kinds of shapes and materials under varying conditions. It was observed that the EDS generated from a given target type varied little under conditions of varying depth and soil dielectric constant.

Using the results of these simulations, SCF was tested on real data taken from
various testing sites. Similar to results seen in the simulations, it was observed that the correlation between the SCF of targets in varying conditions remained high. Since the EDS calculation mitigates the uncertainty in depth and soil type, the classification of targets is done simply by correlating matched filters generated from known objects in the training dataset, with the test data. In testing, to reduce the effect of noise, the EDSs from A-scans near a pre-screener alarm are averaged together. The output of the averaged matched filter responses from around a pre-screener alarm determine the final confidence provided by the SCF method.

2.3 Summary

The methods presented in this chapter describe various approaches to detecting buried threats in GPR data. Inversion methods, while potentially the most accurate, suffer from a dependence on knowledge of the subsurface conditions. Statistical methods generalize very well by relying on large amounts of training data to encompass the variation in subsurface conditions.

The goal of the work presented in this document is to evaluate methods found in the image processing field to further improve the detection of buried threats in GPR data. Detection tasks in visual images is currently a very popular research topic with a variety of approaches under consideration. This work aims at adapting high performing visual detection methods and adapting them to perform well under the conditions present in GPR data.
Detecting Buried Threats Using Visual Image Processing Methods

The desire for computers to understand the physical world has driven the development of various techniques for information extraction from images. As a result, the detection of types of objects in visual images has been widely researched since the advent of digital imaging. This chapter describes the utilization of methods developed for the detection of objects in visual images in order to detect buried threats in 2-D GPR B-scans. Section 3.1 presents different methods of visual image processing that show promise in the detection of landmines from GPR data. This section reviews these methods and presents results showing the differences in performance between them. Section 3.2 delves deeper into the method that shows the best performance in detecting GPR signatures and performs analysis on the various methods used within. The outcome of the research presented in this chapter is a detection system that outperforms current state of the art detection methods over a large benchmark GPR dataset.
3.1 Image Processing Methods Applied to GPR Data

The desire for computers to understand the physical world has driven the development of various techniques for information extraction from images. The primary goal of this research is to leverage image-based technologies that identify shapes and objects and apply them to find shapes and objects within GPR B-scans. This chapter describes our work aimed at evaluating a number of image processing methods to develop a framework applicable to finding buried threats in GPR data.

3.1.1 Visual Image Discrimination Methods

This section introduces the three image discrimination methods evaluated in this work: (1) Instance recognition is the process of identifying occurrences of a single identical object, (2) object detection attempts to find a particular class of objects within images, and (3) image classification attempts to classify whole images as having certain properties [33]. This research aims to evaluate all three methods and their applicability to target detection using GPR data and improve upon this baseline performance.

Instance Matching

Instance matching aims to recognize instances of a known object within a scene. An example of this would be attempting to find all instances of a particular book within a visual scene. The specific title text and the cover design of the book can be used for recognizing it in a scene. It is assumed in this approach that the algorithm has an isolated image example of the known object. While there are applications where this problem is simply a template matching problem, modern research in this field is focused on accounting for various types of transformations commonly found in visual images. Scale, intensity, rotation, and occlusion are all common types of transformations that affect how an object appears within an image [34]. Successful
methods for instance matching must be able to identify instances of the object under these types of transformations.

The main contribution in image processing literature that allowed algorithms to reliably detect these transformations was the use of a patch based model where matching occurs between small discriminable patches of the images instead of whole objects [33]. This method not only allows for more efficient processing of the data, but also allows for partial matches and accurate detection in the case of occlusion. The patches on an object and within a scene that are selected for processing are based upon their ability to be located repeatedly and their ability to be distinguished from other patches of data. These patches are located at points known as feature points. Research has shown that corner detectors and blob detectors find the most informative image patches to be used for subsequent processing [35]. Corner detectors are designed to find areas where two edges in an image meet [36], while blob detectors look for areas within an image that are unlike the immediate area around them [37, 38, 39]. Both of these methods provide feature points with excellent localization and also generally find areas within an image that are indicative of the object they are attempting to identify.

Although patches are selected for their ability to repeatedly localize on the same physical point on an object, errors of a few pixels remain common. This is one of the reasons why an entity termed a "descriptor" is used to describe each patch of data instead of simply using the vectorized pixel intensity values. The descriptor’s function in instance matching is to provide a relatively low-dimensional representation of the data within a patch while being invariant to intensity and minor pixel differences in localization of the patch.

In most modern techniques for image instance matching, the matching process begins with interest points located on the example image as well in the image of the scene in which the object is to be detected. The descriptors are calculated for
Figure 3.1: This figure presents the algorithm flow for instance matching between an example image and a cluttered scene. First (top left) feature points are extracted from both the example image and the cluttered scene. Next (top right), features are extracted from each patch located around a feature point. Finally (bottom), matching between points is performed using the features extracted from around each point.

In this research, a number of feature point detection and descriptor methods were evaluated for instance matching in GPR data. Harris corner points [36] and a blob detector based on the determinant of the Hessian [38] were both used since their performance is generally good across a variety of applications [35]. In addition, this
work also introduces a feature point method designed specifically for GPR data based upon the smoothed energy of a 2-D B-scan. Descriptors evaluated for this method were adapted from the Scale Invariant Feature Transform (SIFT) [37], Speeded Up Robust Feature (SURF) [38], and the Binary Robust Independent Elementary Features (BRIEF) [40]. The SIFT descriptor was chosen for its good performance in tests [41], while SURF is intended to represent a computationally less expensive version of SIFT. BRIEF was chosen since it provides a complementary approach and an invariance to variation in pixel intensity differences. These different approaches are all described in the following sections.

**Feature Point: Harris Corner Detector [36]** The Harris corner detector is based on previous work performed by Hans Moravec [42] where a corner is found within an image by shifting a window around each pixel and noting the intensity changes. If a corner is present, the intensity should change in all directions. If the pixel lies on a single edge, or a constant area, at least one shift direction will produce a low intensity difference. Harris and Stephens proposed a method that works similarly, but uses the gradients around each pixel to approximate the sum of squared differences (SSD) surface that models the change in intensity as a window is shifted around a pixel. The equation below defines the SSD given a shift of \( \tilde{\phi} \) using a Taylor series approximation

\[
SSD(\bar{x}_o, \tilde{\phi}) \approx \tilde{\phi}^T \sum_{\bar{x} \in w(\bar{x}_o)} [g(\bar{x} - \bar{x}_o)A(\bar{x})] \tilde{\phi},
\]

(3.1)

where \( w(\bar{x}_o) \) is the window around a point location \( \bar{x}_o \); and \( g \) is a Gaussian function. Note here that \( \bar{x}_o \) is a two dimensional vector to indicate location within the image space. At each location, \( A \) is defined as

\[
A(\bar{x}) = \begin{pmatrix}
I_x(\bar{x})^2 & I_x(\bar{x})I_y(\bar{x}) \\
I_y(\bar{x})I_x(\bar{x}) & I_y(\bar{x})^2
\end{pmatrix}
\]
where $I_x(\bar{x})$ is the derivative of the image, $I$, in the $x$-direction. The corner response at each pixel is then defined by Harris and Stephens [36] as:

$$R(\bar{x}) = \det(A(\bar{x})) - k(\text{tr}(A(\bar{x})))^2,$$

where $k$ is a small constant tuned to a specific application.

Given the corner response for each pixel across the image, only local maxima are considered to be possible corner points. Those points that remain must then be above a given threshold to be recognized as a corner point by the algorithm. Figure 3.2 shows the results of the process of detecting corner points on an example image.

### Feature Point: Blob Detector [38]

A blob detector is designed to identify areas where the intensity within the region differs greatly from the surrounding area. This can indicate salient locations such as corners or small areas of high contrast. The blob detector that was utilized for this research is the determinant of the Hessian method that was used in the implementation of SURF [38]. This algorithm operates by calculating the Hessian matrix at each pixel location after a 2-dimensional Gaussian...
Figure 3.3: Figure 3.3(b) shows the response to the blob detector at each pixel given the original image shown in 3.3(a). Figure 3.3(c) shows the final selected points overlaid on the original image after non-maximal supression.

smoothing of the image.

\[
\text{Hessian}(\bar{x}) = \begin{pmatrix}
I_{xx}(\bar{x}) & I_{xy}(\bar{x}) \\
I_{yx}(\bar{x}) & I_{yy}(\bar{x})
\end{pmatrix}
\]

where \( I_{xx}(\bar{x}) \) is the second derivative in the horizontal direction at the image pixel \( I(\bar{x}) \) within the image \( I \). If the determinant of the Hessian is positive, the location is either a local minimum, or a local maximum of the function depending on the sign of \( I_{xx} \) and \( I_{yy} \). Each pixel’s response to the blob detector is represented by the determinant of the Hessian matrix at each pixel. Local maxima and minima of the blob detector that surpass a given threshold are then identified as blob locations. Figure 3.3 shows the result of processing by the blob detector on an example image. Note that a blob detector will also produce feature points on corners as corner pixels share characteristics that blob detectors respond to.

Feature Point: 2-D Energy Based Detector  In addition to the feature point methods utilized from the visual image processing field, a new feature point method was developed for use on GPR data. Instead of finding corners or blobs, this method aims to identify peaks of high energy. Generally in visual images, high energy locations are not used as feature points as they can often be a result of light source reflections.
that are not indicative of aspects of the object which the reflection is located on. In GPR data however, high energy areas are desirable as they often occur as a result of a change in conducting materials, such as soil to metal. Therefore, by identifying areas of high energy in a 2-D B-scan, data caused by subsurface anomalies are processed. In order to find these areas, the energy of B-scan is calculated then smoothed with a Gaussian filter to reduce random noise. Non-maximal suppression is performed to find the local peaks. The top energy peaks are kept as feature points based on their energy value.

A comparison of the feature points extracted using each of the three methods is shown in Figure 3.4.

Descriptor: SIFT  The Scale Invariant Feature Transform, [37], has proven to be a very robust and powerful feature descriptor for object matching in images [41]. This descriptor utilizes a 16x16 patch of pixels around each feature point. Within this 16x16 patch, the pixels are subdivided into 4x4 pixel sub-patches. Each pixel’s gradient magnitude and angle is calculated using simple gradient filters. The magnitudes
Figure 3.5: Example generation of SIFT descriptors on a patch of GPR data. The patch of data taken from around a feature point location is shown in 3.5(a). The region is partitioned into the 4x4 grid of sub-patches. Plot 3.5(b) shows a quiver plot representing the gradients at each pixel location. Plot 3.5(c) shows the result after binning the gradients within each sub-patch. Each arrow in this plot originating from the center of the sub-patch represents the magnitude of the bin in that angular direction.

are weighted according to their distance from the feature point using a Gaussian mask. The pixel’s magnitudes are then binned within each sub-patch according to their calculated angle’s distance to 8 equiangular lines between 0° and 360°. Each sub-patch generates an 8 dimensional vector where each value is the sum of magnitudes from pixels that shared a similar gradient angle. The vectors from all sub-patches are concatenated to create a 128 dimensional vector representing the SIFT descriptor for one feature point. In addition, [37] found that a particular normalization method was most effective to maximize the SIFT descriptors matching abilities. Each 128 dimensional SIFT descriptor is converted to a unit vector. All values over 0.2 are then set to 0.2 and the vector is again converted to a unit vector. This was found to provide invariance to intensity differences between images as the same edges can have vastly different gradient strengths between images depending on lighting or camera factors [37]. Figure 3.5 shows the transformation of a data patch into a set of binned gradient vectors.
Figure 3.6: Example generation of a SURF descriptor on a patch of data. Plot 3.6(a) shows the patch of data around a feature point. The statistics of each sub-patch are shown in 3.6(b). The statistics of all 16 sub-patches will be concatenated to form a 64 dimensional feature vector.

**Descriptor: SURF** The descriptor used in SURF was intended to be a faster alternative to the SIFT descriptor with no loss in performance [38]. The SURF descriptor implementation found that a 20x20 patch of pixels around each feature point performed best for matching. Similar to the SIFT descriptor, SURF descriptors subdivide the patch of data and aggregate within each sub-patch. The SURF implementation subdivides each patch into 16 - 5x5 pixel sub-patch regions. Within each sub-patch x and y-direction gradient information is calculated using two simple Haar wavelet filters. The gradients are aggregated to obtain 4 statistics that represent the sub-patch. The four gradient statistics are: $\sum dx, \sum dy, \sum |dx|, \sum |dy|$. These statistics were chosen as they are very fast to calculate and provided comparable performance to the SIFT descriptors. An example descriptor calculation is shown in Figure 3.6. This calculation of a descriptor is fast as a result of using simple box filters that can be calculated quickly using an integral image [38]. Normalization for the SURF detectors simply consists of converting the 64 dimensional vector to a unit vector. As with the SIFT descriptor this is to provide invariance to changes in intensity between images.
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Figure 3.7: The original patch of GPR data to be processed is shown in 3.7(a). The same data is smoothed and shown in 3.7(b). A small number of comparison features are also displayed. The gray arrows represent location pairs where the first location has lower intensity than the second. The black arrows represent pairs where the first location has higher intensity.

**Descriptor: BRIEF** The BRIEF descriptor was selected in this research for its invariance to pixel intensity changes as well as its alternative method to account for feature point localization inconsistencies [40]. Unlike previous descriptors introduced, the BRIEF feature is not calculated based upon the gradients within the patch. Instead BRIEF calculates comparisons between locations within the smoothed patch around a feature point. These comparisons, when dense enough, represent the relative intensity changes within a patch, thus representing structure within the patch. As the only information retained from each comparison is the location that has a higher intensity, no knowledge of absolute pixel intensity is incorporated. By smoothing the patch with a Gaussian filter prior to any comparisons, smaller differences in localization are not as detrimental to performance. The locations utilized in BRIEF descriptors are chosen at random with replacement and kept throughout training and testing. Figure 3.7 shows an example of how a small number of brief features would be generated within a patch. In this experiment, 256 different comparisons were used per patch. Matching between patches is performed with a simple Hamming distance, the number of comparisons that do not match between the two binary vectors. In
the binary case, the matching between two vectors is then simply an XOR operation that can be optimized for very high speeds [40]. The resulting descriptor for each patch is a 256 dimensional binary vector.

Object Detection

In contrast to instance matching where an identical version of an object is identified, object detection is designed to find instances of a class of objects within images. An example of this relating to books would be trying to find books in a scene with no constraints on which specific book is to be found. Common examples of applications of this technology are face detection [20], pedestrian detection [43], and car detection [44]. For these types of detection problems, the challenges can be both the image transformation challenges seen in instance matching, as well as the uncertainty associated with interclass variations. In the example of pedestrian detection, interclass variations include the issues such as the size/weight of the person, the colors and patterns of their clothes, their poses, and all other differences that distinguish one human from another. Due to the amount of variation possible, most algorithms designed for this task tend to require more training data to effectively model the interclass differences. Classifier choice is also important in this application as over-fitting can significantly reduce classifier performance.

Training data for object detection generally consists of a large number of example images of the desired object as well a sample of background images. Naturally, the dataset used for training will also contain some portion of the expected statistical inter-class variations typical of the problem under consideration. Instead of using a patch based approach, object detection generally uses a patch size that encompasses the entire object that is being detected. While a patch based method could work well for objects that have similar small scale characteristics, generally within a class, these small-scale characteristics vary too much to provide reliable detection. However, as in
Figure 3.8: Example flow of the object detection method applied to face detection in images. Example training samples are generally obtained via hand labeling. The classifier is trained on the descriptor representation of all example images. Locations within new images are converted to their descriptor representation and classified using the trained classifier.

instance matching, descriptors are used to represent the data for the same advantages of localization and intensity differences.

The classifier for object detection is trained using the descriptor representation of all training example images. Detection of objects in images is then performed by computing the descriptor and classifying each location across an entire image at a sampling rate that is acceptable given the descriptor aggregation size and expected object size. These steps are illustrated in Figure 3.8 which outlines the steps that object detection generally follows.
Most of the methods utilized in the implementation of object detection are very similar to that of instance matching. Descriptor methods from both fields are generally inter-changeable; however the size of the patch is usually optimized for specific applications. In addition to the descriptors used previously, this research also utilizes a descriptor originally applied to pedestrian detection - the Histogram of Oriented Gradients (HOG) descriptor [43]. As classification takes a larger role in object matching, this research also evaluates three different types of classifiers. The first is a linear classifier that also performs dimensionality reduction known as Partial Least Squares Discriminant Analysis (PLS-DA). The Support Vector Machine (SVM) was studied because of its ability to create a decision boundary that maximizes the margins between classes [45]. Finally the Random Forest (RF) classifier is used given its performance in recent comparisons between classifiers [46].

**Descriptor: HOG** The Histogram of Oriented Gradients (HOG) shares many similarities with both the SIFT and SURF descriptors. As the HOG descriptor was originally developed for pedestrian detection, it was designed to detect objects with the same orientation. Like the SIFT descriptor, the HOG descriptor takes the patch of data around a given area and subdivides it into sub-patches where gradients are binned according to orientation. However, instead of using 8 equiangular bins from 0-360°, the HOG descriptor as presented in Dalal and Triggs [43], uses a number of bins between 0-180°. This difference means that while SIFT will identify a difference between the two images presented in Figure 3.9, the HOG descriptor will be the same for both.

Normalization of the HOG descriptor is necessary to account for intensity changes for the same reasons as the other gradient based descriptors used in instance matching. HOG mainly differs from other approaches in that it does not have a set number of sub-patches within which normalization occurs. Instead the number of sub-patches
Figure 3.9: Patches #1 and 2 both exhibit the same geometric structure. However the gradient directions along each edge are reversed. The HOG descriptor will bin the gradients in the 90° and 270° in the same bin. The SIFT descriptor will bin the gradients in separate bins as the range for the sift angular bins goes from 0-360°.

included in normalization is referred to as a block size, and can be adjusted depending on the application. The original implementation of HOG found that between the methods of normalization they tried, the method of normalization generally made little difference. This research utilizes the L2-norm method, where the HOG vector for the appropriate blocks, v, is normalized by

\[ v_{norm} = \frac{v}{\sqrt{||v||^2 + \epsilon^2}} \]  

(3.2)

Where \( \epsilon \) is a small non-zero number that tends to have little effect on the descriptor. The resulting normalized HOG sub-patches are then concatenated to form the descriptor representing the area desired.

Classifier: PLS-DA  

The partial least-squares discriminant analysis (PLS-DA) classifier is used in this research because of its ability to perform dimensionality reduction to a space where all features are uncorrelated [47]. While this type of dimensionality reduction is often carried out using an unsupervised method like principal component analysis (PCA), PLS is advantageous because it also leverages the class labels. This is especially important if the between-class separation is not as dominant as the interclass variation [48]. Consider a data matrix \( X \) of dimensions \( n \times m \), contains \( n \)
observations, each with $m$ features. For the $i^{th}$ observation, there is a corresponding class label, $y_i$. The goal of these dimensionality reducing methods is to project $X$ onto a new subspace that maintains the desired information about $X$ while reducing the dimensionality. This can be modeled using

$$T = XW$$

(3.3)

where $T$ is the lower dimensionality representation of $X$, and $W$ is the transformation matrix that projects $X$ into a lower dimensional space. In this model, our class labels, $y$ are a linear function of $U$. $C$ dictates the relationship between $U$ and $y$ while $G$ represents the error in the model.

$$y = UC^T + G$$

(3.4)

When training a classifier for either model, it is reasonable to assume $y$ is dependent on our representation of the data, $T$. To learn the relation between the representation of the data and the labels, $C$ must be calculated. This is performed using least squares regression where $||G||^2$ is minimized. The solution for $C$ is then

$$C = (TT^T)^{-1}Ty$$

(3.5)

Given projected data, $T$, both PCA regression and PLS regression utilize the same method for training the model. The difference however is in the forming of the transformation matrix, $W$. PCA involves maximizing the variance in the final projected data with no regard to class labels. Therefore the orthogonal directions PCA selects to project the original data, are the directions with the highest variance within the observation data. In PLS however, the goal is to find the direction vectors that maximize the covariance between observations, $X$ and labels $y$. There are a number of different algorithms designed to complete this task. The method used in this research is known as SIMPLS [49]. SIMPLS leverages the knowledge that
the direction that maximizes covariance between \( X \) and \( y \) is the first left singular vector of \( Xy \). This method is iterative in that it finds a single direction vector per iteration. The residual information of \( X \) and \( y \) are calculated after each iteration and used as the input for the successive iterations. When the weights are generated, they are applied to \( X \) to obtain a \( T \) for the training data. Least squares is then used to obtain a value for the linear model variable \( C \) that explains the relationship between \( T \) and \( y \).

New test data that is received for classification is first reduced using the weights found during training, \( W \). The lower dimensional representation is then multiplied by \( C \) to obtain estimated labels for the new data. These estimated labels are the confidences output by the PLS-DA classifier.

**Classifier: SVM** The Support Vector Machine (SVM) is a statistical classifier developed to maximize the margin between the decision boundary and the two classes [50]. This decision boundary is referred to as the maximum-margin hyperplane. In a linearly separable dataset, this decision boundary can be found heuristically by expanding the width of the decision boundary line until it contacts data points from either class. When the decision boundary can no longer expand, or rotate to expand further, it has achieved the maximum margin. An example of this is illustrated in Figure 3.10. The label, \( y_i \), of a test data point, \( x_i \), is determined by which side of the decision boundary it lies in. This is performed using a linear model where

\[
y_i = 1 \text{ if } w^T x + b \geq 1
\]

\[
y_i = -1 \text{ if } w^T x + b \leq -1
\]

In this model, \( w \) is a vector whose direction is perpendicular to the decision boundary line. The data points are projected onto the \( w \) subspace, then the decision is determined by this projection and the offset, \( b \). In training the linear SVM classifier, finding the best decision boundary involves maximizing the margin until it reaches
Figure 3.10: Figure 3.10(a) shows possible decision lines that separate the two shown classes without error. Many of these lines however, are not desirable for classifying new unseen testing data points. The solid line shown in Figure 3.10(b) is the desired robust decision boundary with the maximum margin and is better suited to classify unseen data given these distributions.

the nearest data points. Training of a linear SVM with completely separable data is then an optimization problem as the width of the margin can be expressed in terms of $w$. The minimization required for a linearly separable dataset is performed by minimizing the following:

$$
\arg\min_{w, b} \ w^T w \quad s.t. \ w^T x_i + b \geq y_i \ \forall \ i = 1, 2, \ldots, n.
$$

(3.7)

This optimization is possible by introducing Lagrange multipliers that reduces to optimizing the following for the Lagrange multipliers,

$$
\sum_{i=1}^{n} \alpha_i - \frac{1}{2} w^T w, \ \text{subject to} \ \alpha_i \geq 0 \ \forall i,
$$

(3.8)

where because of the $\alpha_i$ terms, $w$ can be calculated as

$$
w = \sum_{i=1}^{n} \alpha_i y_i x_i.
$$

(3.9)

Constraints on this minimization ensure that every point is classified correctly. However, this minimization problem fails if the data is not separable which is often the
case with noisy observations. Therefore a new term, C, that penalizes the misclassification of a training point is introduced. The minimization problem becomes

$$\arg\min_{w,b} \ w^T\ w + C \sum_{i=1}^{n} \epsilon_i \ \ s.t. \ y_i(bw^T\ x_i + b) \geq 1 - \epsilon_i , \ \epsilon_i \geq 0 \ \forall x_i . \ \ (3.10)$$

This allows for classification errors when $\epsilon_i \geq 0$ to have an effect on the minimization. The constant, $C$, weights how much a misclassification affects the decision boundary. The higher the value of $C$, the more important it is that training points lie on the side of the decision boundary that their label corresponds to.

This research utilizes a kernelized version of the SVM [51] implemented in MATLAB by [52] with a radial basis kernel. By performing the SVM learning and classification using a kernel function that maps into a higher dimensional space, the relationship between observations can be non-linear allowing for more complex relationships to be realized [53].

**Classifier: Random Forest**  The Random Forest (RF) classifier differs with respect to other classifiers in that it does not attempt to classify the observation using its entire set of features at once [54]. The approach often taken to classify using all features generally leads to complex classifiers and decision boundaries giving little intuition of how changes affect classification. Random forests operate using an ensemble classification method, where the decision is based on the mode of a large number of simple classifiers. The simple classifiers are decision trees and the whole system of trees is appropriately known as a forest.

For each decision tree, a subset of observations is randomly selected with replacement in a process referred to as bootstrapping. The resulting data is used as the training data for the tree, while the remaining data is used to test the error of the decision tree. For each decision node, a small subset of features is selected and used
to calculate the split between classes. This is repeated for all nodes in the tree. The resulting decision tree is one of many used in the ensemble.

To classify a new sample, the observation is processed by all decision trees that have been trained on different bootstrap samples of the data. In a binary classification setting, the number of individual trees that classified the observation as a positive instance is used to assign a confidence to the observation.

*Image Classification*

Image classification tasks require the algorithm to classify entire images into a small number of categories. An example of this would be the categorization of pictures from the inside a library (containing books) from a school’s image database. The kinds of categories can range from city vs. suburban images, to what kind of animal is present in the image. In general this term represents problems where the algorithm classifies based upon the entire image. One of the main challenges is that parts of the image consist of background data that is not indicative of the class label. However due to the variety of possible realizations of each class of image, there is no way to distinguish easily between indicative and non-indicative patches within an image. Therefore a method that takes into account this multiple instance problem must be employed.

The algorithm that this research utilizes is a categorization method known as the bag-of-words approach. This approach was selected due to its simplicity and ability to process the entire image, where many part based models [55] focus on particular areas and are more akin to object detection. The bag-of-words method is based on a method originally developed for text categorization. Instead of words however, images are classified based upon patches that are sampled densely across the entire image. In order use this model with images, a discreet set of possible types of patches, analogous to a vocabulary, must be developed. This visual vocabulary is created by
randomly sampling a large number of patches from the training data and clustering them based on their descriptor representation. This research utilizes K-means as it has shown to cluster image patches reliably and performs well on recognition tasks [56]. Patches in an image are selected using a variety of methods. These patches can be extracted densely at given intervals, or at certain interest points such as corner and blob locations [33]. Each extracted patch in an image is then represented by the cluster that its descriptor representation is most similar to. The entire image is in turn represented by the frequencies of these clusters being present. These frequency histograms are then utilized for training a classifier using both positive and negative examples. Similarly to object detection, the requirement for large amounts of training data exists in order to cover the statistical variation possible within the image categories. The final confidence of each image is the classifier output given the frequency histogram vector. The steps involved in the bag-of-words model can be seen in Figure 3.11.

Many different methods of patch representation, patch localization, and patch size parameters can be used in this method. This research evaluates the use of two descriptors, a modified HOG descriptor and the raw pixel values that have been normalized and whitened. The modified HOG descriptor is the same as normal HOG descriptors, except the block size is changed in order to match the sub-patch size of a SIFT descriptor given the patch size. Therefore the HOG descriptor block size will be such that a grid of 4x4 blocks will fit into each image patch.

**Whitened Patches** Utilizing normalized patches for clustering to determine a visual vocabulary has been found to perform poorly in image recognition tasks [56]. By whitening in addition to normalization as a pre-processing step, improvements were found in the ability to cluster the patches using K-means into centroids that provided better results in recognition tasks [57]. By whitening the patches, the correlation
Figure 3.11: Processing steps for the Bag-of-Words model applied to visual images. The patch vocabulary is generated based on a random sample of patches within the training data (top). Each image is in turn represented by the frequencies of each patch type (bottom). These frequency histograms are then used to represent the image for both training and testing stages.

between pixels is removed. This allows the whitened patch centroids to be more evenly distributed across the data sub-space [57]. The whitening process used in this research is based on the method used in [57]. The training data, $X$ is a $n \times m$ matrix where each row is a random patch take from the training set of B-scans. The data is first normalized so that each row has a mean of 0 and a standard deviation of 1.

Given the decomposition of the covariance of the data matrix, $VDV^T = \text{cov}(X)$, the whitened data is computed as

$$X_{\text{white}} = V(D + \epsilon I)^{-\frac{1}{2}} V^T X$$

(3.11)

where $\epsilon$ is a regularization term to ensure that the eigenvalues, $D$ are not too close to 0. The $V$ and $D$ matrices used in to whiten the training data prior to clustering are preserved to whiten the testing data in the same manner.
3.1.2 Results

This section presents the result of testing these methods on data collected over inert targets buried at known locations marked by Global Positioning Satellite (GPS) locations. Data was collected by driving the data collection system over the targets at operational speeds multiple times from different directions. The dataset used for this chapter contains a total of 788 target pre-screener alarms and 1635 pre-screener alarms that do not contain targets. Algorithms are tested using 10 fold cross validation where the classifier training is performed on 9/10ths of the data in each fold. As multiple data collections were obtained over each target, the folds were generated so that all instances of the same target at one location are contained in one fold. This ensures that the detection methods are tested on their ability to generalize detection to other soil conditions rather than simply overcoming noise introduced by the sensing modality.

Algorithm performance is presented utilizing a variant of the receiver operator characteristic (ROC) curve. Instead of viewing detection performance in terms of the probability of false alarm (FA), this research instead utilizes the false alarm rate (FAR) with units of FA/m\(^2\). This metric is used to give perspective on the overall operating characteristics of the system in real world situations. The probability of detection (PD) at set values of FAR will allow the comparison between algorithms at operating conditions acceptable to operators. The FAR levels that will be presented in this chapter are at the rates 0.001 FA/m\(^2\), 0.003 FA/m\(^2\), and 0.005 FA/m\(^2\). Given the width of the GPR panel, these values correspond to a false alarm encounter on average every 333 m, 111 m, and 66 m traveled by the vehicle.

Instance Matching

This section presents the results obtained when utilizing instance matching as a framework for detecting targets. Typically instance matching is performed by com-
paring one example image to cluttered scenes and finding matches within the scenes. In this research however, instead of one example, this application has hundreds of training target examples to compare to. Some targets will appear more similar than others due to both target type and the surrounding soils. It is for this reason that for each test pre-screener alarm, the GPR data is compared to the complete set of pre-screener alarms in the training data. The top 15 matches, determine the confidence by using a k-nearest neighbor like approach of counting all the positive instances within the top 15 matches.

**Performance as a Function of Various Descriptors**  
Results associated with the different descriptors tested are shown below in Figure 3.12 at the FAR levels specified. These results are shown with the top performing patch sizes utilizing 2-D energy points as the feature point method. This figure shows the performance both with and without fusion with the pre-screener confidence. SIFT provided the best performance without the fusion with the pre-screener. When the pre-screener confidence is fused with these results, the performance of all methods increased. In particular, BRIEF features benefited significantly from fusion with the pre-screener. As the BRIEF feature is simply represented as a binary comparison between pixels, it has absolutely no information regarding the absolute energy in the image. Therefore with the additional energy information, performance is much improved. In comparison, the normalized SIFT descriptor is still be affected by local changes in signal energy; e.g., a number of bins with very large values, while normalized, still indicates the presence of large gradients as other gradient directions will be significantly smaller if no large edge exists. Therefore, the energy information from the pre-screener confidence is not as much of a performance boost compared to BRIEF.
Results independent of pre-screener confidence

Results with confidences fused with pre-screener confidence

**Figure 3.12**: The results above illustrate the performance of various descriptor methods over the best performing parameters utilized in instance matching. The results on the left show the performance of the descriptors without fusing with the pre-screener confidence. The results on the right include the pre-screener fusion that shows additional information is being introduced by the fusion with instance matching. These results show that without the pre-screener information, the SIFT descriptor method outperforms other descriptors. In contrast, BRIEF features perform very badly without pre-screener information perform much better after fusion with the pre-screener.

**Performance Across Feature Point Methods** Results presented in Figure 3.13 show the performance as a function of the various feature point detection methods. As in the previous section, while large differences are evident without fusion with the pre-screener, when the confidences are fused, performance differences are minimal. The performance of the point methods without fusion show that the blob detector and energy peak detectors perform consistently better than the Harris corner point method. However, when the algorithms are fused, no method is clearly superior to others.

**Analysis of Matches** Figure 3.14 provides an example of a very good match between two targets of the same type in different ground locations. While some points are not matched perfectly across these two B-scans, this example shows good feature point localization and most points match to similar locations within both responses.
(a) Results independent of pre-screener confidence  
(b) Results with confidences fused with pre-screener confidence

**Figure 3.13:** The results above evaluate the performance of various point localization methods utilizing the best performing descriptors. The results on the left show the performance without fusion with the pre-screener confidence. The results on the right include the pre-screener fusion that shows additional information is being introduced by utilizing the instance matching confidences. These figures show the large disparity between performance with and without the fusion with the pre-screener, especially in relation to the BRIEF descriptors.

**Figure 3.14:** This figure illustrates matching between two different instances of the same target type. The target on the right is the closest match over all training alarms available. The lines represent a match was found between the given SIFT descriptor whose patch center is represented by the white dots.

In contrast, **Figure 3.15(a)** shows a match utilizing the same parameters where matching fails to occur between alarms of the same type. The target on the left matches most closely with the false alarm on the right. To understand why this alarm did not match with a training example of the same target type, **Figure 3.15(b)** shows the points matched between the two targets of the same type but different
ground locations.

Figure 3.15: This figure shows the down-track matching between a target and its top match, a false alarm. The second matching image in 3.15(b) shows the feature point matching between the same target and an instance of the same target type at the same depth at a different location. The feature points are not located similarly and the overall responses do not share all of the same visual characteristics. Thus the two B-scans were not matched well during testing.

The responses in Figure 3.15(b) look significantly different due to the soil properties around the alarm. This difference in appearance causes the points to be localized in different areas of the responses. As the points are located in different areas of the alarm response, the patch data surrounding these points will not be similar, causing large distances between descriptors. This makes it difficult to match whole target responses between B-scans. Finding multiple alarms with both similar keypoint localization and the area around those keypoints is very difficult given the variation seen in GPR responses. It would therefore require a large set of nearly identical training examples in order to correctly classify targets (ie; same subsurface characteristics). This is not possible given that subsurface characteristics are generally unknown in operating conditions, and impossible to predict fully.
Figure 3.16: These results illustrate the differences in performance between the various descriptor methods. The best performing patch size is used in conjunction with the SVM classifier. The SIFT descriptor consistently performed the best among all methods tested despite the similarities to the HOG descriptor. The BRIEF descriptor performed poorly in both trials, especially when not fused with the pre-screener.

**Object Detection**

This section presents the results from applying an image object detection framework to the detection of buried targets in GPR data. The detector is trained using 2-D GPR image patches from pre-screener alarms both with and without targets responses present. In the case of positive examples, these patches are centered around the target response. In this chapter the target response image patch is chosen using hand labeled locations as is often done in visual image tasks.

**Evaluation of Descriptor Methods**  
A number of descriptor representations were tested in this work from both instance matching, and object detection algorithms. The results comparing the descriptors under consideration are shown in Figure 3.16. These results show very good performance in object matching methods in both the SIFT and HOG descriptors. These results also show that BRIEF features continue to perform poorly without fusion with the pre-screener. Unlike in previous methods however, after fusion, BRIEF features are not able to match the performance of the SIFT and HOG descriptors.
Evaluation of Classifiers  Figure 3.17 provides the performance across the various classifiers tested in this research. Utilizing the SVM classifier provided the best results across all trials. The random forest classifier, however, was the only classifier that benefited from fusion with the pre-screener. This was likely due to the poorer performance of the random forest compared to the other methods. Both the SVM and PLSDA classifier had the same or worse performance when fused with the pre-screener.

Automated Training Data Labels  Previously, experiments were performed using training data that was extracted based on a hand labeled row index where the first occurrence of a target response could be observed. This section provides results and analysis utilizing row indexes that were determined automatically to avoid the vari-
Figure 3.18: This figure shows the results of attempts to automatically generate isolated training examples from the training data instead of using hand labeled examples. It can be observed that the hand labeled training data continues to perform better at certain operating points, most notably at 0.003 FA/m². In the fused results, the hand-labeled data would be the clear choice. However the method utilizing three different training examples per training image does have better performance at some operating points in the un-fused results. It is important to note that this is not necessarily a fair comparison. By having 3 training samples per positive image, there are three times the number of positive training samples.

To determine the depth of the response, this method uses the smoothed energy of the A-scan at the pre-screener alarm location. As a high energy reflected signal after the initial ground bounce typically indicates a change in subsurface electromagnetic properties, it is assumed that large reflections are caused by the buried target. We can therefore attempt to identify the row at which the target response is present by the largest peak after the ground bounce.

The results shown in Figure 3.18 evaluate the effectiveness of the automatic training data extraction utilizing between one and three of the top energy peaks from each positive training example. These results indicate that utilizing automated training methods perform comparably to hand labeling positive examples. In particular, utilizing 3 training patches from each pre-screener alarm produces very similar performance to using hand labeled training data.
Figure 3.19: The figures above illustrate the differences in centroids for different sized patches. The smaller patch centroids can only represent parts of the landmine response. The larger patch centroids are able to represent both the rising and falling edge of the landmine response allowing it to represent the entire landmine structure.

*Image Classification*

When utilizing the bag-of-words model the first necessary step is to create a visual vocabulary. This is done by randomly sampling patches from 2-D B-scans in the training data. The raw patches are then processed either into a HOG descriptor or normalized and whitened before performing k-means. An example selection of 2-D GPR vocabulary words from a variety of patch sizes is shown in Figure 3.19. These examples are of the centroids found using whitened patches. This figure illustrates the kinds of shapes and structures that are represented by each patch size.

The first series of results shown in Figure 3.20 considers the use of the two methods of patch representation using the bag-of-words model. The first parameter evaluated is a range of patch sizes. The results presented are independent of the pre-screener fusion. This is due to the poor performance of the HOG descriptors causing the pre-screener confidence to drive ROC performance.

These results are surprising given that in previous applications of a pixel-based detector, performance has been poor. Poor performance in other methods is generally attributed to issues with localization, which if off by a single pixel can cause large differences in the resulting vector. In this application however, a representation is
(a) Probability of detection at a FAR of 0.001/m$^2$ across patch sizes and descriptors

(b) Probability of detection at a FAR of 0.003/m$^2$ across patch sizes and descriptors

(c) Probability of detection at a FAR of 0.005/m$^2$ across patch sizes and descriptors

Figures 3.20: This figure shows the performance of the descriptors over a range of square patch sizes independent of the pre-screener confidence. Performance is measured by the probability of detection at a given false alarm rate (FAR). Each of the images above represent the performance at a given FAR value. The darker bars within each image represent the normalized patch’s performance as a descriptor. The whitened patch performance was found to be more consistent across various patch sizes than the HOG method.

We learned that can encompass small shifts in location.

To better understand the performance differences between methods and patch sizes, a method of visualizing the performance across a test sample was created. Figures 3.21 and 3.22 illustrate a method of visualizing the individual patch scores. The dots in each image represent the center of an image region extracted. The intensity of the dot corresponds to the centroid that represents the region in the classification of the image. The dot intensities are determined by ordering centroids, $c_i$ by the ratio:

$$
\frac{p(c_i|H_1)}{p(c_i|H_0)},
$$

so that light colored dots correspond to centroids that have a higher likelihood ratio score.

The images shown in Figure 3.21 support a hypothesis that the whitened patches react to areas of higher energy. In both methods, areas of high energy have lighter colored dots representing centroids that appear often on target responses. In the area
(a) HOG Patches

(b) Whitened Patches

**Figure 3.21:** B-scans of the same target visualizing the likelihood ratios of the centroids representing each region. Each dot’s intensity is determined by the rank of the centroids likelihood ratio. The centroids when using HOG descriptors as shown in (a) is much more consistent than the whitened patches shown in (b). These results were obtained using a $16 \times 16$ patch size, with a sampling rate of 4 in both dimensions.

below the high energy however, the dots from the whitened patches method are no longer indicative of target responses. This is likely due to the lower energy levels of the late time reflections. The HOG descriptor however, still identifies the low energy areas as target like response patches. This illustrates the HOG descriptor’s ability to observe structure in low energy data.

In addition to the reduced energy dependence, the HOG descriptor is more consistent within the oscillations of the hyperbola. This is because the HOG descriptor angles are binned by their angle between $0^\circ$ and $180^\circ$. This means that a center point located on a negative region surrounded by positive regions will look the same as a positive region surrounded by negative regions. This is not the case for whitened images because large, positive magnitude signal data will correlate poorly with large, negative magnitude signal data. Both this and the fact that HOG performs aggregation over sub-patches is why HOG descriptor centers remain more consistent within a target response’s ringing effect as shown in Figure 3.21.

While the energy invariance of HOG can be beneficial in extracting information complementary to the pre-screener, it can present issues in low energy GPR data.
Figure 3.22: This figure helps visualize the likelihood ratios of centroids that represent regions of a false alarm B-scan. Note that the energy range in these images is much smaller than the images of a buried target. The HOG patches in (a) have a much higher response to these areas where the energy is low, but structure in the data recognized by HOG remains. In the whitened patches shown in (b), the likelihood is much less consistent.

Figure 3.22 provides an example where the performance obtained utilizing the HOG descriptors is poor without the pre-screener fusion. Many of the dots in the false alarm shown in Figure 3.22(a) are represented by centroids that appear often in target responses. This is due to the blob like structure observed in the B-scan data which, if viewed locally, can appear as a part of a reflection. While performance without fusion with the pre-screener is poor, with the addition of the energy information, false alarms such as these have much lower confidences.

The images shown in Figure 3.22 also provide insight into why performance with larger patches is generally better. This is particularly evident in the HOG descriptor image in Figure 3.22(a). This particular false alarm was shown because it contains significant amounts of texture where the image regions are represented by centroids commonly found on target responses. Considering Figure 3.19 which displays centroids from different sized patches, it is clear that the smaller sized patches are often looking simply for edge like structure. The larger patch sizes contain much more complete target response structure. In Figure 3.22(a), the smaller patch sizes are
identifying the edges found within the correlated noise while those same edges are also found on target responses. This causes the classifier, which is only given centroid frequencies, to calculate a much higher confidence for this false alarm.

3.1.3 Conclusions

The research presented in this chapter evaluates the use of three different detection frameworks applied to GPR data. These frameworks, originally designed for 2-D visual images, were able to extract useful information that improved the classification of pre-screener alarms. The top ROC operating points from each method tested are displayed in Figure 3.23. This figure indicates that the performance of an object detection framework is the best among all methods considered.

![Figure 3.23](image)

**Figure 3.23**: This figure presents the top ROC operating points from the three different detection frameworks considered. All performance levels presented include fusion with the pre-screener confidences. The object detection framework provided the best performance over all methods. This is likely due to the ability this framework has shown to account for intra-class variation in image processing tasks.

Instance matching methods can be effective at matching between target types under similar conditions. However, changes in soil composition and noise can alter a response appearance enough that both point localization and descriptor matching between two B-scans is disrupted. This caused poor performance in matching between target responses in the training and testing data which ultimately led to poor overall performance.
While the instance matching framework suffered due to the large variations in target appearance, object detection was designed to account for more intra-class variation. Performance using this framework surpassed all other methods tested. Given a set of labeled examples of target responses, object detection is the most fitting model reviewed in this work. In addition, methods to automatically generate labeled data produce comparable performance and allow for training a detector without the need for an expert to label the data.

Image classification was tested as it did not require isolated image areas in order to train a model. Utilizing the bag-of-words approach, the detector was able to add additional information to the system. However, the main observed drawback of this model is the lack of spatial awareness. The frequencies of learned centroids within the 2-D image that are used for classification are not affected by the layout of the patches. This negatively impacted performance especially when using smaller sized patches. For larger patches however, this was less of an issue as each patch contained more spatial information. The drawback with larger patches however is an increase in the amount of quantization that occurs as a result of more variation within centroid clusters.

3.2 GPR Patch Representation

Following the successful application of object detection methodology to detect target responses in GPR data, a more comprehensive study of GPR data representation was performed. This section utilizes the framework of a sliding window object detector as presented in Chapter 3.1 due to it providing the best performance as well as fitting the class of problem presented in GPR threat detection. The purpose of this study was to gain an understanding of performance implications using different families of feature extraction techniques to represent GPR data. The three types of feature extraction techniques used in this research are: pixel gradient methods,
binary comparison methods, and methods that utilize raw pixel data.

3.2.1 Feature Extraction Methods

This section introduces the feature extraction methods used in this comparative study. A total of 9 extraction methods were tested in this work.

Gradient Based Feature Extractors

The gradient based feature extraction methods tested in this work all share the commonality that each pixel within an image patch is represented by its gradient magnitude and angle. Each method then aggregates these values locally to represent the structural characteristics of the data within each local region.

Edge Histogram Descriptors

The edge histogram descriptor (EHD) is a feature extraction method originally identified as a standard method to characterize the texture within small image patches [29]. The first use of EHD in landmine detection focused on the ability of EHD to recognize the changes in a texture across a B-scan that contains a target response [13]. The EHD feature extractor characterizes an area by categorizing each pixel into one of five edge types and counting the number of each edge type. The edge type categories are, vertical, horizontal, diagonal, anti-diagonal, and non-edge. Pixels whose gradient magnitude do not surpass a threshold value are categorized as non-edge pixels. In order to observe the change in the EHD feature across an image region, the region is broken up into 7 overlapping column areas. Each column area produces a histogram, and the descriptor for the overall image region is the concatenation of all 7 histograms. Figure 3.24 shows the result of processing the EHD descriptor. In this figure, the shift in the EHD feature is evident as the dominant edge shifts across the hyperbolic target response.
Figure 3.24: This figure presents an example of processing a GPR patch of data using the EHD descriptor. The patch is separated into 7 vertical areas. Within each vertical area, the pixels are counted according to their edge type. The edge types are: horizontal (H), vertical (V), diagonal (D), anti-diagonal (AD), and non-edge (NE). The counts for each edge type are shown in the bottom panel for each overlapping vertical area.

*Scale Invariant Feature Transform* The Scale Invariant feature transform (SIFT) is a method originally introduced for the purpose of finding instances of an identical object in a cluttered scene. The SIFT descriptor calculates the descriptor by aggregating local gradient magnitudes based upon their gradient angles. See Section 3.1.1 for a detailed explanation on the SIFT descriptor.

*Speeded-up Robust Features* The speeded-up robust feature (SURF) was designed to be a computationally inexpensive alternative to the SIFT descriptor. Additional details regarding this descriptor as well as an example image can be found in Section 3.1.1.
Histogram of Oriented Gradients  The Histogram of Oriented Gradients (HOG) is very similar to SIFT in that it operates by aggregating gradient information over small local areas. One of the primary differences is that HOG only considers angles between 0 and 180° whereas SIFT considers angles between 0 and 360°. For a detailed descriptor of the HOG descriptor, see Section 3.1.1.

Binary Comparison Descriptors

Binary comparison descriptors operate by comparing pixel intensity values between two locations within an image patch. The output of each comparison is simply a 1 or a 0 depending on which location contains a larger value. These methods are popular as this binary data has the potential to be stored and processed very efficiently.

Binary Robust Independent Elementary Features  The BRIEF descriptor describes an area by comparing pixel intensities at random locations within an image patch. Additional details on the BRIEF descriptor are outlined in Section 3.1.1.

Local Binary Patterns  The local binary pattern descriptor (LBP) was originally designed as to differentiate between different textures in visual images [58]. LBP characterizes texture by representing each pixel by its relation to its eight neighboring pixels. An 8 bit string is generated for each pixel where each bit represents whether or not a neighboring pixel has a higher intensity value.

A total of 256 different vectors are possible for each pixel. In practice however, it was found that 58 of the 256 possible vectors represented 90% of all pixels [59]. These 58 patterns are identified by the number of transitions (0→1 or vice versa) that occur when traversing the 8 bit vector in a circular fashion. These 58 vectors, known as uniform patterns, encompass all patterns that contain less than 3 transitions.

When using LBP features in recognition tasks [60] and in texture classification problems [59], histograms of pixel representations are used to represent small local
areas. When only uniform patterns are considered, a total of 59 bins are used with the last bin representing all pixels that have a non-uniform pattern. In this research, each image patch is split into 6x6 pixel sub-patches. Within each sub-patch a histogram is generated based upon the patterns observed for each pixel. The final descriptor for a given image patch is then the concatenation of each sub-patch histogram vector.

**Pixel Representation Methods**

Utilizing raw pixel values in the representation of each image patch allows for the statistical relevance of each location with the patch be evaluated by the classifier. These methods can be desirable in certain applications when the calculation of features is a very time-constrained problem.

*Normalized Pixel Values*  Normalized pixel intensity values is a common method of representing a given image area in many image analysis applications. This method simply rasterizes a normalized image patch to create a 1-D vector. Each feature within an observation then represents a pixel location within the image patch.

Normalization is performed by first calculating the mean and standard deviation of the pixel values within the image patch. Each pixel is then normalized by subtracting the mean and dividing by the standard deviation. As the computation is minimal, this descriptor is very fast to calculate. However, as the size of the image patch is increased, the descriptor length is increased at the same rate.

*Principal Component Representation*  A lower dimensional alternative to representing data by its pixel representation is by projecting the pixel data onto a lower dimensional basis. A notable example of this method is the recognition of faces by using the principal components as the new basis [61].

The principal components used to project the data are learned from all patches in the training data. These components are learned in an unsupervised manner aiming
at capturing the maximum amount of variance in the data. By representing each sample as a weighted sum of the principal components, the dimensionality is limited by the number of principal components used. Figure 3.25 shows an example of the top 10 principal components from one training fold. These principal components appear very similarly to visible target responses. This indicates much of the data variance is caused by these responses.

**Sub-patch Principal Component Representation** Representing an entire large patch by the principal components of the rasterized image patch is an effective method of preserving the overall variance of the data. However, as can be seen in Figure 3.25, the energy in each image is highly focused in the center of each patch where most of the energy response is located. This is caused by the fact that the most variance in these GPR patches occurs in the central area. Therefore, much of the variance is in the extremities that could contain some useful information is lost. It is for this reason that this research also tests a slight variant to the principal component representation method.
As opposed to finding the principal components of the patch in its entirety, this method finds the principal components of small 6x6 pixel regions within each image patch. These smaller image patches are then represented by a linear combination of 6x6 pixel principal components. Figure 3.26 shows the top 10 principal components for the 6x6 sub-patch regions. The representation of each 6x6 pixel patch is concatenated to construct a descriptor for the overall image region.

### 3.2.2 Results

Each descriptor was tested using various image window sizes as well as different classifiers. Experimental results were generated using a variation of the receiver operator characteristic (ROC) curve. Instead of evaluating the probability of detection (PD) as a function of the probability of a false alarm (PF) given all pre-screener alarms, this research evaluates the PD as a function of the false alarm rate (FAR). The FAR is used in this application in part because we are only processing pre-screener alarms. If the PD/PF ROC curve is used, the performance of the curve will be heavily influenced by the amount and type of alarms passed through by the pre-screener. In order to visualize a large number of results on the same plot the performance of the ROC
curves are represented by the partial area under the curve (AUC) of the ROC curve. In this work the partial AUC measures the AUC between 0 and an FAR of 0.005 $FA/m^2$. This represents the range from the lowest possible, and highest acceptable FAR set by the operators of the detection system. A FAR of 0.005 $FA/m^2$ given a 3 m wide sensor panel indicates that a false alarm occurs every 67 meters.

**Experimental Setup**

To ensure that all feature extraction methods are compared fairly, the data available to the feature extractors as well as the classification methods are fixed. While some of these extraction methods have been applied successfully using alternative methods [13, 62], this research utilizes an object detection framework as described in Chapter 3.1.

Pre-screener alarms from the training set are used to produce positive and negative examples in order to train the discriminating statistical classifier. The positive and negative examples are generated from 2-D image patches, where positive examples contain a target response, and negative examples contain only background GPR data. The feature extractor being tested computes a descriptor for each patch that then creates a data set where each example has a feature vector. This dataset is used to train the statistical classifier.

In testing, when given a pre-screener alarm, image patches of the same size are extracted at regular intervals across the image. Each image patch extracted is then used to calculate a feature vector using the feature extraction method being tested. The set of feature vectors from each patch is then classified by the trained classifier. The maximum confidence output among all samples taken from a given pre-screener alarm is retained.
Training Data  In order to ensure reproducible results, the training data in this work must be determined automatically. Hand labeled GPR data is both a time consuming and an ambiguous task. As shown in chapter 3.1, performance using automated training data is comparable in performance to hand labeled methods on this dataset.

In this work, each pre-screener alarm that contains a target response produces a positive example for the classifier. This positive example is an image patch intended to encompass parts of a target response. As described in section 3.1.2, the location at which to extract a positive training example patch is determined by the smoothed energy in the central A-scan of a pre-screener alarm. The maximum location serves as the center of the patch extracted at a target response.

In order to properly train a statistical classifier, examples of non-targets are also necessary to extract from the data. In this work multiple negative examples are taken from each pre-screener alarm without a target. Image patches representing negative instances are taken at regular samples at each pre-screener alarm location. This ensures that the negative examples will encompass both low energy background data, as well as higher energy areas that initially caused the pre-screener alarm.

Feature Extraction Results

The results presented below in Figure 3.27 provide the partial AUC performance as described in Section 3.2.2 for each descriptor using the image window size and classifier that produces the best performance. These results indicate that the gradient methods, with the exception of SURF, consistently produce good performing detectors. The only other features that perform nearly as well are the LBP features. It is noted however that many similarities exist between the LBP features and the gradient based methods. The uniform LBP features, as described in section 3.2.1, do an excellent job at characterizing pixels along edges. The 36 LBP features within a 6x6 region are then histogrammed to form a 59 dimensional representation of the
Figure 3.27: This figure shows the best performance achieved using each of the feature extraction methods tested as shown on the y-axis. Gradient methods that produced a angular histogram or weighted histogram of the gradients in small local regions outperformed all other methods. LBP features, which share many traits with the top performing gradient methods also performed very well.

local image. This is very similar to the histograms or weighted histograms that are found in the successful gradient methods.

Fusion with Pre-screener Confidence

In all cases, the detection performance of each classifier was improved when fusing with the pre-screener confidence. Figure 3.28 provides the performance of each feature extraction method with and without fusion. The gain in performance across each method indicates that the information provided by the pre-screener confidence is complementary to the information provided by the feature extraction method. This is likely due to the fact that each feature extraction method contains a form of normalization that is an attempt for each descriptor to be energy invariant. Therefore when fusing with the energy-based pre-screener confidence additional information about the target response is introduced.
Figure 3.28: This figure shows the partial AUC performance of each feature extractor (y-axis) with and without fusion with the energy based pre Screener confidence. The increase in performance represents the additional information that the signal energy provides to each feature extraction method.

Classifier

This work evaluated the use of three different statistical classifiers, PLSDA, a linear SVM, and a non-linear SVM with a Gaussian radial basis function. Figure 3.29 indicates that in all trials, the non-linear SVM outperformed both linear classifiers. While some feature extraction methods benefited more from the non-linear classifier, other extraction methods, such as SIFT and HOG performed very well regardless of classifier used and could produce competitive results using a quickly trained linear classifier.

3.2.3 Conclusions

The work presented in this chapter evaluated a number of feature extraction methods applied to buried threat detection in GPR data. The results indicate that descriptors designed for visual image feature extraction perform very well when applied to GPR data. In particular, methods that characterize pixel gradients and aggregate
Figure 3.29: This figure presents the performance of each feature extractor method utilizing different classification algorithms. While some feature extraction methods had performance that was more consistent between classifiers, all methods performed the best utilizing the non-linear SVM classifier.

over local areas offer the best performance. The top performing methods from each feature extraction type is presented in Figure 3.30. These ROC curves present the performance across a range of FAR values.

The results presented in this chapter align well with the current image processing literature [41] that recognizes these gradient methods as the top performing out of the box feature extractors. This work has also demonstrated that the LBP feature extractor also generates discriminative features for GPR data. The combination of these descriptor techniques has recently shown improved performance in visual images [63] and could be explored in future work.

While this research has evaluated a number of feature extraction techniques, it is noted that this is a rapidly advancing field in the area of computer vision. Slight modifications to these basic methods have shown performance improvements on a number of datasets [41, 63]. In addition, methods of learning features from the data are becoming more popular and outperforming state of the art methods based upon
Figure 3.30: This figure presents the ROC curves from the top performing feature extraction method within each category. As previously shown, the gradient based method performs the best while the best extraction method based on raw pixel values fails to provide good performance.

hand designed features. The use of these methods on GPR data are explored in the following chapter.
Physics-Based Augmentation of GPR Target Signatures

The current state of the art GPR landmine detection relies on statistical classifiers to effectively discriminate between buried landmines and subsurface clutter [10, 13, 17, 64]. These statistical classifiers rely on the availability of a training dataset that must encompass the statistical variation in target signatures that is likely to be encountered by the fielded system. Unfortunately, due to the cost of collecting data and the large number of factors that affect a GPR response, it is impossible obtain training data encompassing every possible condition. This chapter aims to increase the variability found in the collected training dataset using a method of augmentation that is motivated by the physics underlying GPR sensing. This chapter shows that this augmentation method for the training dataset can improve the discrimination performance of a statistical classifier in situations of very limited training data as well as in situations with larger training datasets.
4.1 Variation in GPR Data

To understand how to overcome challenges due to training set inadequacies, it is useful to understand how and why target/non-target signals vary beyond the usual issue of additive noise. While a portion of variation in signal responses does in fact come from noise, this research focuses on the variation in target signature shape due to various environmental parameters.

4.1.1 Variation in Target Configuration

The shape of a subsurface response as a sensor passes over a flat homogeneous region is largely dependent on the construction of the object. In addition to the size and shape of the entire object, the internal make up of a target can also affect the signature if the outer shell is permeable to radar signals. This can be seen in Figure 4.1 which shows the GPR responses from different types of plastic shelled landmines. The subsurface signatures produced due to each landmine type are visually discriminable.

Due to these types of differences, some of which are illustrated in Figure 4.1, when using a statistical classifier to detect buried explosive, it is important to have multiple examples (or at least one) of different types of targets. Without training examples of each specific target type, the classifier may be very unpredictable when assigning a confidence in a test scenario.

Unfortunately, due to the unpredictability of landmine design it is difficult to predict the kind of variation possible due to unknown landmine types. Instead, this research focuses on the variation introduced by predictable environmental factors that have simple physical models.
Figure 4.1: B-scans from four different types of non-metal cased landmines are shown in the above figure. Each column contains four GPR responses randomly selected from the same target type. Each of these target types have consistent distinguishing shape features differentiating them from each other. For instance, the response generated by landmine type 2 contains much less visible ringing than the other landmine types.

4.1.2 Variation Due to Environmental Factors

Many of the environmental factors that influence a GPR signal cause significant variation in the appearance of target responses. As discussed in Section 2.2.1, methods applied in pre-processing have been developed to mitigate the effects of certain environmental sources of variation. These pre-processing methods help to account for factors such as target burial depth, attenuation, and antenna motion. There are numerous additional environmental factors that are not accounted for in preprocessing steps. Examples of these environmental factors include soil inhomogeneities, surface contours, surface objects, uneven subterranean layers, and differences in soil dielectric constant. Each of these environmental factors can affect a signal response in different ways. For instance, soil inhomogeneities can contribute background noise without affecting the shape of a target response. On the other hand, surface contours or ground roughness can substantially affect a 2-D target response due to variable
propagation time between the sensor and target. The effect of an uneven surface over a buried target is shown in Figure 4.2.

![Figure 4.2: This figure displays a GPR response from a metal target that is buried under a flat surface, (a), and a response given the same target when buried beneath a soil mound seen in (b). Note that the presence of rough ground can substantially change the shape appearance of the GPR response. This shape warping is caused by time delays due to the additional soil the signal must pass through to reach the target.](image)

This work focuses on the effects of surface roughness and uneven emplacements on a landmine’s GPR response shape. In both of these cases, the distance the signal propagates through the soil changes as the sensor passes over the target. This kind of environmental variation is common on unpaved, poorly maintained roads. Not only do these types of roads make it easy to conceal burying a target, these roads are also very common in current conflict areas as well as those struggling with landmine remediation for humanitarian purposes.

**Effects of Uneven Ground Surface**

Subsurface objects generally have a hyperbolic-like appearance in 2-D B-scans. This phenomena is caused by the time of arrival of the initial reflection from the object as the sensor approaches, passes over, and moves past the buried object. Due to the ground alignment performed during the pre-processing of the signal (see Section
2.2.1), the target response alignment is dictated by the distance between the ground surface and the target.

To theoretically predict the effect of an uneven ground surface in the data, the speed of propagation in soil must be known. Given a soil with a dielectric constant of 7 [65], the propagation speed would be approximately $1.13 \times 10^8 m/s$. Given a change in soil height of 1 cm, and given that the signal must travel both towards the target and back up to the antenna, the time shift would be the equivalent of traveling through 2 cm of soil. This would produce a delay of $1.765 \times 10^{-10} s$. Given that the panel sampling rate is $1.303 \times 10^{-11} \text{samples/s}$, the 1 cm ground height difference would delay the initial target reflection by about 13 time samples after the ground reflection. See Figure 4.3 for a sense of how much a 13 sample shift would affect a landmine response. Considering that these systems operate on dirt roads containing divots from vehicle traffic, washed out regions, rocks and debris, and many other symptoms of poor maintenance, it would be expected that the ground height changes will often be much more than 1 cm.

![Example Target Response Showing Length of 13 Time Samples](image)

**Figure 4.3:** This figure shows an example target response. The solid bar on the left of the target is a line spanning 13 time samples. A change in soil level between the target and ground of 1 cm can cause a shift of 13 time samples.
4.2 Understanding the Effects of Varying Ground Height

This section further evaluates the effects on GPR responses due to varying soil height. First, a GPR data simulation tool is used to examine the variation in a controlled environment with no noise. Next, GPR data from the actual sensing system is compared when collected over both smooth and rough surface contours.

4.2.1 Simulating Environmental Conditions

In order to isolate the effect of uneven ground conditions, a simulation tool is used to create GPR data, given a 2-D scene. This section utilizes the gprMax [66] simulation tool. The gprMax tool is used to simulate the propagation of electromagnetic waves using Finite-Difference Time-Domain (FDTD) numerical methods. Using this tool it is possible to set up a scene representing an object buried in soil. The received GPR signals are simulated given the locations of transmitting and receiving antennas. The excitation signal in these experiments was set to closely resemble the frequency and time sampling of the actual GPR detection system.

An environmental setup of the gprMax simulation is illustrated in Figure 4.4(a). For simplicity, a metal rectangle is used in 2D simulations to represent the cross section of a metal-cased target. The resulting signal from the gprMax simulation is shown in Figure 4.4(b). This simulated GPR data can then be treated as a 2-D B-scan that can then undergo standard preprocessing methods.

Simulations of Rough Ground Surface

Using the gprMax simulation tool, it is possible to simulate the effects of surface roughness. Figure 4.5(a) shows a scene with a bump in the ground surface. The ground bump has a height of about 3.5 cm over the original ground surface. The resulting data simulated from the antenna passing over the top of the object is shown in Figure 4.5(b). This data can be compared to the data shown in Figure 4.4(b). As
Figure 4.4: The leftmost figure shows an example gprMax scene that is used for simulating GPR signals. The scene contains a rectangular metal object buried 3 inches deep in homogeneous soil. The resulting GPR response is shown on the right. This data was generated using similar parameters to those of the actual detection system used in this research.

would be expected given the longer travel distance for scans near the middle of the target, the initial responses are delayed substantially compared to the flat ground simulations. These results show that an uneven ground surface can substantially alter the shape of the object response that a classifier would observe.

Figure 4.5: These figures show the simulation of a rough surface with a metal target-like object. The leftmost image shows the physical configuration of the ground and target. The middle image shows the simulated GPR data resulting from (a). The image on the right is the pre-processed patch that would be the input into the feature extraction/classification system.
4.2.2 Real Data Examples of Rough Ground

Data shown in this section was collected in a real world experiment for the purpose of isolating the effects of ground roughness. A GPR panel was suspended from a track along the ceiling over a data collection lane. This allowed the antenna to traverse the lane in a consistent horizontal trajectory without motion caused by the vehicle. The data shown in Figure 4.6(a) provides the baseline GPR signature of a metal landmine buried at 3 inches under an area of flat ground. This data can be compared to Figure 4.6(b) that shows data collected over the same target at the same depth but with a mound of soil over the target. The data collected over the rough ground surface shows a very different target shape than the baseline flat ground data shown in Figure 4.6(a). Specifically, the response shown more closely in Figure 4.6(d) appears to be shifted downwards as the antenna passes over the soil mound. This is expected because the increased travel distance through the soil increases the time that it takes for the reflected signal to reach the receiving antenna.

Given the impact of the soil mound on the landmine response shape, it would be necessary to have training examples similar to this if these mounds are found in operating environments. The following section presents a method designed to simulate the effect of rough conditions in already collected GPR data. This will enable classifiers to learn target response characteristics caused by ground conditions not present in the training dataset.

4.3 Mitigation of Rough Ground

If exact ground elevation levels and soil properties are known, it could be possible to remove some of the effects of rough ground as a sensor collects data. Unfortunately, this information is difficult to collect because the estimation of the flat ground target response would require knowledge of the dielectric constant. Acquiring the dielectric
constant of the soil is extremely difficult as the readings would need to be updated continuously in a vehicle mounted system. In addition, a target that is not lain completely flat can also cause similar response variation with no visible indication of the subsurface environment. Due to these limitations, this work must improve the robustness of the classifier without knowledge of the exact conditions of both the training and testing data. This research aims to do this by augmenting the dataset using training examples that have already been collected. The training dataset will be augmented with modified training examples that appear as though they had been collected over different ground surfaces conditions. This section introduces the A-scan time shifting methods used to modify existing data to simulate GPR responses.
found under rough ground surfaces.

4.3.1 Reversing the Effects of Uneven Ground On Simulated and Real Data

Given the knowledge that uneven ground causes time shifts in the receipt of the initial target reflection, this section shows that the shifting of A-scans in time is able to create a comparable rough ground target response using data taken under flat ground conditions. This section applies time delays on the individual A-scans of a flat-ground object response based on a known contour from an uneven ground condition. The A-scans are then shifted in time to approximate the actual response recorded over the uneven ground contour. This method will be tested on both simulated and actual recorded GPR data.

In both the simulated and real GPR data rough ground examples, the suspended GPR panel (or simulated GPR sensor) is known to be on a flat trajectory over the object. Therefore, the time index of the ground reflection for each A-scan indicates the ground height when the sensor is above that location. The uneven ground contours can therefore be extracted from the time sample that contains the surface ground reflection (generally the time sample with the highest energy). These contours are a function of the ground height and the speed of propagation in air. However, simply time shifting A-scans by this amount would not provide the correct shift. This is because after ground alignment, the time shifts in the target response under uneven ground are a function of the ground contour and propagation speed in the soil. Therefore, when replicating the effects of rough ground, a multiplier is applied to the time shifts seen in the initial ground reflection. This multiplier is meant to approximate the propagation speed differences of air and soil to provide a linear relationship between the time sample differences in the initial ground reflection and the target response.

Figure 4.7(b) shows the results of warping the flat ground simulation shown in
Figure 4.7(a) using the ground contour extracted from the data in Figure 4.5. While the general structure of the target response is more similar to that shown in Figure 4.5(c), the warped target is not an exact match. This is likely due in part to multi-path reflections caused by the uneven surface that this warping method does not take into account. However, since this is simulated data, it is difficult to determine if the multi-path effects would be prevalent in noisier data with actual ground surfaces.

Figure 4.7: This figure presents the warping method used to simulate targets emplaced under rough surfaces. The process begins with the simulated data under flat ground conditions shown on the left. The center image shows the data after it has been warped according to the ground contour from the data shown in Figure 4.5. The resulting patch shown on the right is the selected patch from this process that approximates the patch shown in Figure 4.5(c).

Figure 4.8 shows the results of warping actual GPR data using this method. The target response recorded over flat ground conditions is shown in Figure 4.8(a). The ground contour was extracted from the data from Figure 4.6(b). This ground contour was then used to generate the shifted B-scan shown in Figure 4.8(b). The final patch after warping that would potentially be processed by a classifier is shown in Figure 4.8(d). This patch can be compared to the patch that was actually extracted from the rough ground condition that is shown in Figure 4.8(e).

While neither the warped simulated or warped collected GPR data exactly match the data generated in the actual rough ground conditions, they appear more similar in shape than the flat ground responses. Having exact matches is not vital in this
Figure 4.8: This figure shows the process of shifting A-scans from data collected over smooth ground conditions to appear as though it was collected over rough ground conditions. The image in (a) is the smooth ground data that will be shifted. The resulting GPR data after it has been shifted is shown in (b). The bottom row of images shows the extracted patches: (c) the original smooth ground GPR data, (d) the time shifted GPR that approximates uneven ground, (e) the field actual data collected under uneven ground conditions.

work because replicating the exact time delays is not the end goal. Due to antenna motion in real systems, the actual ground conditions of the training data is not known nor are the conditions when the detector is operating in the field. Instead, the goal of augmentation in this work is to provide a random assortment of uneven ground conditions that help increase the ability of the classifier to generalize across additional possible conditions. These results show that the warping of individual A-scans can create GPR responses that appear as though they are collected under different ground surface conditions.
4.3.2 Augmenting the Dataset With Varying Ground Surfaces

In order to augment a dataset of already collected GPR data where the ground contour information is not known, likely ground surface contours must be created that can then be used to time shift existing training data. In this work, A-scan time delay shifts will be created randomly. A 1-Dimensional version of elastic deformations motivated by [67] is used to create a time delay series to augment a given 2-D GPR data slice.

These distortions are generated by creating a vector the same length as the number of A-scans (columns) being shifted. This vector contains samples independently drawn from a uniform distribution between \([0, 1]\). The vector is then convolved with a 1-D Gaussian filter to control the local smoothness of the A-scan displacement. The output of that convolution is then multiplied element-wise by a scaling factor that controls the magnitude of the distortions. In this process there are two parameters, the standard deviation of the Gaussian filter and the multiplier. The standard deviation controls the smoothness of the shifts, while the multiplier controls the magnitude of these shifts.

Figure 4.9 shows example distortions created using different sets of parameters. The larger the standard deviation value, the more local smoothness between A-scan shifts. The multiplier controls how large these shifts are. In theory these parameters could be tuned depending on the ground type that the system expects to be traveling over.

4.4 Dataset Expansion From One Observation Using Uneven Ground Augmentation

This section analyzes an extreme case of limited training data - having only a single example of a particular target type. While this dataset’s primary function is to tightly
Figure 4.9: This figure shows example ground contours generated according to the process described in Section 4.3.2. The standard deviation of the filter determines the roughness of the contours while the multiplier determines the scale. The top plot consists of deformation samples with a low standard deviation parameter on the top, while the bottom plot has a much higher standard deviation.

control the augmentations produced, it is also a realistic situation due to the evolving design of new and improvised explosive threats. In fielded systems, missing a threat is obviously very costly. While a system that detects all possible explosive targets with a non-existent false alarm rate is the goal, this is not currently possible given existing technology. Instead, partially due to advances in vehicle safety, systems often operate with a balanced approach that tolerates a few missed detections in favor of a lower false alarm rate. In the case of a missed detection due to a new type of target in which the target is activated, at best only one observation of the target response is known. It is important to improve classification on these targets despite the little data available. This section presents the successful application of GPR response augmentation in order to improve the detection of a target type using
only a single observation.

4.4.1 Dataset and Classification for One Observation Expansion

In this experiment the existing training set contains four different landmine types, two with a metal exterior, and two low-metal content models. A total of 625 target examples and 2127 false alarm locations flagged by the pre-screening algorithm are used to train a classifier based on the GPR data patches extracted at these locations. The new target introduced is a plastic cased landmine that will be referred to as PlasticA. In this test, one observation of the landmine will be available to use for training. The test set contains 110 observations of PlasticAs taken from 16 different emplacements along with 268 false alarms not included in the training set.

In this section, a non-linear SVM is used for classification on the normalized GPR data. While feature methods provide state of the art results, the local aggregation common in high performing methods would obfuscate results. This work is focused on determining the validity of this method for general dataset augmentation.

4.4.2 Augmentation of Single Observation Results

The detection performance without the augmented data is shown in Figure 4.10. Both the performance with and without a single observation included in the training set is shown. The performance of the detector without any examples of this target type is very poor. The addition of a single training observation offers a substantial improvement in detection performance of PlasticAs.

In order to determine the kind of performance possible given more examples, Figure 4.11 shows the results under cross-validation when one emplacement, is used in the test set and the other 15 are added to the training set. These results confirm that if collecting more data is possible, it can improve the detection results of that target type.
Figure 4.10: Baseline performance detection on test set of PlasticAs. The solid black line shows performance if no PlasticAs are included in the training set. The dotted gray line is the performance when a single observation of a PlasticA is included in the training dataset.

Figure 4.11: Cross-validation performance when additional emplacements of PlasticAs are added to the training set. For each emplacement, all other test emplacements are added to the existing training set. The cross-validated performance is compared to detection performance with a single observation of the PlasticA in the training set. This performance shows the effectiveness of collecting additional data when possible.

The single observation available for training is shown in Figure 4.12. Using this
observation, additional training data is generated by first generating ground contours using the technique described in Section 4.3.2. These generated ground contours are then used to shift the A-scans of the training set observation. These shifted observations are then added to the original training set that is then used to train the classifier.

![Image](image.png)

**Figure 4.12:** This figure shows the single observation used in these tests. This target data will be replicated and warped to simulate a variety of ground conditions that can be used to improve the ability of the classifier to detect PlasticA targets.

Figure 4.13 shows example augmented data for a variety of parameters. As the standard deviation is increased (towards the bottom of the figure), the target response smooths out. The multiplier (increases towards the right of the figure) affects the samples by magnifying the deformations. Note that for $\sigma = 7$ the examples with higher multipliers still have only slight changes because the smoothing of the Gaussian filter ensures the deformations do not vary wildly across a B-scan.

One of the primary goals of this section is to determine what range of parameters benefits classification the most. Obviously, simulating extreme ground contours could cause a decrease in detection performance, and simulating contours that are too flat would have little to no effect. Performance using a variety of parameters is
Figure 4.13: This figure shows example warped observation for a variety of parameters shown in the title of each subplot. These images can be compared to Figure 4.12 as they are all generated from the same data observation.

shown in Figure 4.14. Surprisingly, all of the parameters shown in this figure perform better than the classifier that had no augmentation. This is surprising because in Figure 4.13, many of the parameter values appear to provide completely unrecognizable GPR responses. Due to these unrecognizable target responses improving classification performance, the effects of augmentation are further explored.

Due to the performance gain achieved regardless of parameters, a portion of the training targets were withheld to test the performance on these types of targets when the data is augmented by PlasticAs. This validation set will ensure that while detection performance of PlasticAs is boosted, the performance on the original training targets does not suffer as a result. Using the same augmentations shown in Figure 4.14, the results on the held out portion of the training set are shown in Figure 4.15. The black circles in the figure represent parameter sets that performed as well or better than the non-augmented classifier. As might be expected the performance on the original targets degrades when augmented by the more extreme appearing observations.
Figure 4.14: This figure presents the AUC results as a function of parameter values used to augment the single observation. The test set in this figure is composed of only PlasticAs and false alarms. Along the y and x-axis are the standard deviation values and multipliers used in the generation of distortion vectors. As a point of reference, the AUC performance of the classifier when using a single observation of PlasticA is 0.8862.

Figure 4.15: This figure presents the AUC of the augmented classifier on a test set consisting of non-PlasticA target types that are found in the training dataset. A black circle indicates that the parameter pair maintained performance above the AUC value of .957 that was achieved with no augmentation.

The fact that the detection performance increased despite extreme parameter values also indicates that performance can possibly be increased just by obtaining
a more general classifier. To test this theory, additive random Gaussian noise was added to the single observation at varying levels. The detection performance associated with this type of augmentation is shown in Figure 4.16. The results show that adding noise to the single observation multiple times does aid in classification over simply using the single observation. This however does not provide the same increase in performance as the augmentation using simulated rough ground surfaces given the same number of augmentations.

![Figure 4.16](image)

**Figure 4.16**: The figure above displays the AUC performance when multiple realizations of noise are added to the single PlasticA training observation and added to the training set. The performance does increase over no augmentation, but does not reach the level of augmentation with simulated rough ground surfaces.

To compare the methods of augmentation, the performance of one of the top performing parameter pairs is shown in Figure 4.17. This figure also shows the ROC performance using cross-validation on the testing set as well as the performance when noise is used to augment the single observation. The figure shows that performance using a single observation and ground surface augmentation is superior to the performance using no augmentation or augmentation using random noise. More training emplacements do perform better if available, however performance using ground surface augmentation and only a single observation is comparable.
Figure 4.17: This figure shows the ROC performance of augmentation with simulated rough ground surfaces as well as augmentation with noisy instantiations of the single observation. Baseline ROC plots are also presented here as a reference to performance with only the single observation as well as cross-validated performance if additional emplacements of PlasticAs are included in the training set.

4.5 Additional Augmentation Experiments

This section presents additional experiments showing the application of GPR signal augmentations under different training conditions. This section builds upon work presented in Section 4.4 by using a subset of parameters that provided an increase in detection performance. These experiments utilize high performing parameters and apply augmentations to larger datasets in order to improve performance. In the first training condition, the training data is collected over a different soil type than is present in the testing dataset. These different soil types generate very different GPR responses causing poor detection performance since the training set data is not representative of the test set data. In the second training condition, a large-scale training dataset is used to evaluate augmentation performance when training samples are abundant. Results on the cross-validation of this dataset show the effectiveness of augmentation when training data is not severely limited.
In these trials, the selection of augmentation parameters were chosen based on the performance shown in Figure 4.14. The parameter pairs chosen consisting of standard deviation and multipliers respectively were [1, 55], [3, 105], [5, 155], [5, 105]. These values were chosen as they achieved the largest increase in performance on the augmented target type in Section 4.4 without a decrease in overall detection performance.

In contrast to the augmentation in Section 4.4, augmentation in this section is performed on all alarms, targets and false alarms. Each alarm is augmented 4 times, once for each parameter set. Similarly to Section 4.4, a non-linear SVM classifier is used to classify alarms based on the normalized pixel data.

4.5.1 Augmentation of Dataset to Tested on Different Soil Type

Previous attempts at augmenting datasets to combat differences in the dielectric constant between soils by stretching GPR data only showed small levels of improvement [68]. This method assumes that only the change in dielectric constant affects the target responses. The augmentation presented in this chapter is compared to the method from [68].

The data used for this experiment was collected from two different sites. The training set was collected in the Western United States in an arid environment and assumed to have a lower dielectric constant. There are a total of 3221 alarms in the training set made up of 826 target alarms and 2395 non-target alarms. The test set was collected in the Eastern United States which is assumed to have a higher dielectric constant and additional moisture in the soil. The test set is composed of 593 pre-screener alarms: 351 target alarms and 242 non-target alarms. The target population between the two datasets is kept constant so that the classifier will not be tested on any targets that for which it does not have training data.
Experimental Results

The results of this experiment are presented in Figure 4.18. Along with baseline performance and the two methods of augmentation, these results also show the performance of 10-fold cross-validation over the test set. The performance of cross-validation over the test set was expected to perform the strongest since the train/test soil conditions were constant. Instead, the small size of the test set likely hindered the cross-validation performance. With the exception of the results achieved using the rough ground augmentation presented in this chapter, the results on the test set are largely similar.

Figure 4.18: This figure shows the results of training on data collected over one soil condition and tested on data collected over a different soil type. This result shows that when the training set utilizes the augmentation presented in this chapter, the performance is improved over no augmentation and an augmentation method developed to assist in mitigating differing dielectric constants.

These results show that the rough ground augmentation presented in this chapter can increase detection performance when other types of variation are introduced to the test set. While it can not be proven that rough ground augmentation specifically replicates differences in dielectric constant, it does show that this method will improve the robustness of the trained detector when applied to datasets with differing
conditions.

4.5.2 Augmentation of a Large Training Dataset

This trial tests the effectiveness of GPR response augmentation when the training dataset is much larger. The dataset used comes from the same data collection used in Section 3.2. It consists of a total of 2395 alarms on targets and 3589 false alarm locations generated by the energy-based pre-screener discussed in Section 2.2.2. Cross-validation in this section is performed over 10 folds where observations of a single emplacement or physical area are restricted to the same fold. This ensures that no physical location is found in both the training and testing set.

In addition to classification on the normalized pixel values, this trial also utilizes the SIFT descriptor introduced in Chapter 3. The SIFT descriptor is included to test the effectiveness of augmentation with a feature extractor that has been found to be invariant to small changes in the GPR response shape.

Experimental Results

The results of this experiment are presented in Figure 4.19. It was expected that the performance difference due to augmentation would not be as sizable as in Section 4.4 due to the abundance of training data for all targets. However, the augmentation when using normalized pixel features is still an improvement over using no augmentation at all. This is not the case when the SIFT descriptor is used to extract features from the data patches. In this trial, there is no improvement in performance by introducing data augmentations when the SIFT descriptor is used for feature extraction. This lack of performance improvement is likely due to the quantization of gradient angles as well as aggregation that occurs over sub-patches. While these operations do not allow for augmentation to improve discrimination, they likely heavily contribute to the overall superior detection performance when the descriptor is used.
Figure 4.19: This figure presents the performance obtained when a large-scale dataset uses augmentation within the training cross-validation folds. In the case of normalized pixel features, a slight performance improvement is achieved. However when SIFT features are extracted from each data patch, it was found that augmentation does not improve performance.

While these results do not show an improvement when using state of the art GPR feature extraction techniques, it does not mean that other feature extractors cannot take advantage of the augmentations. It is likely that feature extraction methods that do not aggregate local areas within the data will benefit the most from this augmentation.

4.6 Conclusions

This chapter has shown the ability to augment existing training data in order to improve system performance when faced with both a challenging dataset where training data is extremely limited as well as a dataset considered large-scale. Using augmentation methods motivated by the physics behind the target variation responses, this research was able to produce a more robust classifier that improved performance over that achieved with the original training set.

In situations where very limited target response examples are collected, the gen-
eration of observations under varying ground surfaces helped improve performance on a specific target type when examples of that target type were extremely limited. This can be useful in cases where targets are detonated and the physical composition remains undiscovered. This research showed that augmenting the training set with warped versions of a single observation can improve detection performance nearing that of a classifier trained on over 100 observations of that target type.

This research also showed that performance improvements can be obtained for augmentations of larger datasets as well. These augmentations greatly increased the size of the training set, but when classifying normalized pixel features, the classifiers trained on the augmented training set outperformed the classifier trained only on collected data. However, when the SIFT feature extract is introduced, the augmented training set no longer increases the detection performance of the classifier. This is likely due to the design of the SIFT descriptor to be invariant to small changes in object shapes found in visual images.

This chapter has introduced a new method to improve the robustness of a classifier without the need to collect additional data. These augmentation methods are especially important when the amount of data available is very limited. However, due to the success of the augmentation on large scale datasets, this method has the potential to increase the performance across a variety of difficult situations. Further research into the robustness of this augmentation approach could improve current methods of collecting training data, making them cheaper and more efficient. Another future avenue for research in this area involves the use of classifiers trained on different augmentation parameter sets. Potentially, the augmentation parameters can be optimized to the severity and types of variation. This can produce multiple classifiers that are specifically trained to detect landmines in either smooth or rough conditions encountered by a fielded system.
In recent work [17, 69] it was found that the utilization of object detection methods on visual images have provided state-of-the-art performance in the detection of buried targets in GPR data. Recently, supervised deep convolutional neural networks have provided the top performing results across a number of visual image object detection benchmark datasets. CNNs generally outperform methods utilizing hand designed features in detection tasks if enough training data is available. In general however, deep convolutional neural networks require a large training dataset, something not available in most GPR applications. In this chapter, a small CNN is utilized to learn a discriminative filter bank that outperforms the use of features that were designed for images.

5.1 Convolutional Neural Network Model

The Convolutional neural network model can be thought of as a two stage process of feature extraction followed by classification. The feature extraction module consists of one or more convolutional layers. If more than one convolutional layer is used, the output of the prior layer is used as the input for the following layer. The clas-
sification stage generally consists of a multi-layered neural network usually referred to as the fully connected layers of the CNN which takes the rasterized output of the convolutional layers as an input.

5.1.1 Convolutional Layers

Each convolutional layer typically consists of convolution with a bank of learned filters along with an activation function. Between convolutional layers, the data is generally down-sampled using spatial aggregation across small blocks of data. A visual example of a convolutional layer is shown in Figure 5.1. The input 2-D patch is first convolved with a bank of filters. Each output is then processed through the activation function. The output of this example convolutional layer is then generated by aggregating values within local data blocks.

In mathematical terms with no local aggregation, the output of each convolutional layer \( I^j \) can be calculated by Equation 5.1. For this layer, a total of \( K \) filters parameterized as \( W \) provides an output of size \( m \times n \times K \) where \( m \times n \) are the first two dimensions of \( I^{(j-1)} \). The function \( f() \) represents the activation function used in the convolutional layer. Generally a non-linear function such as a sigmoid function is used.

\[
I^j_k = f(I^{(j-1)} \ast W^j_k) \forall k \in 1, 2,...K \text{ filters} \tag{5.1}
\]

When a form of local aggregation is used between convolutional functions it is applied to \( I^j_k \) only on the dimensions \( m \) and \( n \). If local aggregation occurs in \( 4 \times 4 \) blocks of data, the input into the next layer is then \( \frac{m}{4} \times \frac{n}{4} x K \).

Of the parameters involved in each convolutional layer, only the filters, \( W \) are learned. All other parameters such as the size and number of filters are fixed.
Figure 5.1: This figure displays example processing of an input patch by a convolutional layer. The input data (top left) is convolved with a bank of filters. The output of each filtering operation (top right) is then processed using the layers activation function. The output of the activation function (bottom left) is then locally aggregated across small pixel regions. The output of this layer (bottom right) can then be passed along to the next convolutional layer or rasterized to be further processed by the fully connected layers.

5.1.2 Fully Connected Layers

The classification module of the CNN is a multi-layered neural network also referred to as the fully connected layers of a CNN. Neural networks can be seen as a way to map between an input vector and an output vector. Between these vectors neural networks contain a number of ‘hidden’ layers that are calculated from linear combinations of the previous layer using learned weights followed by an activation function. The activation function is generally a differentiable non-linear function such as a sigmoid. This relationship between nodes is often represented visually using connections between nodes. Figure 5.2 shows the graphical representation of an example
Figure 5.2: This figure shows a graphical representation of a multi-layered neural network model. As the data is introduced into the fully connected layers at the top of the model, forward propagation flows downward. The connected lines indicate that the value of each node is dependent on all nodes in the previous layer. Each connection between nodes has a unique weight that dictates the amount of influence each node in the previous layer have.

multi-layered neural network. The calculation of a node value can be represented mathematically by first defining the node, \( x^j_1 \), the first node in contained in layer \( j \). The value of \( x^j_1 \) is determined by

\[
x^j_1 = f\left(\sum_{p=1}^{n_{j-1}} x^{j-1}_p w^j_{p1}\right)
\]

where \( n_{j-1} \) is the number of nodes in the previous layer and \( w^j_{p1} \) is the weight applied to \( x^{j-1}_p \) (the \( p \)th node in layer \((j - 1)\)) towards \( x^j_1 \). The function \( f \) is the activation function defined by Equation 5.3. In this research the task of target detection is defined as a binary task. Therefore the final layer of the neural network will be a single node whos value given a data observation will be the detection confidence.

\[
f(x) = \frac{1}{1 + e^{-x}}
\]
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5.1.3 Training a Neural Network with Back-propagation

Training a convolutional neural network is the same overall process as training a multi-layered neural network. The error between the desired outcome and network outcome is propagated backwards to adjust the weights between the layers. In the convolutional layers, it is slightly modified because the weights are shared over the entire image. This section explains this process known as back-propagation that is used to train the filters and weights in a convolutional neural network.

Parameter tuning in multi-layered perceptrons is generally performed using gradient descent. Gradient descent is used to find the minimum location on the error surface with respect to the model parameters. This process utilizes the gradient of the error in order to update the model parameters. In multi-layered perceptrons, the weights between hidden layers make up these model parameters. While the error function of the final layer is easy to calculate, a process known as back-propagation is required to train deeper layers. Note that throughout this section, some liberties are taken with linear algebra order to keep the mathematics more intuitive.

The desired gradient surface to adjust a given layers parameters, \( W_j \) is the partial derivative

\[
\frac{\delta E}{\delta W^j} \quad (5.4)
\]

If we define the cost function as squared error in a network with \( J \) layers, \( E = \frac{1}{2}(Y - X^J)^2 \), then we can find the gradient of the error surface with respect to the final layers weights:

\[
\frac{\delta \frac{1}{2}(Y - X^J)^2}{\delta W^J} \quad \text{where } X^J = f(X^{J-1}W^J) \quad (5.5)
\]

It is possible to calculate the partial derivative in Equation 5.5 using the chain
rule which gives

\[
\frac{\delta^2_1(Y - X^j)}{\delta(W'^j)} = \frac{1}{2} \delta(Y - X^j)^2 \frac{\delta f(X^j-1W^j)}{\delta(W'^j)} \frac{\delta(X^j-1W^j)}{\delta W^j}
\]

(5.6)

where

\[
\frac{\delta^1_1(Y - X^j)^2}{\delta f(X^j-1W^j)} = \frac{\delta^1_1(Y - X^j)^2}{\delta X^j} = X^j - Y,
\]

(5.7)

\[
\frac{\delta f(X^j-1W^j)}{\delta X^j} = f(X^j-1W^j)(1 - f(X^j-1W^j)) = X^j(1 - X^j),
\]

(5.8)

and

\[
\frac{\delta X^j-1W^j}{\delta W^j} = X^j-1
\]

(5.9)

This gives a final derivative of

\[
\frac{\delta E}{\delta W^j} = (X^j - Y)X^j(1 - x^j)X^j-1
\]

(5.10)

This derivative from Equation 5.10 is then utilized to update the weights using the formula

\[
W^{\text{updated}}_j = W^j - \alpha \frac{\delta E}{\delta W^j}
\]

(5.11)

where \(\alpha\) is a learning rate set to control the step size taken at each iteration.

For all but the last layer however, Equation 5.5 is not as straightforward as the weights of these layers effect on the error is much more complex. Equation 5.12 shows the calculation for determining the gradient of the error surface as a function of the weights at layer \(J - 1\). The formula derived is recursive and can be applied to layers further from the output layer.

\[
\frac{\delta E}{\delta W^j_{J-1}} \text{ where } E(W^j_{J-1}) = \frac{1}{2}(Y - f(f(X^{j-2}W^{j-1}W^j)))^2
\]

(5.12)
Using the chain rule

\[
\frac{\delta E}{\delta W^{J-1}} = \frac{\delta E}{\delta X^J} \frac{\delta f(X^{J-1}W^J)}{\delta X^{J-1}W^J} \frac{\delta X^{J-1}}{\delta X^{J-2}W^{J-1}} \frac{\delta X^{J-2}W^{J-1}}{\delta W^{J-1}} 
\]

(5.13)

\[
\frac{\delta E}{\delta W^J} = \frac{\delta E}{\delta X^J} \frac{\delta f(X^{J-1}W^J)}{\delta X^{J-1}W^J} W^J X^{J-1}(1 - X^{J-1})X^{J-2}
\]

(5.14)

where \( \frac{\delta E}{\delta X^J} \frac{\delta f(X^{J-1}W^J)}{\delta X^{J-1}W^J} \) was calculated when determining the gradient of \( E \) as a function of \( W^J \). This recursiveness where the error gradient at a layer is reliant on the next layer closer to the output leads to the following equation for all layers except the final:

\[
\forall j \neq J : \frac{\delta E}{\delta W^j} = \frac{\delta E}{\delta W^{j+1}} \frac{1}{X^j} W^{j+1} X^j (1 - X^j) X^{j-1}
\]

(5.15)

Thus the process of back-propagation is named because the error is propagated in reverse from the output to the earlier layers. An intuitive understanding of the process is that at a given layer, \( j \), the error is a function of the next layer's error, \( \frac{\delta E}{\delta W^{j+1}} \), that is then distributed according to \( W^{j+1} \). Therefore the larger the connections, or weights in \( W^{j+1} \), the more the error is attributed to the connecting nodes.

Back-propagation in Convolutional layers is mathematically the same, however the smaller weight filters affect a large number of nodes, and the data associated, \( X^{J-1} \) is a smaller, local area for the error at each node. Therefore the gradient of convolutional layer weights is averaged across all of the local data \( \rightarrow \) node pairings.

The simplified process for the optimization of parameters in CNN can be found in the pseudo code below.

5.2 Application of Convolutional Neural Networks to GPR Data

This research seeks to compare the performance of a convolutional neural net in learning discriminative GPR features with features that have been hand-tuned to
**Data:** Input GPR Patch

**Result:** Optimized filter weights and fully connected layer weights initialization;

**while Stopping criteria not met do**

- Get random data sample;
- Generate output based on current filters and weights;
- Calculate error between output and training label truth;
- Calculate the derivative of the error w.r.t. the weights for each layer using the error function from the layer closer to the output;
- Update each weight based on the derivative of the error function at each weight and the desired learning rate of the network;

**end**

**Algorithm 1:** General overview for updating the weights in a CNN

perform well in visual image tasks. Since hand-tuned feature extraction methods have typically been tested on extracting data from 2-D GPR slices [17, 69] this research will similarly utilize 2-D patches of data as the dataset to compare performance. As the dataset size in this GPR application is limited, a smaller network with few parameters is used to aid in preventing over-fitting on training set noise.

### 5.2.1 Experimental Dataset

The dataset used for this research is a set of patches extracted from locations flagged by an energy based anomaly detector. There are a total of 5984 alarms, with 2395 non-target anomalies and 3589 alarms over target locations. In this section, the dataset is split into a training set and a testing set where testing emplacements are not found in the training data. There are a total of 3600 alarms in the training set with 2179 target observations. The test set consists of 1771 alarms with 1075 target observations. Performance will be measured by a methods ability to discriminate between patches extracted from a target alarm and a non-target anomaly alarm. An ROC curve will be used as a method to describe the performance of a given method of discrimination. The area under the ROC curve (AUC) will be used as a metric when comparing a number of methods simultaneously.
To determine if a CNN has been sufficiently trained, a validation set from within the training set will be withheld during training. Training will continue until performance on the validation set declines for a number of iterations. The CNN state that produced the highest score on the validation is utilized as the final classifier.

5.2.2 CNN Layer Parameters

The size of filters used in GPR data is highly dependent on the sampling rate of individual sensors both temporally and spatially. GPR data, unlike visual images, does not have issues with target signature scale variance as long as the same sensor properties are maintained. Therefore, filter and pooling sizes must be optimized on a particular sensor. For this research, the filter size used is a 7x7 pixel area as it performed best over a tested range. For the aggregation size, in order to compare closely with the aggregation performed in the HOG descriptor, a 6x6 pixel area was used. As mentioned in Section 5.1, the max pooling, or taking the max value to represent each aggregation area was used.

In designing the neural network for use in GPR data, the use of both down-track and cross-track images is important. It is for this reason that a split convolutional layer is used. The sampling rate in down-track and cross-track differs, and therefore the filters for each should not be the same. Therefore this research uses two banks of convolutional filters where the output of each is joined in at the first fully connected layer. A diagram is shown in Figure 5.3 that visualizes this setup.

5.3 Results

The section presents the results of applying simple convolutional neural networks to differentiate between target and non-target pre-screener alarms. Due to the potential flexibility and iterative training methods used to train neural networks a number of challenges exist in achieving good results. As the space of possible neural network
configurations is much too large to exhaustively search though all parameters, this section will focus on certain aspects that can greatly affect neural network performance on GPR data. In all results presented here, the CNN performance shown is the average from 10 independent trials to account for the random seeding of the neural network.

Over-fitting

One of the principal challenges in training a neural network is to avoid what is referred to as ”over-fitting” of a neural network. Given enough training iterations, if a neural network has enough tunable parameters it will often be able to classify the training set perfectly. However, in many cases this leads to undesirable performance as the neural network may be fitting to the specific noise present in the training observations. This leads to poor generalization in the classification of test set observations. This over-fitting to the training dataset can be avoided using a number of techniques. The
Figure 5.4: This figure shows the training of a CNN where test-set performance begins to decline even though performance on the training set is still increasing. If only the training set is known during training, it is very difficult to determine when test set performance is optimized. This over-fitting of the training data is avoided in this research by using a validation set, a portion of the training data that is held out to determine where performance peaks.

The simplest and most obvious is to control the number of tunable parameters in the network. This work utilizes a relatively small network size as the number of training observations is limited compared to recent CNN applications [70].

Despite small network size, overtraining can still remain a concern in this application of CNNs. Figure 5.4 shows the test set performance measured by AUC for one fold of the dataset by the number of training iterations over the entire dataset. As the network becomes more finely tuned to perform well on the training data, it loses its ability to generalize on the held out test set. It is for this reason that a validation set from the training set is held out as a method to determine when performance peaks on an unseen dataset.

**Number of Filters**

Generally, an important factor in CNN performance is the number of filters used. In this single layer network however, only a few filters were required to obtain fairly high
Figure 5.5: This figure shows the performance of a CNN as the number of filters are varied. Performance of networks with relatively few filters is very good, showing the discrimination ability with a single filter of above 90%. The dotted line shows the performance when HOG features are used along with a non-linear SVM to classify the same patch pairs. In general the performance of the CNN is slightly lower than that achieved with the HOG features.

5.3.1 Alternative Classifiers

The fully connected layers in the CNN are necessary to train the convolutional filters by the back-propagation of error. However, the learned filters can then be utilized as a method of feature extraction where the output of the convolutional layers is input into a standard statistical classifier. As this is a binary classification problem, a wide variety of statistical classifiers can be easily used. It was found in this research that a statistical classifier was able to outperform the fully connected layers in all cases.
Figure 5.6: This figure shows the performance of features extracted using the CNN convolutional layers. The features extracted are the output from the convolutional layer of the CNN. These features from the training data are used to train a non-linear SVM classifier. The extracted features from the test dataset are then classified to calculate a confidence for each pair of patches. The resulting performance of this system is consistently higher than that achieved using a basic CNN. In addition, when enough filters are utilized, these filters out perform the HOG descriptors when the same classifier is used.

tested. Figure 5.6 shows the performance of learned features from a CNN used to extract features that are then classified by a non-linear SVM. This is compared to the performance of the fully connected layers as well as HOG features along with the same type of classifier. The figure shows that the use of CNN features outperforms the use of HOG features when the classification method is consistent. These results show that features learned specifically for GPR can outperform hand designed features in discrimination tasks.

5.4 Conclusions

The results presented in this chapter showed that the use of CNNs can produce features that perform consistently better than state of the art features that are adapted from the image processing field. It is noted, however, that the results using
the fully connected layers did not perform as well. In particular, with this network configuration, the use of an alternative classifier produces a consistent improvement in classification performance over using the fully connected layers across all trials.
Conclusions and Future Work

6.1 Implementation of Methods Developed for Image Processing

Section 3.1 presents the implementation and evaluation of three different visual image detection systems. These systems, while designed for use on visual images were able to extract information useful to the GPR threat detection system. Instance matching, object detection, and image classification methods were all evaluated for their ability to differentiate between buried threat and pre-screener false alarm. The framework found to provide the best detection performance was based off of object detection methods.

Instance matching methods had the poorest performance across all frameworks tested. Challenges using this method stemmed from the lack of consistency in threat responses between various soil conditions. Changes in subsurface conditions caused errors in the localization of feature points that prevented matching between images. In addition, as these methods are primarily used with a single positive example they are not designed to be used with a statistical classifier and often rely on heuristic matching techniques.
The image classification method tested was designed to classify an image based upon the entire contents of the image. One of the benefits of this model was that training examples did not require labeling the specific buried response. Patch frequencies over the entire B-scan were used to represent the GPR data at each prescreener alarm. Problems with this method were often caused by correlated subsurface clutter. Though this clutter did not have a hyperbolic shape, many of the regions around the image appeared similar to regions found on a hyperbolic shape. As the order of these patch regions was not preserved in the representation of the B-scan, they appeared very similar to buried threats and were given a high confidence.

The highest performing framework, object detection, relied simply on a training set of positive and negative image regions extracted from the training data. These image regions are then processed into a feature vector. A statistical classifier is used to calculate a decision boundary within the feature space. During testing, B-scans from pre-screener alarms are sampled regularly. At each sampled location, the image region is extracted then represented by a feature vector. The classifier calculates a confidence for each sampled location based upon the decision boundary learned in training. The highest confidence for a given pre-screener alarm is then kept to represent the pre-screener alarm.

While the object detection method’s performance was much higher than all other methods, performance varied based upon a number of choices. The feature extractor used, the classifier used, and the size of the image region all had a significant effect on performance. In an effort to understand the variation, a study was designed to evaluate the performance of these factors on a much larger dataset. The results and analysis of this study can be found in Chapter 3.2.

While the performance generated in Chapter 3.1 outperformed current on-board processing methods, the results were generated on a small-scale dataset using only a subset of possible methods. The work presented in Chapter 3.2 was performed to
identify characteristics of high performing feature extractors and the various parameters that provided the most robust performance across a large dataset.

Similar to the results found in Chapter 3.1, the results from these experiments indicate that gradient based methods coupled with a support vector machine (SVM) classifier provided the best pre-screener alarm classification. These methods, specifically SIFT, HOG, and EHD, all operate by aggregating gradients over small local areas by their gradient angles. Other methods that extracted similar information, such as LBP patterns, also performed very well.

6.2 Physics-Based Augmentation

Chapter 4 introduces a number of sources of variation that complicate the training of a statistical classifier to operate in all possible conditions. This chapter focuses on one source of variation that is known to affect the target response, rough ground surface.

Section 4.4 presents research focused on simulating rough ground contours using existing collected data. The methodology of simulation was verified using both simulated and collected data where the ground surface is known. This method was tested by applying these augmentations to improve performance on a specific landmine type given that only one observation is available. It was found that this method improved performance over having only the single observation. The performance reached by the augmentation method was comparable to performance when 15 additional emplacements were added to the training dataset via cross-validation.

Section 4.5 presents experiments performed that augmented a larger variety of GPR alarms. Two different training conditions were tested in this section. The first was the case where the soil type in the training set differed from that in the test set. The second was a large-scale dataset obtained from at a single test site. In both of these cases the classifier that was trained on a dataset that included augmentation
improved detection performance.

The physics-based augmentation method has shown to help in normally challenging situations. This augmentation method can be used to improve the robustness of a system that will operating in unknown conditions, especially if very little training data of certain target types is available.

6.3 Application of Convolutional Neural Nets to Detection in GPR Data

Chapter 5 seeks to improve on the performance of techniques outlined in Chapter 3. The techniques shown in Chapter 3 were developed for use in visual images in order to be invariant to sources of variation common in these images. Time domain GPR image formation however, is a very different process, and presents different types of variation in the target response data. Convolutional neural nets are applied in this work due to their ability to learn discriminative features from the data.

Using a slightly modified shallow convolutional layer, this work was able to discriminate between target and non-target pre-screener alarm patches better than with the use of a state of the art feature extractor from chapter 3. These results confirm that a feature extraction method tuned to the specific data performs better than a method designed with different invariances in mind.

6.4 Future Work and Alternative Applications

The most promising avenue for future work given these results is the application of larger, deep neural networks to GPR data. These networks are known to be very difficult to train and therefore would require additional data. Given the results from Chapter 4 it is believed that these physics-based augmentation methods could generate additional data that would allow a deeper neural network to be trained. These augmentations would also be necessary as convolutional neural networks are
susceptible to poor/unknown performance due to an inability to generalize properly [71].

Further research into additional sources of GPR response variation is another area that could provide additional robustness to GPR detection systems. In particular, methods to mitigate other potential sources of variation such as vehicle speed, soil/surface inhomogeneities, and subsurface layers could be helpful for current fielded systems.

In addition to finding buried threats, GPR has a number of applications including: concrete analysis [72], ice crevasse detection [73], road condition analysis [74] that could benefit from the use of these techniques when developing an automated detection system. It has been shown that transfer learning using convolutional neural networks trained on alternative datasets is effective in object detection in visual images. It is believed that this could also be used by GPR systems that use similar antenna and spatial resolution that search for different types of objects. This would be especially helpful because many GPR applications have extremely limited data sets because many of the objects are buried within concrete or otherwise inaccessible.
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