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Abstract

Quantifying the function of mammalian enhancers at the genome or population scale has been longstanding challenge in the field of gene regulation. Studies of individual enhancers have provided anecdotal evidence on which many foundational assumptions in the field are based. Genome-scale studies have revealed that the number of sites bound by a given transcription factor far outnumber the genes that the factor regulates. In this dissertation we describe a new method, chromatin immune-enriched reporter assays (ChIP-reporters), and use that approach to comprehensively test the enhancer activity of genomic loci bound by the glucocorticoid receptor (GR). Integrative genomics analyses of our ChIP-reporter data revealed an unexpected mechanism of glucocorticoid (GC)-induced gene regulation. In that mechanism, only the minority of GR bound sites acts as GC-inducible enhancers. Many non-GC-inducible GR binding sites interact with GC-induced sites via chromatin looping. These interactions can increase the activity of GC-induced enhancers. Finally, we describe a method that enables the detection and characterization of the functional effects of non-coding genetic variation on enhancer activity at the population scale. Taken together, these studies yield both mechanistic and genetic evidence that provides context that informs the understanding of the effects of multiple enhancer variants on gene expression.
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1. Introduction

1.1 An Introduction to Eukaryotic Gene Regulation

The diploid human genome consists of more than six billion nucleotide bases. The sequence of bases encodes all the information required for cellular homeostasis, the development and organization of complex tissues, and responses to environmental stimuli. It is estimated that three percent of the nucleotides in the genome contain sequences that are translated to proteins. The remaining 97 percent includes elements that regulate the expression of these proteins in various cellular and environmental contexts. Understanding the mechanisms that underlie the activity of non-coding regions of the genome is one of the premier challenges that define the field of functional genomics. Gene regulation studies have revealed that the non-coding genome contains a highly coordinated set of instructions that direct spatiotemporal patterns of gene expression. Understanding these instructions and learning how they are perturbed in the context of disease has been a long-standing challenge in genome biology.

1.2 Enhancers are positively acting gene regulatory elements

The biological task of controlling gene expression, like many other challenges in biology, is met by the coordinated activity and organization of functional subunits. The fundamental subunits of gene regulation are cis-regulatory elements and trans-acting transcriptional regulators. DNA sequences known as cis-regulatory elements control
gene expression in human cells by recruiting the binding of trans-acting proteins known as transcription factors (TFs). Regulatory elements can be classified into different types based on their activity (ENCODE, 2012); three common classifications are promoters, enhancers, and silencers. Promoters are located at the beginning of genes and recruit the enzymatic complexes required for transcribing the downstream gene into RNA. The enzymatic complexes, in turn, include the proteins that together form the transcription pre-initiation complex. The activity of promoters can decreased by silencer elements and increased by enhancer elements. Since positively-acting regulatory elements are the focus of this dissertation I have focused this primer on the biology of enhancers and promoters. Enhancers are bound by complexes of many different proteins and interact physically with protein complexes bound at other regulatory elements in the genome. To describe that complexity, I will first focus on how individual transcription factors bind to enhancers. Then, I will describe how complexes of proteins bind. Finally, I will discuss higher-order interactions between regulatory elements.

Enhancers are DNA elements that induce the expression of their target gene or genes by recruiting TFs and associated machinery that increase transcription from that gene’s promoter. The earliest evidence of enhancers came from studies of a 72 nucleotide DNA element contained within the Simian vacuolating virus 40 (SV40) genome (Banerji et al., 1981; Benoist and Chambon, 1981). Unlike promoters, the SV40 enhancer increased gene expression independent of orientation when cloned into a vector containing a
mammalian gene that was introduced into mammalian cells. Based on those initial studies, an enhancer was defined as a DNA element that can increase expression of a reporter gene independent of orientation. This basic operational definition of an enhancer remains in common use today. Enhancers can be located upstream, downstream, and within genes and are thus flexible in terms of their location in the genome (ENCODE, 2012).

1.3 Enhancers are bound by transcription factors to regulate gene expression

Although enhancers that have been isolated from the genome tend to be capable of activating a wide variety of promoters in functional assays, the regulation of RNA transcription is highly controlled. This is accomplished in multiple ways. One mechanism that governs enhancer activity is the frequency of interactions between transcription factors and the enhancers that they target. Recent estimates approximate that there are nearly 1,400 sequence-specific TFs in the human genome (Figure 1A) (Vaquerizas et al., 2009). Such TFs contain DNA binding domains that allow them bind to an enhancer in a DNA sequence-directed manner. These sites, called TF binding motifs, are often on the scale of 5-25 nucleotides in length (Sandelin et al., 2004). TF binding motifs are frequently degenerate. Thus, motifs are described by the frequency that a given base is present at a given location within a binding site (Figure 1B). TF binding affinity has been proposed to correlate with the significance of the statistical match of a site to the consensus motif (Stormo, 1990). Thus, the affinity of a TF for a
given enhancer is influenced by the primary sequence of the TF binding site that the enhancer contains. Concordantly, many TFs are differentially expressed between tissues. The concentration of a TF in the nucleus directly impacts the number of sites that the TF binds (Reddy et al., 2012a). Together, these attributes enable increased cell-type-specific and gene-specific control of gene expression.

Figure 1: Transcription factors bind to degenerate DNA motifs.

(A) The ribbon structure of CREB1, a leucine zipper transcription factor, bound to DNA (Yikrazuul, 2009). (B) A sequence motif logo generated from the position weight matrix that describes the frequency of nucleotides in the CREB1 consensus binding motif (Sandelin et al., 2004).

1.4 Cis-regulatory modules encode multiple TF binding sites and activate genes cooperatively

Enhancers do not act alone in the genome. First, they must interact with promoters to control the expression of target genes. Second, they are also known to
interact with other enhancers that modulate their activity. Regions that contain adjacent TF binding sites that together control an enhancer are called cis-regulatory modules (CRMs) (Butz and Hoppe-Seyler, 1993). CRMs have been defined on varying scales. Current literature defines CRMs on the sale of hundreds of nucleotides to 3,000 nucleotides in length (ENCODE, 2012; Gotea et al., 2010). Early evidence for combinatory regulation of gene expression was observed at enhancers that govern the expression of the Serum Amyloid A gene (SAA1), which is induced more than 200-fold in response to inflammation (Li and Liao, 1992). The TFs C/EBP and NFκB bind to adjacent regulatory elements that control SAA1 transcription in response to inflammatory cytokines. Although each DNA element is capable of modestly increasing gene expression independently of the other, the combined effects of both DNA elements synergistically amplify the transcriptional response to cytokine exposure. Subsequent studies have demonstrated that both homotypic and heterotypic cis-regulatory modules are prevalent features, occupying nearly two percent of the human genome (Gotea et al., 2010).

There are currently two leading hypotheses about how combinations of TFs interact to regulate gene expression (Figure 2). The “regulatory grammar hypothesis” proposes that although individual elements within a CRM can act in an orientation independent manner, in order to act in concert elements must follow specific “grammar rules”. In this model, a specific gene regulatory element syntax, involving element
orientation, ordering, and density, is required for a CRM to act as a functional enhancer. These ideas were first formalized in studies of microbial gene regulation that employed linguistic principals (Collado-Vides, 1991, 1992).

A “billboard model” was proposed as an alternative to syntax-dependent languages of gene regulation. The billboard model of CRM organization posits that the specific orientation of elements is less relevant to CRM function than the ability to recruit the appropriate compliment of non-motif driven regulatory factors to a locus (Kulkarni and Arnosti, 2003; Rastegar et al., 2008).

The grammar and billboard models were tested in a comprehensive way in a study that quantified the regulatory effects of nearly 5,000 combinations of synthetic CRMs in which binding site heteromer composition, orientation and spacing were varied (Smith et al., 2013). This study confirmed and refined the billboard model by demonstrating that while orientation and spacing had little effect on regulatory function, the heterogeneity of a CRM correlates with enhancer activity. Heterotypic CRMs consisting of binding motifs for more than one TF had greater activity than homotypic CRMs with the same number of binding motifs for a single TF. Together, these studies demonstrate that combinatory activity of multiple TF-bound enhancers within a CRM is a substantial source of the heterogeneity and specificity of gene expression.
The regulatory grammar model (top) hypothesizes that interactions between TFs bound at a CRM rely on specific protein binding syntax. A series of proteins must be arranged in a certain order for a regulatory operation to be specified (top left). When the protein syntax is changed enhancer function is disrupted (top right). The flexible billboard model (bottom) proposes that enhancer function within a CRM does not rely on a specific protein binding order.

1.5 Chromatin packaging influences the activity of gene regulatory elements

Eukaryotic genomes are hierarchically packaged into a nucleic acid and protein complex called chromatin (Levene, 1903). The fundamental subunit of chromatin, the nucleosome, consists of approximately 147 nucleotides of DNA wrapped around an
octamer protein core (Luger et al., 1997). This core consists of two copies of each of four histone proteins. Nucleosomes in turn are linked by histone H1 into a solenoid conformation 30 nM in diameter (Thoma et al., 1979). This fiber is then assembled into successively ordered chromosome structures.

Hierarchical chromatin organization serves both structural and gene regulatory roles. Structurally, chromatin solves the basic challenge of organizing and compacting a two-meter genome into the volume of a nucleus typically ten nanometers in diameter while maintaining an order that permits chromosomal segregation during cell division. Core histone proteins have core domains and tail domains. Core domains interact and scaffold the nucleosome DNA loop. Meanwhile, histone tail domains are localized on the exposed face of the nucleosome and undergo extensive covalent modification (Zheng and Hayes, 2003). These modifications have been correlated with regulatory element activity in the genome (Koch et al., 2007). Methylation of histone 3 lysine 4 and lysine 36 has been correlated with transcriptional activation (Barski et al., 2007). Meanwhile, methylation of histone 3 lysine 27 is associated with facultative gene repression and methylation of histone 3 lysine 9 is associated with constitutive repression (Bernstein et al., 2006). Histone tail acetylation is generally correlated with gene activation (Allfrey et al., 1964). Acetylation of histone 3 lysine 27 has been the focus of intense study and is correlated with enhancer activity (Creyghton et al., 2010). Proteins catalyze the addition and removal of histone modifications with varying
degrees of substrate specificity. For example, KDM6B (JMJD3) specifically removes methyl groups from histone 3 lysine 27 (Hong et al., 2007). However, P300, which catalyzes the addition of acetyl groups to histone 3 lysine 27 is a general acetyl transferase with characterized roles in the acetylation of many proteins (Imhof et al., 1997). *In vitro* biochemical experiments have shown that some histone modifiers can modify purified non-histone proteins. Additional investigation will be required to determine which, if any, histone modifying enzymes function exclusively to modify histones.

The observation that specific histone modifications are enriched among distinct gene regulatory environments has suggested a “histone code hypothesis” (Strahl and Allis, 2000). This hypothesis proposes that the compliment of histone tail modifications present on a nucleosome recruits factors that lack DNA binding domains and potentiates gene regulatory outcomes. This model is supported by evidence that certain modifications can be “read” by specific proteins. For example, BRD4 binds acetylated histones and recruits the positive transcription elongation factor B, which in turn phosphorylates the carboxy terminus of RNA polymerase II, initiating transcription (Itzen et al., 2014). However, the mechanistic relationship between histone modification and gene regulation has been the subject of substantial debate. The degree to which histone modifications cause gene regulatory events, or are the consequence of secondary catalytic activity of proteins that are performing other co-factor functions remains
unclear. For example, the Krupple-associated Box (KRAB) domain containing transcription factors bind to sequence specific sites and recruit the histone 3 lysine 9 (H3K9) methyltransferase SETDB1 and HP1. Consequently, the occupied locus becomes enriched for H3K9 methylation (Schultz et al., 2002). HP1 has been proposed to have a mechanistic role in chromatin condensation and gene silencing. KRAB associated protein 1 (KAP1) contains a HP1 binding domain, and deletion of this domain results in loss of gene silencing function (Nielsen et al., 1999). Meanwhile, studies on synthesized nucleosomes have demonstrated that artificial methylation of H3K9 is required for the association of HP1 with nucleosomes in vitro (Hiragami-Hamada et al., 2016). Future studies will be required to investigate this discrepancy and to further clarify the mechanistic relationship between histone modifications and gene regulation.

1.6 CRMs contribute to diverse gene expression responses via diverse mechanisms

Several mechanisms have been proposed to explain the combinatory effects of multi-TF CRMs on enhancer function. Evidence first presented in the study of the TFs SP1 and OTF-1 suggested that protein-protein interactions between TFs could enhance TF binding to adjacent sites in the same CRM (Janson and Pettersson, 1990). These theories were built upon by studies of the relationships between TF binding and chromatin architecture. TF activity and chromatin condensation have long been proposed to act in opposition to control gene regulation (Comings, 1967). Early studies in which DNase foot printing was used to identify transcription factor binding sites
provided evidence that TF-bound regulatory elements reside in chromatin domains that are more accessible to transcription factors (Galas and Schmitz, 1978). The binding of certain TFs displaces nucleosomes. Likewise, heterochromatic regions of the genome are both less accessible to transcription factors and less likely to contain transcribed genes. These observations support a model in which TFs that are capable of increasing the accessibility of adjacent TF binding sites act as “pioneer factors” that potentiate the binding of other TFs in the same CRM (Cirillo et al., 2002). Along with increased accessibility, active CRMs are frequently enriched for nucleosome subunits with covalent histone modifications that are associated with enhancer function. A synthesis of the direct protein-protein interaction model and the pioneer factor model likely explains this observation. Many TFs recruit non-DNA-sequence-specific protein co-factors that are capable of catalyzing the addition or removal of covalent modifications from histone tails. For example, AP-1 family transcription factors both increase chromatin accessibility (Biddie et al., 2011) and recruit P300 to the genome (Brockmann et al., 1999). P300 is a co-factor that catalyzes the addition of an acetyl group to lysine 27 of histone 3—a modification associated with active enhancers. Thus, enhancers that are occupied by AP-1 have both increased chromatin accessibility and are enriched for H3K27 acetylation. The pioneer factor model is confounded by the observation that many factors that require pioneer factor activity at sites that contain a poor match to the factor’s binding motif are capable of acting as pioneer factors themselves at sites that
contain highly significant motif matches (John et al., 2011). In chapter two of this dissertation, we provide evidence that supports a model in which sites with a weak TF binding motif, previously proposed to rely on pioneer factor activity, are in fact more likely the result of long range TF-TF interactions. The resulting TF binding observed at such sites can be explained by distal protein tethering rather than by *bona fide* motif driven binding at weak motif matches that have been made accessible by a pioneer factor. Additional studies will be required to further clarify the molecular biology of chromatin condensation-mediated enhancer repression. Together these observations demonstrate that TFs bound at the same CRM cooperate to activate gene expression through diverse mechanisms that include interactions with each other, with the genome, with co-factors, and with the local chromatin environment.

### 1.7 CRMs can control gene expression from distal regulatory sites

Although many enhancers are capable of recruiting the necessary cellular machinery to initiate transcription, in many cases the genes that enhancers target are located from tens of kilobases to more than a megabase away (ENCODE, 2012). One particularly well-studied example of a distal enhancer is a non-coding functional element contained within an intron of the LMBR1 gene that controls the expression of the gene Sonic Hedgehog (*SHH*). This enhancer is one megabase away from the promoter that it targets. Mutations within this enhancer result in pre-axial polydactyly in humans (Lettice et al., 2002), while deletion of the element in the developing mouse
autopod results in complete limb bud truncation (Sagai et al., 2005). The function of this element is widely conserved across species; a de novo mutation of this enhancer has been characterized as the source of the polydactyl phenotype of felines inhabiting Key West, Florida (Lettice et al., 2008). Subsequent studies have demonstrated that this specific enhancer-promoter interaction occurs via chromatin looping (Amano et al., 2009).

TF binding sites frequently act distally. This has been observed in genome-scale studies that map TF occupancy and mRNA expression after perturbing inducible transcriptions factors. One study, in which GRHL2 binding sites were mapped and GRHL function was perturbed using a dominant negative form of GRHL2, revealed that GRHL sites are enriched within forty kilobases of GRHL-regulated genes (Gao et al., 2013). These results were mirrored in our study of the glucocorticoid receptor, a ligand inducible TF. Functionally validated corticosteroid-inducible GR bound enhancers have a median distance of 130 kilobases from the nearest corticosteroid-induced gene and non-corticosteroid-inducible GR binding sites have a median distance of 160 kilobases from the nearest induced gene. Together these studies demonstrate that many TF-bound enhancers are located tens of kilobases or further from the promoter that they target.

1.8 Long-range enhancer CRMs in Locus Control Regions can control multiple genes, concordantly or discordantly

The enhancers that govern the expression of the β-globin genes have emerged as a canonical example of long-range gene regulation (Figure 3). The human globin locus is a region containing globin genes that are differentially expressed in a developmental
stage and tissue specific manner. The collection of regulatory elements that control the 
\(\beta\)-globin locus was first localized in genetic mapping studies in the search for causal 
alleles for Dutch \(\beta\)-thalassemia. Patients afflicted with Dutch \(\beta\)-thalassemia are 
frequently heterozygous for a genetic deletion approximately one hundred kilobases in 
length, but have two intact copies of the \(\beta\)-globin gene (Kioussis et al., 1983). This 
observation suggested that the regulatory features responsible for \(\beta\)-globin deficiency in 
these individuals were located within this upstream deleted region rather than in the 
gene-proximal promoter.

**Figure 3: Human \(\beta\)-globin locus.**

A schematic of the human \(\beta\)-globin locus. The locus control region is responsible for 
coordinating the expression of genes in the \(\beta\)-globin gene cluster. Adapted from Harju et 
al. 2003.

Initial studies of globin regulation using transgenic mice showed that the human 
\(\beta\)-globin gene and adjacent non-coding sequences could reconstitute partial expression 
of a human \(\beta\)-globin, but could not reconstitute normal spatiotemporal expression 
patterns (Kollias et al., 1986; Magram et al., 1985; Townes et al., 1985). A key advance
was the generation of a transgenic mouse that contained a transgene encoding both the human β-globin gene itself and a 50 kilobase region adjacent to the β-globin coding sequence (Grosveld et al., 1987). That study demonstrated that a 17 kilobase region more than 20 kilobases away is responsible for full recapitulation of endogenous patterns of globin gene expression. Additional analyses revealed that a single set of CRMs (the β-globin LCR) control the differential expression of genes encoding fetal and adult-specific β-globin subunits (HBG1 and HBG2). The observation that an enhancer CRM could be shared between multiple genes with mutually exclusive context-dependent expression further demonstrates the flexibility and adaptability of cis-regulatory elements.

Recently, nuclease deficient Cas9-based synthetic transcription factors have enabled the targeting of the transcriptional machinery to distal enhancer loci. These technologies include the targeting of synthetic transcriptional activators, transcriptional co-activators and transcriptional co-repressors. Evidence first from the Grin2C locus demonstrated that targeting dCas9-VP64 to a distal enhancer could activate gene expression (Frank et al., 2015). Subsequent studies of the β-globin locus demonstrated that targeting enhancers with either the catalytic core of P300 or the KRAB repressive domain can activate and inactivate distal globin genes, respectively (Figure 4) (Hilton et al., 2015; Thakore et al., 2015).
A schematic of the β-globin locus indicating distal genes that were activated by nuclease deficient Cas9 fused to the catalytic domain of P300 (top) or inhibited by nuclease deficient Cas9 fused to the KRAB domain. Adapted from Hilton et al., Takore et al., Dominguez et al., and Harju et al.

1.9 Enhancer CRMs can interact with one another and with promoters via chromatin looping

Substantial evidence demonstrates that a common mechanism of long-range enhancer function relies on the formation of chromatin loops. These loops allow for direct interactions between enhancers and promoters. This observation was first made in the context of prokaryotic gene regulation (Ptashne, 1986). Distal interactions have been directly observed and quantified on a locus specific basis, and at the genome-scale.
While chromatin can be visualized via electron microscopy and fluorescence in situ hybridization, high resolution mapping of eukaryotic chromatin interactions was enabled by chromatin conformation capture (3C). This technology was first used to map changes distal interactions between loci in the yeast cell cycle (Dekker et al., 2002). The first definitive evidence of facultative chromatin looping between enhancers and promoters in mammalian gene regulation was obtained in the context of the β-globin LCR (Tolhuis et al., 2002). In that study, 3C was used to quantify the frequency of interactions between individual elements in the β-globin LCR and promoters in the β-globin cluster. Enhancer-promoter interactions were specifically enriched in the embryonic liver, where the globin cluster is expressed. Meanwhile, negative control samples from the developing brain had reduced interaction frequencies. Of particular significance, this study also demonstrated that individual regulatory elements (rather than just enhancer-promoter pairs) within the β-globin LCR can interact with one another in a tissue specific way. A follow up study used transgenic mouse models to demonstrate that deletion of individual sites from the β-globin locus results in decreased interactions between remaining sites (Fang et al., 2007).

Genomic evidence has demonstrated that dynamic distally acting enhancer-promoter and enhancer-enhancer interactions are broadly important for gene regulation. Studies of the estrogen receptor (ER) and glucocorticoid receptor (GR), two ligand-inducible transcription factors, have demonstrated that TF binding sites interact with
one another and the promoter of regulated genes to control expression (Fullwood et al., 2009; Kuznetsova et al., 2015). Understanding the functional implications of those interactions has been a long-standing challenge in genomics. In Chapter 2 of this dissertation, we provide evidence suggesting that enhancers controlled by the GR interact via heterotypic multicomponent clusters. In this model, the GR nucleates clusters of distal chromatin interactions with sites bound by AP-1, a potent co-regulator, to tune gene expression. Evidence from the estrogen receptor suggests that this may be a general mechanism.

1.10 Chromatin interactions are coordinated within topologically associated chromatin domains

Dynamic interactions between promoters and enhancers are coordinated within chromatin structures called topologically associated domains (TADs) (Dixon et al., 2012; Nora et al., 2012; Sexton et al., 2012). These domains demarcate loops of chromatin into functionally coordinated sectors. At TAD boundaries, CTCF, a transcription factor with predominantly negative activity on transcription, binds to the DNA insulating the genomic interval within the TAD from external regulatory activity and isolating genes and enhancers within TADs from the rest of the genome (Figure 5).
Figure 5: Topologically Associated Domain Architecture.

TADs and sub-TADs are chromatin loops of variable size that are isolated from the rest of the genome by paired CTCF insulation domains that are coupled by cohesion proteins. Sub-TADs are nested within TADs. Enhancer-promoter looping interactions have been described between sites on the same TAD.

It has been proposed that TADs form via a process of loop extrusion, which is governed by cohesins, which associate loop ends, and CTCF, which prevents further extrusion (Fudenberg et al., 2016; Sanborn et al., 2015). The relationship between CTCF boundaries and TAD formation is dependent on CTCF binding site orientation (Guo et al., 2015b). Genome editing studies have revealed that altering the orientation of a CTCF binding site at a TAD boundary can result in ectopic activation of local genes due to altered promoter-enhancer interactions. Accordingly, deletion of CTCF binding sites results in loss of TAD formation (Sanborn et al., 2015). TADs themselves are further
organized into sub-TADs, which contain secondary chromatin interaction domains (Rao et al., 2014). Within these sub-domains, transcription factors distally interact to control gene expression. Thus, the genome is structurally organized in a coordinated series of nested chromatin loops that enable interactions between promoters and the distal regulatory elements that modulate them.

1.11 Perturbed gene regulation resulting in Mendelian disease

Alterations in gene regulation can cause drastic phenotypic changes at the organismal level. The earliest evidence that perturbed gene regulation results in phenotypic changes in humans was gathered in multigenerational studies that attribute genetic disease to “position effects” (Kleinjan and Lettice, 2008). Affected individuals present clinically with phenotypes associated with total or partial loss of gene function, but do not have variants within the putative causal gene’s protein coding region. Further investigation has revealed that the genomes of such individuals frequently have chromosomal rearrangements that have either uncoupled a gene from its enhancers, or have resulted in a deletion of those enhancers entirely (Figure 6). Many syndromic phenotypes associated with positional effects vary in presentation, consistent with the idea that some deletions and rearrangements only disrupt partial regulatory function of a given gene. Fewer position-dependent Mendelian genetic diseases have been characterized than diseases caused by variants in protein coding regions (Table 1, (Kleinjan and Lettice, 2008)). This is likely the result of multiple factors including active
compensation by unaltered alleles in heterozygous individuals, lack of dominant-negative effects induced by mutations, and partial loss of regulatory function dependent on the size of the genetic lesion.

**Figure 6: Chromosomal rearrangements can perturb gene regulation.**

Chromosomal rearrangements, such as balanced translocations (left) can uncouple regulatory regions from their target gene (right) causing Mendelian disease.
Table 1: Mendelian position-dependent diseases. Adapted from Kleinjan and Lettice, 2008.

<table>
<thead>
<tr>
<th>GENE</th>
<th>DISEASE/ SYNDROME</th>
<th>OMIM #</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALX4</td>
<td>Potocki-Schaffer syndrome</td>
<td>601224</td>
<td>(Wakui et al., 2005)</td>
</tr>
<tr>
<td>FOXC1</td>
<td>Glaucoma-autosomal dominant iridogoniodysgenesi</td>
<td>601631</td>
<td>(Davies et al., 1999)</td>
</tr>
<tr>
<td>FOXC2</td>
<td>Lymphedema-distichiasis syndrome</td>
<td>153400</td>
<td>(Fang et al., 2000)</td>
</tr>
<tr>
<td>FOXL2</td>
<td>Blepharophimosisptosis-epicanthus inversus syndrome</td>
<td>110100</td>
<td>(Crisponi et al., 2004) (Beysen et al., 2005)</td>
</tr>
<tr>
<td>FOXP2</td>
<td>Speech-language disorder</td>
<td>602081</td>
<td>(O’Brien et al., 2003)</td>
</tr>
<tr>
<td>FSHD</td>
<td>Facioscapulo humeral dystrophy</td>
<td>158900</td>
<td>(Gabellini et al., 2002); (Jiang et al., 2003)</td>
</tr>
<tr>
<td>GLI3</td>
<td>Greig cephalopolysndactyly</td>
<td>175700</td>
<td>(Wild et al., 1997)</td>
</tr>
<tr>
<td>HBA</td>
<td>alpha-Thalassemia</td>
<td>141800, 141850</td>
<td>(Viprakasit et al., 2003) (Tufarelli et al., 2003)</td>
</tr>
<tr>
<td>HBB</td>
<td>gamma-beta-Thalassemia</td>
<td>141900</td>
<td>(Kioussis et al., 1983) (Driscoll et al., 1989)</td>
</tr>
<tr>
<td>HOXD</td>
<td>Lactase persistence</td>
<td>223100</td>
<td>(Enattah et al., 2002) (Tishkoff et al., 2007)</td>
</tr>
<tr>
<td>MAF</td>
<td>Cataract, ocular anterior segment dysgenesis, and coloboma</td>
<td>610202</td>
<td>(Jamieson et al., 2002)</td>
</tr>
<tr>
<td>PAX6</td>
<td>Aniridia</td>
<td>106210</td>
<td>(Fantes et al., 1995) (Kleinjan et al., 2001)</td>
</tr>
<tr>
<td>PITX2</td>
<td>Rieger syndrome</td>
<td>180500</td>
<td>(Trembath et al., 2004)</td>
</tr>
<tr>
<td>PLP1</td>
<td>Spastic paraplegia type 2 with axonal neuropathy, Pelizaeus-Merzbacher disease</td>
<td>312920, 312080</td>
<td>(Lee et al., 2006) (Muncke et al., 2004)</td>
</tr>
<tr>
<td>POU3F4</td>
<td>X-linked deafness</td>
<td>304400</td>
<td>(de Kok et al., 1996)</td>
</tr>
<tr>
<td>REEP3</td>
<td>Increased risk of Hirschsprung disease</td>
<td>142623</td>
<td>(Emison et al., 2005)</td>
</tr>
<tr>
<td>RUNX2</td>
<td>Cleidocranial Dysplasia</td>
<td>119600</td>
<td>(Fernandez et al., 2005)</td>
</tr>
</tbody>
</table>
1.12 Variation in regulatory elements as a contributor to complex phenotypes

Evidence from large-cohort genetic studies suggests that regulatory variation plays a critical role in the etiology of complex disease. Genome-wide Association Studies (GWAS) have identified hundreds of loci that are associated with complex phenotypes (Welter et al., 2014). However, relatively few of the protein coding sequences in these loci have contained candidate disease-causing mutations. Thus, there has been increased interest in the possibility that changes in regulatory function and changes in gene expression are likely to contribute to complex phenotypes (Pai et al., 2015). Expression Quantitative Trait Loci (eQTL) studies have associated haplotypes with altered gene expression, and “cis-eQTLs” have been identified for many genes, suggesting that the complement of variants contained within a given haplotype block can alter gene expression (Farrall, 2004). However, eQTL studies are limited in their ability to localize potential regulatory variants due to the resolution limits imposed by ancestral haplotype recombination.

Recent advances in genomics have substantially improved the ability to quantify the effects of regulatory variation (Figure 7). Allele specific quantification of mRNA transcription has revealed that individual alleles for a gene are frequently differentially expressed relative to one another in a manner that is independent of gene imprinting (Adoue et al., 2014; Battle et al., 2014; Ge et al., 2009; Montgomery et al., 2010). Meanwhile, there is strong evidence that TF occupancy is altered at CRMs that contain
Figure 7: Genomic evidence of regulatory variation.

Evidence for regulatory variation has come from multiple sources including (from right to left): Allele specific TF occupancy, Allele specific distal promoter-enhancer interactions, allele specific gene expression analysis and allele specific enhancer function.
(top right), and allele specific histone modifications associated with enhancer function (bottom right). Adapted from Tang et al., 2015 and Vockley et al. 2015.

Figure 8: The multiple enhancer variant hypothesis.

The multiple enhancer variant hypothesis states that genetic variants at multiple regulatory sites in linkage disequilibrium can contribute together to alter the expression of a target gene.

These observations led to the “multiple enhancer variant hypothesis” of complex trait etiology (Figure 8). The multiple enhancer variant hypothesis was first published in a study of six autoimmune disorders. That study demonstrated that GWAS association for complex traits may be the result of multiple polymorphisms in putative enhancers in linkage disequilibrium (Corradin et al., 2014). Evidence from traditional luciferase reporter vector experiments demonstrates that common variants within DNase hypersensitive sites linked to GWAS loci can alter enhancer function(Guo et al., 2015a).
However, these methods are of limited utility as GWAS follow up approaches due to the large numbers of putative variant enhancers within any given locus. We addressed this concern by pioneering a novel experimental approach that permits the simultaneous quantification of enhancer function at many sites in populations of individuals. Our approach, detailed in chapter 3 of this dissertation, allows for the functional fine mapping of eQTLs to determine which putative variants in linkage disequilibrium with risk loci are responsible for alterations in enhancer function (Vockley et al., 2015). Subsequent studies have used this method to identify 842 regulatory variants from more than 32,000 putative regulatory variants identified using cis-eQTL studies (Tewhey et al., 2016). Meanwhile, a survey of nearly 3,000 common variants within 75 GWAS loci identified 32 functional regulatory variants associated with red blood cell related traits (Ulirsch et al., 2016). Thus far, the results of these experiments suggest that perturbations of gene expression are likely the result of the compound effects of mutations within multiple enhancers that together alter gene expression. A complementary study investigated the differences three-dimensional chromatin organization between individuals. That study found that single nucleotide polymorphisms within cis-regulatory elements can inhibit the formation of distal chromatin interactions in some individuals. Together, these data support the hypothesis that in some cases complex phenotypes are affected by multiple enhancer variants acting in concert.
1.13 An integrated view of gene regulation

The decades-long effort to characterize how genes are regulated has yielded many insights into the molecules and mechanisms that tune eukaryotic transcription. From the fundamental subunits of gene regulation to the higher order structures that coordinate those sub-units, there is tremendous flexibility. As in many other disciplines of biology, for every rule of gene regulatory logic there are countless exceptions. This flexibility and functional redundancy is essential given the complexity and diversity of tasks for which the genome is used. Despite this intrinsic tolerance of gene regulatory systems, alterations in DNA sequence at regulatory sites has resulted in phenotypic plasticity that drives both evolution and disease.

Recent advances in genomic technology and consortium-led efforts have substantially contributed to the field’s understanding of eukaryotic gene regulatory mechanisms (ENCODE, 2012). Integrative genomic analyses have enabled statistical insights into gene regulation that were not obvious in more anecdotal studies. While these analyses have resulted in a rapid expansion of our understanding of enhancer biology, they are also prone to over generalization. Drawing conclusions based on the most frequently observed genomic events is sometimes misleading. For example, studies of the glucocorticoid receptor have employed analyses that disproportionately consider the impact of AP-1-enabled GR binding due to the prevalence of this mechanism (Biddie et al., 2011; John et al., 2011). As detailed in Chapter 2 of this dissertation, a
mechanistically distinct minority of GR binding sites is capable of inducing a gene expression response to glucocorticoids. Understanding the features that distinguish each class of site revealed a substantial revised model of GR function. Thus, while genomic approaches to studying gene regulation have been useful, they are not without their potential pitfalls. Some of these pitfalls can be overcome by employing dynamic experimental systems (e.g. cellular response to hormones). Likewise, the use of population genomic studies to investigate biological mechanisms is an emerging frontier in the field of gene regulation.
2. GR interaction modules direct the gene expression response to glucocorticoids

The text contained in this section has been accepted for publication in the journal *Cell*.

The title an authors of the manuscript that describes these results is:

Direct GR binding sites potentiate clusters of TF binding across the human genome.

Christopher M. Vockley, Anthony M. D’Ippolito, Ian C. McDowell, William H. Majoros, Alexias Safi, Lingyun Song, Gregory E. Crawford, Timothy E. Reddy

2.1 Introduction

Regulation of transcription plays a major role in human health and disease (Maurano et al., 2012; Olansky et al., 1992; Stadhouders et al., 2014; Vockley et al., 2015). The basic mechanism of transcriptional regulation in humans involves transcription factors (TFs) binding to specific genomic regulatory elements. Once bound, TFs influence the recruitment of transcriptional machinery to the promoter of one or more target genes. Several studies have now mapped the location of binding sites across the human genome for many TFs and in many cell types (ENCODE, 2012; Johnson et al., 2007). Those studies have revealed a complex landscape of TF occupancy in which a TF typically binds thousands of locations across the human genome, but only directly regulates hundreds of genes (Gao et al., 2013; Reddy et al., 2009). The discrepancy between TF binding and gene regulation can be explained in part by findings that most
TF binding sites have weak regulatory activity (Kheradpour et al., 2013; Melnikov et al., 2012) and that a TF often binds multiple sites near the same target gene (Gotea et al., 2010). The multiplicity of binding may be the result of functional redundancy between sites (Somma et al., 1991), cooperative assembly of TF complexes (Hertel et al., 1997), or local diffusion of bound factors along the genome (Coleman and Pugh, 1995).

Furthermore, numerous studies have shown that the number and diversity of TF binding sites contributes to synergistic rather than additive regulatory activity (Smith et al., 2013; Staller et al., 2015), suggesting a potential relationship between clusters of TF binding sites and the activity of those sites.

Ligand inducible TFs such as the GR are a representative model system for investigating the relationship between TF binding and activity. Once bound by GCs such as the cortisol analogue dexamethasone (DEX) the GR binds at thousands of locations across the human genome and regulates the expression of hundreds of genes (Reddy et al., 2009; So et al., 2007; Wang et al., 2004). The GR binds the genome either directly via DNA-sequence-specific interactions with a GRE or, more often, indirectly via tethering to other proteins such as the AP-1 family of TFs (Chandler et al., 1983; Gertz et al., 2013). Direct binding sites are more often shared across cell types and more likely to occur in genomic regions with closed chromatin prior to induction. Conversely, AP-1 co-occupied sites are more likely to occur at regions of already-accessible chromatin; are more likely to be specific to distinct cell types; and have been
hypothesized to be the basis for differences in the GC responses between tissues (Biddie et al., 2011; Gertz et al., 2013; John et al., 2011).

Here, we propose that the organization of GR binding across the human genome conforms to a model in which GREs recruit GR directly to the DNA, and then those direct sites nucleate clusters of tethered binding nearby. We quantified the activity of GR-bound DNA elements on the genome-scale, assaying approximately 2.9 million unique reporter vectors covering 10,963 GBSs. We found that direct GBSs confer inducible enhancer function, while tethered sites do not. We further provide evidence that GR binding to tethered sites depends on the proximity of the tethered sites to direct sites. The resulting clusters of GBSs modulate the regulatory activity of direct GBSs, potentially contributing to expression levels of cell-specific GC responsive transcription. Together, these results demonstrate that patterns of genomic GR occupancy observed with ChIP-seq reflect locally coordinated and functionally synergistic GR binding events, rather than independent and additive events. We also provide evidence that our enhancer cluster model is general to the estrogen receptor (ER), suggesting that other TFs can act similarly.
2.2 Results

2.2.1 Quantifying GC-induced regulatory element activity

For ChIP-reporter assays, we first used PCR to add 15-bp adapters that are complementary to the reporter vector to GR ChIP-seq libraries. Adapted DNA was then ligated into the 3' UTR of the GFP reporter gene of the STARR-seq vector. The resulting plasmid library was transfected into A549 cells. Cells were treated with 100 nM DEX or 0.02% EtOH for 3 h and RNA was collected. cDNA of the reporter GFP was amplified using gene-specific primers. The relative regulatory activity of each fragment was then estimated by counting aligned reads generated by high-throughput paired-end sequencing.

To assess the functional diversity of GBSs, we quantified the regulatory activity of the 10,963 GBSs in A549 cells, a human lung epithelial cell line (Figure 9). To do so, we first used ChIP to isolate GBSs from A549 cells after treating the cells for 3 h with 100 nM DEX or with equal-volume ethanol (EtOH) as a vehicle control. High-throughput sequencing of the GR ChIP DNA followed by peak calling and sub-peak splitting identified 27,432 GBSs (Appx. 1; Table S1). We then cloned the ChIP-seq library into the STARR-seq reporter assay (Arnold et al., 2013). We estimated that the resulting plasmid library contained 2.9 million unique GR ChIP fragments (Appx. 1; Figure 37A). The fragments had a similar genomic distribution and size as the ChIP-seq library, indicating that cloning into the reporter assay did not introduce substantial bias (Appx. 1; Figure ...
37B and 38A). Of the cloned fragments, 6% mapped to the 27,432 called GBS sub-peaks.

We transfected the reporter library back into A549 cells and treated the cells with either 100 nM DEX or EtOH to assay DEX-responsive regulatory activity. After filtering to only retain sites with sufficient statistical power to make a determination of regulatory activity (Love et al., 2014a), we quantified the activity and DEX-responsiveness of 10,963 GBSs (Appx. 1; Figure 38B). The number of sites assayed was similar to that identified in previous GR ChIP-seq studies (Biddie et al., 2011; Reddy et al., 2012a; Reddy et al., 2009) and included 82% of the sites reported in the same cell line previously (Reddy et al., 2009). We assayed the reporter library in three replicates per condition, and found the approach to be highly reproducible (Spearman ρ > 0.8 between all pairs of replicates, Figure 10A). Together, these results indicate that we assayed the activity of nearly all GBSs in A549 cells.
Figure 10: ChIP-reporter data and cross-platform validation.

(A) A comparison of the normalized ChIP-reporter signal for all 27,432 called GBS sub-peaks between all replicates and treatments. Each point represents one GBS, and all sites are included in each plot. (B) For each GBS assayed, the fold change in regulatory element activity with DEX treatment is plotted as a function of the mean sequencing coverage at that element. Red points indicate regulatory elements with a statistically significant response (FDR < 5%). (C) Correlation of dual luciferase assays with ChIP-reporter results \((r = 0.77)\) (D) DEX-induced regulatory features of the PER1 locus on human chromosome 17. GR ChIP-seq peaks called by MACS (first two rows), GR-ChIP sub-peaks assayed by ChIP-reporters (3rd and 4th rows), \(-\log_{10}(p\text{ value})\) from BAC-based DEX-induced STARR-seq (5th row). Inset contains ChIP-reporter \(\log_2\text{ (fold change)}\) in response to DEX and associated p value for each sub-peak assayed.

Of the assayed GBSs, 84% had a less than 2-fold difference in activity between treatments (Appx. 1; Figure 38C), indicating that most GBSs have modest regulatory activity in our ChIP-reporter assays. That result was consistent with the results from other recent high-throughput reporter assay studies (Arnold et al., 2013; Melnikov et al., 2012). Of the assayed GBSs, 1,376 (13%) had statistically significant regulatory activity at a false discovery rate (FDR) < 5% (Love et al., 2014a) (Figure 10B, Appx. 1; Figure 39A, Table S2). Larger fragments were more frequently GC-inducible (Appx. 1; Figure 39B). While GCs are known to both activate and repress gene expression (Sakai et al., 1988; Slater et al., 1985) and while STARR-seq can report activation and repression (Arnold et al., 2013) (Appx. 1; Figure 39C), 95% (N = 1,330) of the GC-regulated GBSs assayed had increased reporter gene expression in response to DEX. We validated the results with dual luciferase reporter assays (Figure 10C, Appx. 1; Figure 39D) and with STARR-seq performed on BACs covering 1 Mb of the human genome that were selected to contain...
GBSs near GC-responsive genes (Figure 10D, Appx. 1; Table S3 and S4). We observed no enrichment of plasmids containing elements that encode GC-responsive enhancers in the nuclei of cells treated with DEX, suggesting that our results are not due to biased nuclear localization of the reporter vectors (Appx. 1; Figure 40). To test if the non-DEX-responsive sites are maximally pre-induced prior to DEX treatment, we performed additional luciferase reporter assays to evaluate if adding one or two GREs to non-DEX-responsive sites increased enhancer activity in response to DEX. The synthetic composite sites had up to 24-fold increased DEX-responsive activity that was lost with targeted mutation of the GRE, suggesting that the non-responsive sites are capable of greater activity with direct GR binding (Appx. 1; Figure 41). Together, our results indicate that 13% of GBSs have GC-inducible regulatory activity in a reporter assay, and that those sites overwhelmingly act to increase gene expression. DEX-responsive activity in ChIP-reporters was largely distinct from occupancy as measured by ChIP-seq (ρ = 0.22, Figure 11A), indicating that reporters provide complementary information about mechanisms of gene regulation. We used RNA-seq to determine the set of DEX-responsive genes after the same treatment (Appx.1; Table S5), and found that the transcription start site (TSS) of DEX-responsive genes were overall closer to DEX-responsive GBSs than to an equal number of randomly sampled non-responsive sites (p = 0.005; Figure 11B).
Figure 11: DEX-induced GBSs compared to GR ChIP signal and location of non-DEX-induced sites.

(A) GR reporter signal is plotted against GR ChIP-seq signal for all GBSs assayed with our ChIP-reporter approach. The two datasets correlated with a Spearman’s ρ = 0.22. (B) Fraction of induced genes as a function of the distance from the TSS to the nearest DEX-induced GBS (red line, median distance 106 kb) or an equivalent number of non-DEX-induced GBSs (black line, median distance 160 kb). The non-DEX-induced reporter sites were randomly subsampled to have an equivalent number as for the DEX-induced reporter sites 100 times, and the mean and standard deviation are shown in black solid and black dashed lines, respectively.
2.2.2 DEX-induced GBSs are direct binding sites

Figure 12: DEX responsiveness is predicted by the presence of a GRE.

(A) ROC analysis of DEX-induced enhancers evaluating DNA sequence motif significance for the GRE and known GR interacting proteins as predictors of enhancer function. (B) Scatter plot of GR motif score vs. ChIP-reporter activity. Significant DEX-induced elements are shown in red ($r = 0.35$).

The GR is known to bind DNA directly at GREs or by tethering to other TFs such as AP-1 (Ratman et al., 2013). We hypothesized that the distinct modes of binding have different regulatory functions. To evaluate that hypothesis, we investigated whether the GRE or the DNA binding motifs of known co-binding TFs [AP-1 (Herrlich, 2001), FOXA1 (Belikov et al., 2009), NFκB (Wang et al., 1997) and CREB1 (Sheppard et al., 1998)] predict DEX-responsive regulatory element activity in reporter assays. Of the binding motifs evaluated, the GRE (Hagerty et al., 2001) was the only one that predicted changes in regulatory element activity after DEX treatment better than random [receiver
operating characteristic (ROC) area under the curve (AUC) = 0.77, Figure 12A and 12B, Appx. 1; Figure 42A and 42B]. Using a Gaussian mixture model, we estimated that ~80% of DEX-responsive elements and ~35% of non-responsive elements had a GRE (Appx. 1; Figure 43). A de novo motif enrichment analysis revealed AP-1 motifs in the DEX-responsive elements with GREs (MEME E-value 3 x 10^{-10}), but not in the corresponding non-responsive elements. In contrast, binding motifs for co-binding TFs were predictive of baseline regulatory activity (Appx. 1; Figure 44), but were not predictive of DEX-induced regulatory activity (Figure 12A, Appx. 1; Figure 45, Table S6).

Figure 13: ChIP-exo footprints of DEX-induced and non-DEX-induced GBSs. 

(A) Average GR ChIP-exo signal across GC-inducible enhancer GBSs centered on the strongest GRE. Red and blue are the 5’ bp of reads aligned to the positive or negative strand, respectively. Cyan and magenta are the 5’ bp of reads at non-exonuclease treated fragment end aligned to the positive or negative strand, respectively. Ribbons indicate standard error. (B) GR ChIP-exo signal as above, aggregated across an equal number of sub-sampled GBSs that are not induced by DEX in reporter assays.
To distinguish between tethering and GR binding directly to a weak GRE, we mapped the genomic footprints of GR using ChIP-exo. GBSs with significant reporter activity showed a footprint concordant with the known dimer structure of GR (Figure 13A, Appx. 1; Figure 46A and 46B) (Starick et al., 2015). In contrast, GBSs matched for ChIP-seq signal but lacking DEX-inducible activity did not have a ChIP-exo footprint consistent with GR:DNA interactions (Figure 13B, Appx. 1; Figure 46C). From these results, we conclude that direct GR binding to a GRE is predictive of DEX-inducible reporter activity, whereas tethered binding via other TFs is not.

### 2.2.3 Cell type-specific DEX-induced enhancers are encoded by direct GBSs

GR binding sites can vary dramatically between different cell types. For example, in a recent study comparing GR binding between A549 and Ishikawa cells, 15,220 (75%) of A549 GBSs were specific to A549 cells (Gertz et al., 2013). Most of the differences between cell types occur at sites that lack a GRE, suggesting that changes in the expression or binding of other TFs drive the differences in GR binding between cells. To investigate further, we asked whether DEX-responsive sites are enriched in cell-shared GBSs but depleted in cell-specific GBSs. We assayed 7,951 of the A549 GBSs identified in Gertz et al. Of those 1,088 (14%) were shared between cell types and 6,863 (86%) were A549-specific. Of the cell-shared GBSs, 331 (30%) were DEX-responsive, an enrichment of 2.3-fold over the overall positive rate of 13%. Meanwhile, of A549-specific GBSs, 928 (13.5%) were DEX-responsive, similar to the overall positive rate (Figure 14A). Those
results demonstrate that although cell-shared sites but not cell-specific sites are enriched for DEX-responsiveness, most (928 vs. 331) DEX-responsive enhancers are cell-specific. As was observed for all DEX-responsive GBSs, the presence of a GRE and not the motifs of tethering factors explains the DEX-response of A549-specific GBSs (Figure 14B). Together, those results demonstrate that both tethered sites and a small fraction of direct sites vary between cell types. Further, A549-specific direct GBSs act as cell type-specific DEX-responsive enhancers.
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**Figure 14:** Cell-type specific DEX-induced GBSs are predicted by the presence of a GRE.

(A) i. Fraction of GBSs in a previous study assayed using ChIP-reporters that were specific to A549 cells or common between A549 and Ishikawa cells (N = 7,771). ii. Fraction of A549-Ishikawa shared GBSs with significant DEX-induced reporter activity (N = 1088). iii. Fraction of A549-specific sites with significant DEX-induced reporter activity (N = 6,863). GBSs are categorized as specific to A549 cells or shared between A549 cells and endometrium-derived Ishikawa cells (Gertz et al. 2013). (B) ROC analysis of A549-specific DEX-inducible enhancers.
2.2.4 Remodeling of GC-induced sites in the endogenous epigenome

If ChIP-reporters recapitulate endogenous gene regulation, we expect that there will also be differences in the endogenous epigenome between GBSs with and without DEX-responsive reporter activity. We first used DNase-seq to determine if there were differences in chromatin accessibility between the two classes of GBSs (Song and Crawford, 2010). After controlling for differences in GR occupancy between classes of GBSs, the DEX-responsive GBSs had less accessibility than non-DEX-responsive GBSs before and after DEX treatment (T-test, \( p < 1 \times 10^{-100} \) and \( p = 6 \times 10^{-55} \), respectively), but a significantly greater gain in accessibility after DEX (T-test \( p < 1 \times 10^{-100} \)) (Figure 15A). The increase in accessibility was distributed across a large share of DEX-responsive GBSs, rather than due to a subset of GBSs with larger changes (Appx. 1; Figure 47A). Together, these data indicate that the DEX-responsive GBSs undergo more substantial chromatin remodeling after DEX treatment than non-responsive GBSs.
Figure 15: Epigenomic remodeling of GBSs after DEX exposure.

(A) Aggregate profile plot of DNase hypersensitivity (B) H3K27ac and (C) H3K4me1 at DEX-inducible and non-DEX-inducible sites before and after 1 h exposure to 100 nM DEX. Flanking 250 bp indicated by red dashed boxes.

We next evaluated whether changes in covalent histone modifications at DEX-responsive and non-DEX-responsive GBSs were consistent with those sites having distinct regulatory activities. Specifically, we evaluated whether there were distinct changes in the enrichment of two covalent histone modifications that are known to be associated with enhancer activity: histone 3 lysine 27 acetylation (H3K27ac), and H3K4 mono-methylation (H3K4me1) (ENCODE, 2012) (Figure 15B and C, Appx. 1; Table S1).

In control-treated cells, non-DEX-responsive GBSs had greater H3K27ac and H3K4me1 signal than DEX-responsive GBSs before and after DEX induction. Those differences were observed both in the 500 bp window centered on the best match to the GRE, which we term the core of the GBS, (T-test, before DEX: \( p = 5 \times 10^{-99} \), \( p = 3 \times 10^{-45} \), respectively; after DEX: \( p = 1 \times 10^{-38} \), \( p = 3 \times 10^{-46} \), respectively), and in the 250 bp flanking that core on either side (T-test, before DEX: \( p = 3 \times 10^{-95} \), \( p = 10 \times 10^{-70} \), respectively; after DEX: \( p = 5 \times 10^{-70} \), respectively).
10^{-21}, p = 5 \times 10^{-32}, \text{respectively}). DEX-responsive GBSs, however, had greater changes in histone modifications, especially in the flanking regions. H3K27ac and H3K4me1 increased significantly more in the flanks of the DEX-responsive GBSs than in flanks of the non-responsive GBSs (T-test, p < 1 \times 10^{-100}). At the core of the GBSs, we observed a greater DEX-dependent decrease in H3K27ac signal in non-DEX-responsive GBSs than in DEX-responsive GBSs (p < 1 \times 10^{-100}), but not for H3K4me1 (p = 0.02). We further found that, across DEX-induced GBSs, the sites with the least H3K27ac prior to DEX treatment (Figure 16) and with the greatest increase in H3K27ac with DEX treatment (Appx. 1; Figure 47B) also had the greatest DEX-responsive reporter activity.

![Box plots showing the relative reporter activity of DEX-induced enhancers (FDR < 5\%) binned by pre-induction H3K27ac status, where each bin contains an equal number of sites.]

**Figure 16:** DEX-induced reporter activity as a function of H3K27 acetylation state.
The histone acetyltransferase P300 is responsible for establishing H3K27ac across the human genome (Liu et al., 2008). Consistent with our observations of H3K27ac, we observed more ChIP-seq signal for P300 (ENCODE, 2012) at non-DEX-responsive sites prior to hormone treatment than at DEX-responsive sites. Specifically, in control treated cells, there was P300 occupancy at 82% of non-responsive GBSs that were also bound by the AP-1 family member FOSL2. Meanwhile, P300 was bound at 6% of DEX-responsive GBSs that lack evidence of FOSL2 binding in the control treatment (Appx. 1; Figure 47C). As a negative control for our histone modification analysis, we examined H3K27 trimethylation (H3K27me3), a histone modification associated with gene repression. We found no significant correlation between endogenous H3K27me3 and reporter assay activity (Appx. 1; Figure 47D). These results show that functionally distinct classes of GBSs have distinct epigenetic states in the genome before DEX treatment, and distinct changes to epigenetic state after DEX treatment.

Integrating the endogenous epigenetic state into our ROC analysis resulted in a statistically significant increase in the area under the curve (DeLong’s test, GRE motif and H3K27ac log₂(fold change [F.C.]) ROC vs. GRE motif ROC, p = 9.8 x 10⁻³; GRE motif, DNase log₂(F.C.), and H3K27ac log₂(F.C.) ROC vs. GRE motif, DNase log₂(F.C.), and H3K27ac ROC, p = 3.36 x 10⁻², Figure 17). The epigenetic state of both DEX-induced and non-DEX-induced GBSs reflected local chromatin remodeling around the GBS. Together, these data demonstrate that reporter assay output is reflective of the mechanisms that
coordinate steady state expression and the inducible expression response to GCs in the endogenous genome.

Figure 17: Epigenomics data improves the performance of models that predict DEX-induced enhancer activity.

Area under ROC curves generated by using the presence of enhancer associated epigenetic marks in the endogenous genome independently or with the presence of GR motif as a predictor of enhancer activity.

2.2.5 GBSs cluster in the genome

Several studies have shown that TF binding sites cluster in the human genome (Gotea et al., 2010; Rye et al., 2011). Those clusters may reflect numerous independent binding sites or alternatively, dependencies between sites that may arise, for example, via protein-protein interactions between TFs bound at different sites. One way to differentiate between those two possibilities is to induce the GR to bind a subset of sites, and to then ask whether those sites are a random selection of all GR binding sites, as would be expected if binding sites are independent, or instead enriched within clusters,
as would be expected if there are local dependencies between GR binding sites. To do so, we analyzed data from a previous study in the same cell type in which lower concentrations of DEX (0.5 nM and 5 nM) were used to induce the GR to bind a subset of the sites that are bound at 50 nM DEX (Reddy et al., 2012a). We then asked whether the subset of sites bound at lower concentrations were randomly distributed across all GR binding sites occupied at 50 nM treatment, indicating independent binding events; or were clustered together, indicating local dependencies between sites.

![Graph showing the median distance between sites bound by GR in A549 cells after 1 h treatment with 5 nM DEX.](image)

**Figure 18: GBSs bound at low dose DEX treatment occur in coordinated clusters.**

The median distance between sites bound by GR in A549 cells after 1 h treatment with 5 nM DEX was calculated (blue arrow). As a null model the locations GBSs bound at 5 nM DEX in A549 cells were permuted between the sites bound by the GR at 50 nM DEX in
A549 cells. Sites were permuted 1,000 times and the median distance between sites was calculated after each permutation.

Twenty-four percent of the sites bound by GR in A549 cells after a 1 h treatment with 50 nM DEX are also bound after treating cells for the same period with 5 nM DEX (Reddy et al., 2012a). We hypothesized that if the GR binds to sites independently, then sites bound at low-concentration would be evenly distributed among GBSs bound at higher DEX concentration. Conversely, if clustering reflects binding that is coordinated across a locus, then we expect the sites bound at 5 nM DEX to be closer to each other than expected if an equal number of sites are randomly chosen from the set of sites bound by the GR at 50 nM DEX treatment. The median minimal distance between sites bound by the GR at 5 nM DEX was 11 kb. In contrast, randomly distributing the number of sites that are bound at 5 nM DEX across the larger set of sites bound at 50 nM DEX and recalculating the median minimal distance between bound sites produced a distribution of distances with a median of 23 kb (Figure 18). The sites bound by the GR at 5 nM DEX were significantly closer to each other than expected according to that permutation analysis ($z = -20.1$, $p = 1 \times 10^{-90}$). Clustered low dose GR sites should also have fewer stretches of unbound potential GR sites among the possible 50 nM DEX GR sites than expected by chance. We calculated the number of contiguous regions unbound by the GR at 5 nM DEX and compared that to the number of contiguous unbound stretches in our shuffled background model. Consistent with our hypothesis, we found
that there were significantly fewer GR unbound stretches than expected by chance (Z-test, \( Z = -12.9 \), \( p = 1.25 \times 10^{-38} \), Appx. 1; Figure 48A). The same clustering behavior was tested and confirmed for 0.5 nM DEX GR sites in terms of distance to nearest adjacent GR binding site and the number of contiguous unbound regions (Z-test, \( Z = -8.8 \), \( p = 8.95 \times 10^{-19} \); \( Z = -11.6 \), \( p = 1.16 \times 10^{-31} \), respectively). Finally, after controlling for GR ChIP-seq counts, we did not find that GBSs bound first at low doses were enriched for DEX-responsive sites (0.5 nM, \( p = 0.95 \); 5 nM \( p = 0.30 \)). These results show that GR binds genomic loci in a dose-specific coordinated manner and not as series of independent binding events.

### 2.2.6 CTCF is depleted within GBS clusters

The three-dimensional chromatin structure of the genome is organized into topological domains that can functionally separate clusters of regulatory elements from surrounding genomic regions. CTCF is known to bind at and demarcate the boundaries of those topological domains (Botta et al., 2010; Dixon et al., 2012). In that manner, CTCF can insulate the activity of adjacent regulatory elements in the genome. If clustered GR binding results from physically interacting sites, we expect CTCF to be depleted between adjacent pairs of GBSs bound at 5 nM DEX. Indeed, 33% percent of the pairs of GBSs that were both occupied at 5 nM DEX had an intervening CTCF binding site in A549 cells. As a control, we permuted which pairs of all possible 50 nM GBSs had an intervening CTCF site. That model resulted in a greater percentage of sites (47%) with an
intervening CTCF (Z-test, $Z = -22.4$, $p < 1 \times 10^{-100}$, Figure 19). The same result was replicated with 0.5 nM low dose DEX GR sites ($Z = -2.4$, $p = 8 \times 10^{-3}$). Those results show that CTCF is substantially and significantly depleted between coordinately bound GBSs.

Figure 19: GBS clusters are less likely to span CTCF insulated domains than expected by chance.

Percent of GBSs at 5 nM DEX dose with intervening CTCF sites (blue arrow) and the distribution of a null model in which the location of sites were permuted across possible binding sites occupied across doses and then assayed for the presence of an intervening CTCF binding site.
2.2.7 Tethered GBSs cluster around direct GBSs in the genome

An example of a cluster of GBSs in A549 cells near the NFKBIA gene that is nucleated by a GC inducible enhancer. A549 DNase-seq under control conditions.

We frequently observed that a small fraction of GBSs in a cluster had reporter activity, suggesting that GBSs in a cluster may serve different functions. For example, there are six GBSs clustered near the NFKBIA gene, but only two of the GBSs were DEX-responsive in ChIP-reporter assays (Figure 20). We therefore performed an analysis to determine if DEX-responsive GBSs are generally depleted within clusters. We first defined GR binding clusters by identifying groups of GBSs with less than 5 kb between each site. We then quantified the average DEX-responsive activity of the GBSs in each
cluster. If DEX-responsive reporter activity was evenly distributed across all GBSs in the genome, we would expect there to be no relationship between cluster cardinality and average DEX-responsive reporter activity. Instead, there was an inverse relationship such that singular clusters had greater DEX-responsive reporter activity, and the most-populated clusters had the least average reporter activity (Figure 21A). Permuting reporter activity across GBSs and repeating the analysis shows that such a trend was unexpected to occur by random. That result was general to the window size used (Appx. 1; Figure 48B and 48C). We observed the same trend when evaluating the average number of DEX-responsive GBSs per cluster rather than the average activity of those GBSs (Appx. 1; Figure 48E). The fraction of clusters that harbor at least one DEX responsive GBS was enriched for small clusters, another indication that GBSs that are isolated in the genome are more likely to function autonomously in a reporter assay (Appx. 1; Figure 49). Finally, to show that the result was not dependent on our approach to define clusters, we found that physically isolated GBSs were more likely to have stronger DEX-responsive activity (Appx. 1; Figure 48D). We conclude that clusters of GBSs consist of a mixture of DEX-induced and non-DEX-induced GBSs, that large clusters are depleted for DEX-induced GBSs, and that small clusters or isolated GBSs are enriched for DEX-responsiveness.
Figure 21: GBS clusters consist of DEX-induced GBSs surrounded by tethered GBSs.

(A) Each GR binding site was assigned to a cluster by grouping together sites within 5 kb of each other. The GBSs were then divided into bins based on the cardinality of their cluster. The mean and standard error of the per-cluster DEX-induced reporter activity was then plotted as a function of cluster cardinality. Red lines are 50 permutations of the reporter activity across GR binding sites. Numbers of clusters of each size indicated at top. (B) The cumulative distribution of JUND binding sites that are either bound or unbound by GR (black and red lines, respectively) in A549 cells treated with 100 nM DEX for 1 h as a function of proximity to the nearest motif encoded GR binding site.

Based on those observations, we hypothesized that direct GBSs can nucleate cluster formation by binding to the genome and then interacting with other transcription factors bound beyond the range of immediately proximal TF-TF composite activity, resulting in the appearance of non-GRE driven tethered GBSs. To evaluate that model, we focused on interactions between direct GBSs and sites where GR is tethered to AP-1. As reported previously, we found substantial co-occupancy of GR and the AP-1 subunit JUND after DEX treatment (Reddy et al., 2012a). In our analysis, 2,982 (39%) of the JUND binding sites present prior to DEX treatment were bound by GR after DEX
exposure. Conversely, 1,992 (64%) of the GBSs occurred at sites also bound by JUND in
the presence of DEX. If GR binding directly to the genome via a GRE coordinates GR
binding at nearby AP-1 sites, we expect that JUND sites that also bind GR after DEX
treatment would be closer to direct GBSs. Indeed, we found that JUND binding sites
bound by the GR after DEX treatment were substantially closer to direct GBSs than
expected by the genomic distribution of JUND binding (median distance 45 kb vs. 138
kb, Mann Whitney U-test p < 7.46 x 10^{-41}, Figure 21B, Table S6), suggesting that direct
GR binding coordinates tethered binding nearby. That finding agrees with a study that
used a dominant negative form of AP-1 to show that GR binding at AP-1 co-bound sites
was AP-1 dependent, but that GR binding at direct sites was not (Biddie et al., 2011). A
recent study demonstrated that sites enriched for distal P300 interactions are enriched
for AP-1 binding motifs and that P300 interactions gained after GC-exposure are
enriched for the GRE (Kuznetsova et al., 2015). These results suggest that GR binding
directly to the genome explains local clustering of AP-1 tethered GR binding sites across
the genome.

2.2.8 Direct GBSs recruit AP-1 binding to genomic sites that lack AP-1 recognition motifs

Just as we observe GR occupancy enriched at AP-1 sites that are close to direct
GBSs, we also observe gains of AP-1 occupancy enriched at direct GBSs. After DEX
treatment, JUND binding was gained at 352 sites, maintained at 2,629 sites and lost at
4,982 sites (Appx. 1; Table S7). The majority of gained JUND binding sites (83%) co-
occupied regions bound by the GR. Meanwhile, 56% of maintained JUND binding sites and 25% of lost JUND sites overlapped with GBSs (gained vs. maintained, Fisher’s exact test \( p = 1.12 \times 10^{-24} \), gained vs. lost, Fisher’s exact test \( p < 1 \times 10^{-100} \), Figure 22A). DEX-induced JUND binding sites were substantially closer to GBSs than maintained JUND binding sites (median distance 0.37 kb vs. 5.23 kb; Mann Whitney U-test \( p = 4.83 \times 10^{-15} \)) and JUND sites lost after DEX treatment (0.37 kb vs. 21.81 kb; Mann Whitney U-test \( p = 5.28 \times 10^{-37} \); Figure 22B). The gains and losses of AP-1 were largely determined by whether the GBS had DEX-responsive reporter activity. Of the 352 AP-1 sites that were induced by DEX, 41% overlapped GBSs that were DEX-responsive in reporter assays. Meanwhile, only 6% of the 2,629 sites that maintained JUND occupancy overlapped with reporter-responsive GBSs (Fisher’s exact test \( p = 2.65 \times 10^{-62} \), Figure 22C).
Figure 22: Comparisons of various and sequence genomic features among JUND binding sites that are gained, maintained, or lost with DEX treatment.

(A) Percent that overlap with GBSs. (B) Distance between to the nearest non-overlapping GBS. (C) Percent that overlap DEX-induced GBSs.

We investigated whether GR and AP-1 DNA binding motifs explain the gains and losses of AP-1 with DEX treatment. We computed the distribution of motif scores for the AP-1 binding motif within gained, maintained, and lost JUND sites. The distribution of motif scores in each class was bimodal, suggesting distinct classes of AP-1 motif driven and non-AP-1 motif driven JUND binding (Figure 23A, Appx. 1; Figure 50A). Next, we computed GRE motif scores at each class of JUND binding site. While the majority of JUND binding sites had GREs consistent with a background model in which sequences were shuffled prior to motif finding, many novel JUND binding sites contained strong matches to the GRE (Figure 23B). When two-component Gaussian
mixture models were fit separately to the GR motif scores of JUND gained, JUND maintained, and JUND lost sites, only JUND gained sites had a mixture component with a significantly greater GR motif score than that of matched dinucleotide shuffled sequences (Z-test, \( p = 3 \times 10^{-3} \)) (Appx. 1; Figure 50B). We estimate that 47% of the gained JUND sites belonged to the class of sites with greater GR motif score. These results suggest that, just as GR binding to the genome at tethered sites corresponds with enrichment for AP-1 motifs, AP-1 can be observed binding at strong GREs after DEX exposure.

![Density plots showing distribution of JUND motif scores at GR motifs](image)

**Figure 23: Evidence for shadows of JUND binding at GBSs.**

(A) Distribution of AP-1 motif scores at JUND binding sites that overlap DEX-induced GBSs. (B) GRE motif scores of JUND binding sites that overlap DEX-induced GBSs.

### 2.2.9 Epistatic interactions between GR and AP-1 modulate DEX-responsive regulatory activity

It is well established that GR and AP-1 act together to regulate gene expression [e.g. (Diamond et al., 1990; Herrlich, 2001; Ratman et al., 2013)], and that AP-1 plays a
major role in determining where GR binds in different cell types (Biddie et al., 2011; Gertz et al., 2013). Our GR ChIP-reporter experiments and subsequent analyses have shown that AP-1 sites are not sufficient for DEX-responsive regulatory activity in a reporter assay, yet are clustered around direct GR binding sites in the genome. Previous studies have demonstrated that GR and AP-1 binding immediately adjacent to each other can interact and synergistically amplify the transcriptional response to glucocorticoids. We confirm those results here (Appx. 1; Figure 51A-C, 52A and B; Table S3) (Mittal et al., 1994; Pearce et al., 1998). Our clustering analysis also suggests that GR and AP-1 interactions occur over tens of kilobases (Appx. 1; Figure 4). One possible explanation is that direct GBSs interact with such AP-1 binding sites via DNA looping, and that those interactions also alter the GC response. To distinguish between immediately adjacent binding and looping, we varied the spacing between a DEX-induced GBS and a canonical AP-1 response element, and again tested for synergy between the sites (Figure 24 Appx. 1; Figure 53A-C). Consistent with previous studies of GR and AP-1 binding immediately adjacent to each other (Pearce et al., 1998), AP-1 amplified the effects of GC-mediated gene activation ~20-fold when the AP-1 binding motif was between 23 and 123 nt away from the GRE. The extent of synergistic activation was decreased to a minimum of 3.5 fold induction when the AP-1 response element was between 143 and 183 nucleotides from the GRE. That decrease agrees with previous observations (Pearce et al., 1998), and is consistent with the axial stiffness of
DNA inhibiting interactions between GR and AP-1 (Lee and Schleif, 1989). Finally, reporter gene expression increased to a maximum induction of 58-fold when the interval between the GRE and the AP-1 binding site was between 203 and 243 nucleotides (Figure 24, Appx. 1; Figure 53C). That interval is substantially more than the estimated 150 nt persistence length of DNA, and is therefore consistent with DNA looping between the GR and AP-1 site (Lee and Schleif, 1989). These data provide evidence that AP-1 binding sites could interact distally with GC-inducible GR occupied enhancers to increase the potency of GC-responsive regulatory elements.

![Graph](graph.png)

**Figure 24: AP-1 and GR can co-activate reporter gene expression beyond the range of direct interactions.**

Dual luciferase assays in A549 cells treated with 100 nM DEX or vehicle control using plasmids with increasing stretches of non-DEX-responsive DNA between the TSC22D3 DEX-inducible enhancer and a canonical AP-1 binding motif.
2.2.10 Distal binding cluster interactions are a general mechanism of gene regulation

Many TFs bind to the genome in clusters, raising the possibility that our model of TF clustering via interactions between direct and tethering sites may be a general phenomenon. To address this possibility we analyzed published genomic datasets generated to study the ER (Hurtado et al., 2011; Joseph et al., 2010). Previous studies have demonstrated that the ER engages in cooperative interactions with both AP-1 and FOXA1. In those studies, AP-1 and FOXA1 have been described as either pioneer factors that increase chromatin accessibility prior to ER binding at composite sites or, as tethering factors that indirectly bind ER to the genome. Alternatively, we hypothesized that like the GR, the ER binds to the genome in clusters that reflect interactions between direct ER binding sites and nearby AP-1 or FOXA1 binding sites. As we observed in the case of the GR, we found that direct ER binding sites were substantially closer to JUN binding sites that become ER bound than the genomic distribution of JUN sites (Figure 25A, 19 kb vs. 51 kb, Mann Whitney U-test p = 3.97 x 10^{-14}).
Figure 25: JUN and FOXA1 co-bound ER binding sites are closer to ERE encoded ER binding sites than expected by chance.

(A) The cumulative distribution of JUN binding sites that are either bound or unbound by ER (black and red lines, respectively) as a function of proximity to the nearest ERE motif encoded ER binding site. (B) The cumulative distribution FOXA1 binding sites that are either bound or unbound by ER (black and red lines, respectively) as a function of proximity to the nearest ERE motif encoded ER binding site.

Likewise, we found that direct ER binding sites were substantially closer to FOXA1 binding sites that became bound by the ER after estrogen treatment than the genomic distribution of FOXA1 binding sites (Figure 25B, 41 kb vs. 84 kb, Mann Whitney U-test p < 2.06 x 10^-71). Analysis of published ER ChIA-PET data revealed that at sites bound by the ER and FOXA1 or sites bound by the ER alone, the percentage of sites with distal chromatin interactions was directly correlated with ERE strength (Figure 26A, 26B) (Fullwood et al., 2009). These analyses demonstrate that analogous to the GR, the ER participates in distal interactions with tethering associated proteins nucleated by the presence of an ER binding site with a high scoring ERE match.
Figure 26: ER binding site distal chromatin interactions as a function of ERE motif match.

(A) Prevalence of distal chromatin interactions at ER binding sites co-bound by FOXA1 binned by the significance of the best scoring match to the ERE contained in the binding site. (B) Distal ER interactions as in panel C, for sites with no evidence of FOXA1 binding.

2.3 Discussion

Genome-wide mapping of TF-DNA interactions at the whole-genome scale has revealed a vast excess of TF binding sites relative to the number of regulated genes (Gao et al., 2013; Reddy et al., 2009). Using a comprehensive empirical analysis of the regulatory activity of each GBS, we have developed an enhancer-cluster model in which direct GBSs interact with co-binding TFs kilobases away via protein-protein interactions (Figure 27). We have predominantly focused on the well-known interactions that occur
between GR and AP-1. Several models have been proposed to explain those interactions such as AP-1 recruiting GR to sites that lack a GRE (Teurich and Angel, 1995) or AP-1 enabling GR to bind weak versions of a GRE (Biddie et al., 2011; John et al., 2011). Our model expands on those possibilities by suggesting that GR also binds AP-1 sites via chromatin loops forming between AP-1 sites and distinct direct GR binding sites. We also show that such interactions are necessary for the DEX-responsiveness of some GBSs observed with ChIP-seq. Our model predicts the reciprocal effect of AP-1 binding at direct GREs upon DEX treatment, which we observe (Figure 23B). Similarly, a recent study showed recruitment of FOXA1 to GR and ER binding sites (Swinstead et al., 2016).

Our interaction model helps to explain the following observations: (i) the discrepancy between the number of TF binding sites and the number of regulated genes, (ii) the fact that only a small fraction of the binding sites for a given TF have a DNA binding motif for that TF (Gertz et al., 2013), and (iii) the distinct patterns of epigenetic remodeling at direct and tethered GBSs. Genetic studies have also shown that it is common for single nucleotide variants to disrupt TF binding without direct binding motifs for that TF (Reddy et al., 2012b; Soccio et al., 2015). According to our model, an explanation is that the variant disrupts interactions between TFs, thus leading to distal regulatory perturbations.
Previous studies have demonstrated that AP-1 tethered GBSs vastly outnumber direct GBSs and that tethered sites are enriched in cell-type-specific GR binding. Based on those two findings, tethered sites are thought to play a major role in cell type-specific transcriptional GC responses (Gertz et al., 2013). Meanwhile, our results show that while many tethered GBSs act as steady-state enhancers, only direct GBSs initiate GC-responsive enhancer function. A potential resolution to that discrepancy is that distal interactions between direct GBSs and tethered sites tune the activity of both cell-type-specific and cell-type-shared direct GBSs. Each direct GBS can interact with multiple nearby tethering sites. Thus, cell-type-specific tethered binding sites outnumber the cell-type-specific direct binding sites that nucleate GR binding clusters. Given the extent of amplification of reporter activity that we observe, looping interactions between direct GBSs and tethering TFs may be a major contributor to the transcriptional response to GCs. It is unclear if clusters of interacting GBSs are the result of multiple tethered sites interacting with a single direct GR binding site, or if the observation of clustered GR binding is the result of the aggregated ChIP-seq signal from a population of cells each with binary pairs of distal GR/AP-1 interactions. Consistent with our evidence, separating direct and tethered GBSs minimally improves the ability to predict GC-induced genes (Appx. 1; Figure 54). It remains to be determined which specific aspects of the interactions between direct and tethered GBSs will best predict GC-mediated expression responses.
Figure 27: A revised model of GR-mediated enhancer function.

Prior to hormone exposure, AP-1 binds to the genome. AP-1 bound sites are in domains of increased chromatin accessibility that are enriched for H3K27ac, H3K4me1 and P300. After hormone exposure, GR binds directly to the genome in regions of less accessible chromatin. GR interacts with distal AP-1 bound sites within the same CTCF-defined topological domain. The epigenome of the direct GBSs is remodeled, becoming enriched for H3K27ac, H3K4me1 and increased in chromatin accessibility. Direct GBSs confer GC-inducible enhancer function, while AP-1 bound interacting sites modulate the expression output of direct GBSs.

While the results of this study demonstrate an enhancer-cluster model of GC-mediated gene induction, they do not preclude the occurrence of additional regulatory mechanisms. The specific configuration of TFs at direct and tethered sites, interactions with other TFs, covalent modification such as GR and AP-1 phosphorylation, DNA methylation, heterochromatin formation, and the amount of GR in a cell are all likely to contribute to the transcriptional response to GCs. Thus, additional mechanisms may contribute to the lack of repression observed in our results, and to the cell-type specificity of some direct GBSs. For example, while including GR and AP-1 sites on the
same plasmid amplified an activating DEX response in our experiments, others have demonstrated that tethering can also result in repression of gene expression (Luecke and Yamamoto, 2005). Further clarifying the determinants and effects of interactions between direct and tethered sites will therefore likely be informative in understanding the complexities of GC-mediated gene regulation.

Finally, while the focus of this study is on GR and ER binding sites, many other TFs have similar distributions of genomic binding and binding mechanisms. It is therefore likely that our model applies to numerous additional eukaryotic TFs, and may broadly contribute to the coordination of TF binding observed across the human genome.

### 2.4 Experimental Procedures

**ChIP-reporter Input Library Construction**

ChIP-seq libraries were adapted to STARR-seq by amplifying with 8 cycles of PCR (New England Biolabs Q5, GC buffer) using primers P1F and P1R to enable cloning into the STARR-seq human screening reporter backbone as previously described (Arnold et al., 2013).

After cloning, the reaction was purified using 1.5X Agentcourt Ampure XP beads (SPRI beads; Beckman Coulter) and eluted in 10 μl water. Purified constructs were split into four 2 μl aliquots and electroporated into 60 μl of MegaX DH10B competent cells (Life Technologies) per aliquot. Cultures were recovered in 3 ml SOC medium for 1 h
and then grown in suspension in 400 ml of Luria Broth medium for 14 h. Library plasmids were purified using the Promega Pure Yield maxiprep system.

**ChIP-reporter output library construction**

Total RNA was prepared using the Qiagen RNeasy kit. Poly-A RNA was isolated from 70 µg of total RNA by double selecting with Dynabead Oligo-dT(25) beads (Life Technologies). RNA was then treated with turboDNase (4 U) for 30 min at 37 °C (Invitrogen). DNase treated poly-A RNA was purified using the RNeasy Mini kit. Plasmid specific cDNA was synthesized using Superscript III (Life Technologies) incubated for 2.5 h at 55 °C and inactivated at 70 °C for 15 min. Following synthesis, cDNA was treated with RNaseA (Sigma) at 37 °C for 30 min. cDNA was purified using SPRI beads and then amplified using a two stage PCR as described previously (Arnold et al., 2013).

**Quantification of regulatory activity in ChIP-reporter assayed sites**

The ChIP-reporter output libraries were sequenced using paired-end 25 bp reads on an Illumina MiSeq.

**Cell Culture**
A549 cells were grown at 37 °C and 5% CO2 in F-12K medium with 10% fetal bovine serum and 1% penicillin-streptomycin. Cells were treated by adding 0.02% by volume of 5 mM DEX directly to the cell culture media. As a vehicle control, cells were treated in parallel with 0.02% by volume EtOH.

**Chromatin Immunoprecipitation (ChIP) and ChIP-seq**

Chromatin immunoprecipitation was performed as previously described (Reddy et al., 2009) using 2 x 10⁷ A549 cells per replicate. Cells were sonicated using a Bioruptor XL (Diagenode) on the high setting until the resulting chromatin was fragmented to a median fragment size of ~250 nt as assayed by agarose gel electrophoresis. ChIP was performed using the 5 µg rabbit polyconal GR antibody (Santa Cruz Biotechnology sc-1003), and 200 µl of magnetic sheep anti-rabbit beads (Life Technologies M-280). After reversal of formaldehyde crosslinks at 65 °C overnight, DNA was purified using MinElute DNA purification columns (Qiagen). Illumina sequencing libraries were then generated using the Apollo 324 liquid handling platform according to manufacturer’s specifications (Wafergen).

**GR ChIP-seq analysis**

GR ChIP-seq was performed in biological duplicates after 3 h treatment with either 100 nM DEX or 0.02% by volume EtOH. The libraries were sequenced on an
Illumina MiSeq using single-end 50 bp reads. The sequencing reads were aligned to the hg19 version of the reference genome using Bowtie \cite{Langmead2012}, and binding sites were called in the DEX-treated samples relative to the EtOH-treated samples using the MACS peak calling software \cite{Feng2012}. Peaks were then split into subpeaks using PeakSplitter \cite{Salmon-Divon2010}, and set to a fixed size of 500 bp by extending 250 bp to either side of the sub-peak summit. To combine peaks between replicates in an inclusive manner, subpeaks between replicates were merged using mergeBed from BEDTools \cite{Quinlan2014}, requiring a 250 bp overlap to combine peaks. The resulting peaks were again fixed to a size of 500 bp by extending 250 bp upstream and downstream from the peak midpoint.

**External ChIP-seq data**

ChIP-seq data for histone modifications and TF binding in A549 cells was obtained from the ENCODE Data Coordination Center \cite{ENCODE2012}, the cistrome database \cite{Liu2011} and the Gene Expression Omnibus (Table S8).

**Cell transfection and library harvesting**

ChIP STARR-seq input libraries were combined in equimolar pools and transfected into T-75 (BAC STARR-seq) or T-150 flasks (ChIP STARR-seq) of A549 cells with Fugene HD (Promega) at a 4:1 ratio of Fugene:DNA. Three replicate transfections
were performed per experimental condition. Cells were treated for 3 h with either 100 nM DEX or 0.02% by volume EtOH. Cells were rinsed with PBS pH 7.4 and incubated for 3 min at 37 °C with DNAse I (5 mg DNAse I in 1 ml of buffer containing 10 mM Tris-HCl pH 7.5, 150 mM NaCl and 1 mM MgCl in DEPC treated water diluted to a total volume of 24 ml in PBS). Cells were rinsed again with PBS and then dissociated with Trypsin-EDTA 0.25% (Life Technologies). Trypsin was neutralized with A549 tissue culture medium and cells were pelleted via centrifugation. Cell pellets were rinsed once with PBS and then lysed in 2 ml of RLT buffer (Qiagen) with 2-mercaptopethanol (Sigma).

**STARR-seq Input Library Construction**

Six BACs (RP11-806F7, RP11-435L21, RP11-139K17, RP11-788A16, CTD-2340K24, RP11-769H22) that contain previously identified DEX-responsive genes (Reddy et al., 2009) were amplified in E. coli and the resulting DNA was prepared using the NucleoBond BAC 100 kit (Macherey-Nagel). PCR was used to validate that the prepared DNA was from the expected genomic regions. The DNA from each BAC was pooled in equimolar ratios for tagmentation (Illumina) (Adey et al., 2010; Gertz et al., 2012). The tagmentation reactions were performed in six reactions, each with 50 ng of pooled BAC DNA. Three reactions used 1 µl of transposase, and three used 5 µl of transposase. The reactions were incubated at 55 °C for 5 min and then moved to ice. Reactions were neutralized using 30 µl QG buffer (Qiagen) and purified using SPRI beads at a 1.125X
SPRI:reaction ratio. Purified reactions were eluted in 22 µl of nuclease free water (Sigma). The resulting tagged fragments were then PCR amplified to add 15 bp of sequence matching the STARR-seq backbone as for CHIMERA. Specifically, the PCR reaction was primers with primers SSV-nxt-F and SSV-nxt-R, and the DNA was amplified with Phusion High fidelity polymerase with GC buffer (New England Biolabs). The reactions were incubated at 72 °C for 3 min; 98 °C for 30 s; followed by 10 cycles of (98 °C for 10 s, 63 °C for 30s and 72 °C for 3 min). The resulting products were purified using SPRI beads at a 1.8X SPRI:reaction ratio.

The STARR-seq screening vector was digested overnight with Sall and AgeI and linearized backbone was purified with the Wizard SV Gel and PCR Clean-Up kit (Promega). 100 ng of backbone and 17 ng pooled insert were cloned in three 10 µl Infusion HD reactions (Clontech). Infusion reactions were then pooled and electroporated into MegaX DH10B electrocompetent cells at a ratio of 4 µl reaction to 20 µl of competent cells for a total of six electroporations. Transformations were recovered for 1 h in SOC medium while shaking (225 rpm, 37 °C) and then grown for 14 h in 250 ml of Luria Broth while shaking (225 rpm, 37 °C). The resulting STARR-seq input libraries were then purified using the Promega Pure Yield Maxiprep kit.

To assess fragment diversity in the STARR-seq input libraries, the fragments inserted into each was sequenced on an Illumina MiSeq. 10 ng of each input library was PCR amplified using indexed Nextera primers and Phusion DNA polymerase in GC
buffer (New England Biolabs). The following thermal cycling protocol was used: 98 °C for 30 s, followed by 10 cycles of (98 °C for 10 s, 65 °C for 30 s, 72 °C for 2 min), with a final extension at 72 °C for 7 min. PCR products were purified using SPRI beads (1.8X SPRI:DNA ratio) and sequenced on an Illumina MiSeq Instrument using 25 bp paired end reads.

*Estimating library diversity in reporter libraries*

The number of unique fragments in the ChIP STARR-seq input library was estimated by sequencing on an Illumina MiSeq instrument and estimating the point of saturation. Plasmids were amplified using standard full-length Illumina sequencing adapters and sequenced using 25 bp paired end sequencing. Colony PCR was performed on individual clones of the vector plated from the initial transformation to confirm cloning efficiency. ChIP STARR-seq insert sequence data was aligned to the hg19 version of the human genome using Bowtie (Langmead and Salzberg, 2012), and converted to fragments using SAM tools and an in-house Perl script. Insert diversity was analyzed using a custom perl script, and the number of fragments per library was estimated by $B_{\text{max}}$ in a model that accounts for saturation and non-specific sequencing errors ($Y = B_{\text{max}} X/(K_a \text{ active } X) \text{ active NS } X \text{ active Background}$). The model was fit using the Prism software package.
**STARR-seq output libraries construction**

RNA from transfected A549 cells was prepared as for ChIP STARR-seq output libraries. Reverse transcription was performed in 50 µl reactions using SuperScript III scaled up from the manufacturer’s protocol. Reactions were primed using Oligo(dT)<sub>12-18</sub> primers (Life Technologies) and incubated at 42 °C for 1 h, 50 °C for 90 min and then inactivated at 70 °C for 15 min. cDNA samples were purified using SPRI beads (1.8X SPRI:DNA ratio). Purified cDNA reactions were then PCR amplified using Phusion polymerase with GC buffer under the following conditions: 98 °C for 30 s, 25 cycles of (98 °C for 10 s, 65 °C for 30 s, 72 °C for 2 min) with a final extension at 72 °C for 7 min.

**Quantification of regulatory activity in ChIP-reporter assayed sites**

Reads were aligned to the hg19 build of the human genome using Bowtie (Langmead and Salzberg, 2012), and the number of aligned reads per GR binding site was determined. The DEX-responsive regulatory activity of each site was evaluated using DESeq2 where read counts at each site were normalized by the total number of aligned reads in each library, and statistically significant changes in regulatory activity after DEX treatment were evaluated using a negative binomial model of the normalized read counts (Love et al., 2014b).

**Nuclear localization of plasmids**
A549 cells were transfected using Fugene HD in 10 cm dishes as per manufacturer’s protocol. Six transfections were performed. After 45 h, 3 plates were treated with 100 nM DEX and 3 plates were treated with 0.02% EtOH for vehicle control. Cells were harvested 3 h after treatment. Purified nuclei were harvested using Sigma’s Nuclei EZ Prep Kit according to manufacturer’s instructions. Purified nuclei were suspended in Qiagen Plasmid DNA mini-prep buffer P1 rather than nuclei storage buffer and processed according to standard bacterial plasmid mini-prep protocol. Sequencing libraries were generated via PCR using the same protocol used to assay input libraries. Plasmid diversity sequencing was performed using a single lane on an Illumina MiSeq with 25 bp paired end reads.

*Luciferase reporter assay validations*

GR binding sites were selected from regions of the genome near DEX-responsive genes containing GR binding sites assayed by both ChIP STARR-seq and BAC STARR-seq. Elements were selected to be ~400 bp in length. The elements were PCR amplified from pooled BACs (see "STARR-seq Input Library Construction") using Q5 polymerase and the following cycling conditions: 98 °C for 30 s, 35 rounds of (98 °C for 10 s, 58 °C for 30 s, 72°C for 2 min), and a final extension at 72 °C for 7 min. Primers were designed to anneal to the target region and add 15 nucleotides that match either the HindIII or EcoRV side of the multiple cloning site of the pGL4.24 minimal promoter firefly
luciferase expression vector (Promega) to enable Infusion cloning. Appropriate PCR band size was determined by electrophoresis and amplicons were purified using SPRI beads (1.5X SPRI:reaction ratio) prior to cloning.

pGL4.24 was linearized at the multiple cloning site by incubating overnight with HindIII and EcoRV. Test elements were cloned using Infusion HD (CloneTech) and transformed into Stellar competent cells (CloneTech). Colonies were picked, grown overnight and DNA was purified using PureYield Plasmid Miniprep kits (Promega), and screened for the expected insert with Sanger sequencing.

A549 cells were plated in 96-well plates (10,000 cells/well) and transfected using Fugene HD two days after plating at a 4:1 Fugene:DNA ratio. 100 ng of each test construct and 10 ng pRL-TK Renilla luciferase normalization vector (Promega) were transfected per well with 12 replicates. After 24 h, six wells of cells per vector were treated with medium containing either 100 nm DEX or 0.02% EtOH control. After 4.5 h — 3 h for response and 1.5 h for protein folding (Tyedmers, Brunke et al. 1996) — cells were harvested and assayed using the Dual-glo luciferase assay system (Promega) and plates were read using a Victor3 1420 Multilabel Counter (PerkinElmer).

The ratio of firefly luciferase activity to Renilla luciferase activity was determined for each well. The six replicates of each condition were averaged and then induction was determined by calculating the log2(average Renilla-normalized luciferase activity in the DEX condition / average Renilla-normalized luciferase activity in the EtOH condition).
**AP-1 GRE combinatory experiments**

For GRE/AP-1 spacing experiments, gene blocks that encode the TSC22D3 DEX-induced enhancer ([Appx. 1; Figure 51C](#)) followed by 250 bp of non-GC-inducible DNA (as assayed by STARR-seq; [Appx. 1; Figure 53B](#)) and a canonical JUND binding element (Mathelier et al., 2014) (MA0489.1) were synthesized (Integrated DNA Technologies). The spacing of the JUN binding motif was varied in 20 bp increments ([Appx. 1; Figure 53A](#)). DNA fragments were analyzed using the JASPAR database to confirm that no de novo JUN or GR binding motifs were generated while designing the constructs.

For GRE/AP-1 combination experiments, DEX responsive enhancers were synthesized in combination with JUN consensus binding motifs ([Appx. 1; Figure 51A-C, 52A and 52B](#)) (Mathelier et al., 2014). GC-non-responsive DNA was used as intervening sequence between sites ([Appx. 1; Figure 53B](#)). Motifs were mutated by altering the top scoring three nucleotides of the position weight matrix of each motif.

Twenty bp of DNA from the 3' and 5' cloning sites were added during gene block synthesis. The resulting fragments were cloned directly into the EcoRV site of the Pgl4.24 backbone (Promega) using Gibson Assembly Master Mix (NEB) according to manufacturer’s instructions. GC-inducible Luciferase assays were performed as above, using 4ng pRL-sv40 per well as internal control and assayed using the GloMax multiwall luminometer (Promega). In each experiment 12 replicates were treated with
100 nM DEX and 12 replicates were treated with 0.02% EtOH. Data from these experiments are displayed in Appx. 1; Figure 52A and Appx. 1; Figure 53B.

**GRE addition experiments**

Two non-DEX-induced GBSs (~450 nt) were identified from the TSC22D3 and NFkBIA loci (Table S3). Sites were selected based on increased chromatin accessibility in control condition. The highest scoring match to the AP-1 motif was identified (Mathelier et al., 2014) (MA0489.1) in each site and constructs were designed and cloned (as described above; AP-1 GRE combinatory experiments) that contained a minimal GRE identified from the PER1 locus cloned 20 nt 5′, 3′ or both 5′ and 3′ of the non-induced GBSs. A congruent set of vectors containing the mutated forms of the GRE (as described; AP-1 GRE combinatory experiments) were generated in each cloning position.

Dual luciferase assays (as described above; AP-1 GRE combinatory experiments) were used to determine the effects of adding GREs to non-DEX-induced elements.

**DEX washout reporter assay experiments**

The upstream PER1 DEX-induced enhancer was synthesized (Integrated DNA technologies) and cloned into STARR-seq as described above (STARR-seq Input Library Construction). The resulting vectors were transfected into A549 cells and treated with 100 nM DEX, or .02% EtOH vehicle control for 30 minutes. Six replicates of each
condition were treated for 3 h, and 6 replicates of DEX treated cells were washed twice with medium containing EtOH vehicle and treated for an additional 3 h.

RNA was harvested (Qiagen RNeasy miniprep kit), with the addition of ERCC external control RNA cocktail added to each RNA preparation at the cell lysis step. RT-qPCR was performed using primers designed to span the splice junction of the STARR-seq transcript or ERCC external control primers (Devonshire et al., 2010) and the RNA-2-CT cDNA synthesis and SYBR green qPCR kit as per manufacturer instructions. qPCR data was analyzed using the delta-delta-cT method.

RNA-seq

Total RNA was harvested from three replicates of A549 cells treated with DEX or EtOH as previously described in main methods using the Qiagen RNease Mini kit including the on-column DNase digestion. Poly-A RNA was isolated from 1 µg of total RNA as described above, and Illumina RNA-seq libraries were prepared using the Apollo 324 library prep station according to the manufacturer's protocol (Wafergen).

DNA Sequences

The sequences of DNA primers and gene blocks used in this study are located in Appx. 1; Table S3.

Estimation of Regulatory Activity in STARR-seq Assayed Sites
BAC STARR-seq output libraries were sequenced on an Illumina MiSeq Instrument using paired-end 25 bp reads. Reads were aligned to the hg19 reference genome sequence for the target BACs using Bowtie (Langmead and Salzberg 2012), paired end reads were converted to corresponding fragments, and the number of reads per fragment was counted for each replicate. The number of reads in each experiment was then normalized to the median of the number of reads per fragment divided by the geometric mean read count of that fragment. To estimate the significance of differences between EtOH and DEX treatment, a Wilcoxon signed-rank test was performed using a sliding 1 bp window across the target BACs. For each test, the normalized read counts for the fragments overlapping the window were compared between DEX and EtOH treatment conditions, and a p value was reported.

*RNA-seq Expression Analysis*

RNA-seq reads were sequenced on an Illumina HiSeq using 50 bp single end reads. The resulting reads were aligned to version 19 of the GENCODE reference set of transcripts using Bowtie (Harrow et al., 2006; Langmead and Salzberg, 2012). Differential expression was called using DESeq2 (Love et al. 2014) at a false discovery rate (FDR) < 5% (Benjamini and Hochberg, 1995).

*Estimating Proximity Between GR Binding Sites and the TSSs*
Transcriptional start site coordinates used in ChIP STARR-seq—gene proximity analyses were obtained from version 19 of the GENCODE annotation for genes that were differentially expressed after treatment for 3 h with 100 nM DEX (FDR < 5%) (Harrow et al., 2006). The ChIP STARR-seq-TSS distances used for empirical cumulative density functions were found using the closestBed function from BEDTools (Quinlan, 2014). GC–induced ChIP STARR-seq sites were defined as having an FDR < 5% and non-GC–induced ChIP STARR-seq sites were defined as having an FDR > 30%. Differing sizes of GC–induced ChIP STARR-seq and non-GC-induced ChIP STARR-seq groups could confound the distribution of distances of the closest ChIP STARR-seq element to a given TSS. To account for these sample size effects, elements from the non-GC-induced ChIP STARR-seq group were randomly sampled and distance calculations were performed 100 times to match the sample size of the GC-induced ChIP STARR-seq group. The mean and standard deviation of these sampled calculations are shown.

Regression Model to Predict Expression Response from ChIP-seq Signal

The association between GR occupancy and proximal gene expression in response to DEX treatment was examined as follows. First, ChIP-seq signal (log fold-change in ChIP-seq in response to DEX) was summed across sites within a maximum distance D from the TSS of each DEX-responsive gene, where values of D = 50 kb, D = 100 kb, and D = 200 kb were examined; ChIP-seq signal was summed separately for
reporter-positive and reporter-negative GR binding sites. Correlations between summed ChIP-seq signal and gene expression were computed via Spearman's rho and plotted separately for each value of D, for reporter-positive and reporter-negative sites (Appx. 1; Figure S6K).

**DNA Binding Motif Identification and Scoring**

Match scores and p values for motif matches in ChIP STARR-seq tested elements were found using the Motif Alignment and Search Tool (MAST) from the MEME Suite (Bailey and Gribskov, 1998). The top scoring motif occurrence was computed for each ChIP STARR-seq element and used for subsequent correlations and ROC analyses.

**Mixture Model and Sequence Analysis to Distinguish Sites With and Without GREs**

The set of all tested GBSs was assumed to consist in a mixture of sequences with and without GRE motifs. We fit a two-component Gaussian mixture model to the negative log_{10} p values for the best GRE motif match for all tested GBSs. The mean match scores corresponding to GRE motif and no GRE motif from the model that was fit with all GBSs were then fixed for reporter positive and reporter negative GBSs. Variances and mixture weights were estimated separately for each class of GBSs. We used the mixture weights to estimate of the proportion of each class of sequences that contained a GRE.
To identify motifs enriched in responsive and non-responsive GR binding sites with GREs, we constructed a matched set of 1,040 sites in each class that do or do not have a GRE according to our mixture model. We then performed a *de novo* motif search using MEME to find twelve enriched motifs in each set under a zero-or-one motif per sequence (ZOOPS) model. We then used Tomtom to compare the identified motifs to known TF binding motifs.

*Receiver Operating Characteristic (ROC) Curve Analysis*

ROC analysis was performed in R using the pROC software package (Robin et al., 2011). Putative regulatory elements were classified as enhancers if they had an FDR < 0.05 in ChIP-reporter and increased in reporter gene expression. Motif p values for tested motifs were assigned to each of the tested GR sub-peak as determined by MAST and those p values were evaluated as predictors of enhancer status. Predictor baseline was established by repeating ROC analysis following motif prediction in randomly shuffled sequences. Shuffling was performed while preserving dinucleotide frequencies, using software uShuffle (Jiang et al., 2008) version Feb21/2008.

*ChIP-exo Library Construction*

Human lung adenocarcinoma cells (A549s) were grown to confluence in 15 cm plates (~20 million cells) and treated with 100 nM DEX for 1 h, in triplicate. Cells were processed as described in the ChIP-seq library construction described above, through to
the LiCl washes. Chromatin-bound IgG beads were then washed with 10 mM Tris-HCl (pH 7.5) and resuspended in 30 µl of end repair mix: 1X T4 Ligase Buffer, 0.4 mM dNTPs, 1.8 U T4 DNA Polymerase, 6 U T4 PNK, and 3 U DNA Polymerase I, Large (Klenow) Fragment. Beads were incubated at room temperature for 30 minutes, and then washed with 10 mM Tris-HCl (pH 8). Beads were then resuspended in 30 µl of A-tailing mix: 1X NEB Buffer 2, 0.2 mM dATP, and 3 U Klenow Fragment (3'->5' exo-).

Beads were incubated at 37°C for 30 minutes. Next, beads were washed with 10 mM Tris-HCl (pH 7.5) and resuspended in 30 µl adapter ligation mix: 1X Quick Ligase Buffer, 4 µl Quick Ligase, and 1 pmol of Illumina Adapter A. Beads were incubated at room temperature for 30 minutes. Next, the beads were washed with 10 mM Tris-HCl (pH 9.5), and resuspended in 20 µL of λ-exonuclease mix: 1X λ-exonuclease Buffer and 5 U λ-exonuclease. The beads were incubated at 37°C for 30 minutes. Next, the beads were washed with 10 mM Tris-HCl (pH 8), and resuspended in 20 µL RecJf mix: 1X NEB Buffer 2 and 15 U RecJf. The beads were incubated at 37°C for 30 minutes, and then washed with TE Buffer. The beads were resuspended in 150 µL IP Elution Buffer (1% SDS, 0.1 M NaHCO3), and incubated for 1 hr at 65°C, with vortexing every 15 minutes. The beads were centrifuged at 20,000xg for 3 minutes, and the supernatant was transferred to a new tube and incubated at 65°C overnight. DNA was purified using a MinElute PCR Purification kit (Qiagen), using 11 µl of EB Buffer for the elution. Purified DNA was mixed with 8 µL of phi29 DNA polymerase mix: 1X phi29 Buffer, 10 pmol
primer P2, 375 nM dNTPs, and 4 µg BSA. The mix was heated to 95°C for 2 minutes, 63°C for 5 minutes, 30°C for 2 minutes, and held at 30°C. 10 U of phi29 DNA polymerase was added to the mix, which was then heated at 30°C for 20 minutes, 65°C for 10 minutes, and held at 4°C. DNA fragments were purified using AxyPrep Mag PCR Clean-Up beads at a 2:1 bead volume:sample volume ratio. DNA was eluted off beads using 30 µl A-tailing mix, and incubated at 37°C for 30 minutes. The DNA was then purified using AxyPrep Mag PCR Clean-Up beads as described above. DNA was eluted from beads using 30 µL of adapter ligation mix (with Illumina Adapter B instead of A), and incubated at room temperature for 30 minutes. The DNA was then purified using AxyPrep Mag PCR Clean-Up beads as described above, and eluted in 50 µl of PCR amplification mix: 1X Q5 Reaction Buffer, 200 nM dNTPs, 10 pmol Primer A, 10 pmol Primer B, and 1 U Q5 polymerase. PCR was carried out according to the manufacturer's specifications, using an annealing temperature of 65°C, and an extension time of 30 seconds, for 20 cycles. The PCR products were purified with AxyPrep Mag PCR Clean-Up beads with a 1:1 ratio, and eluted in 30 µL of EB Buffer. DNA concentration was measured on a Qubit Fluorometer (Life Technologies), and fragment size distribution was assessed on a TapeStation 2200 (Agilent Technologies). Libraries were sequenced on an Illumina HiSeq 2000 with 50 base-pair paired end reads.

*ChIP-exo Analysis*
Read pairs were aligned to the hg19 reference genome using Bowtie2 (Langmead and Salzberg, 2012) with default settings. Fragments mapping to adapter sequence or ENCODE blacklisted regions (ENCODE, 2012) were removed. PCR duplicates were removed using SAMtools (Li et al., 2009), and reads across triplicates were pooled. The position of the 5’-most base pair of the first read in each read pair was determined. This position should be indicative of where λ-exonuclease was stopped by a DNA-protein interaction. These positions were split according to sense or anti-sense strand, and positions mapping to GR ChIP-seq peaks (as described in ChIP-seq analysis methods) were used for further analysis.

**DNase-seq**

DNase-seq libraries were made from fresh cell cultures of the control cell line and treated cell line, with three replicates for each cell line. Library preparation and analysis was performed as described (Song and Crawford, 2010) with the modification that oligo 1b was synthesized with a 5’ phosphate to increase the efficiency of ligation.

**Aggregate profile plot of DNase-seq, histone ChIP-seq in GR binding sites**

We merged aligned reads across the three replicates of DNase-seq in EtOH and DEX conditions separately, from which we created a bigwig signal file. We binned signal from selected ENCODE histone modification ChIP-seq bigwig signal files and
from our DNase-seq data in 10 bp bins 500 bp upstream to 500 bp downstream of the center of each GR binding site. To produce the aggregate profile plot, we normalized by total mapped read counts (in the case of DNase-seq data) and the mean depth per base-pair covered (in the case of ENCODE data) and computed the mean and standard error of the mean in each 10 bp bin for reporter positive and reporter negative GR binding sites.

**Comparison of epigenetic signal reporter positive and reporter negative GR binding sites**

We merged aligned reads across the two replicates of selected ENCODE histone modification ChIP-seq datasets in EtOH and DEX conditions separately. We counted the number of reads from the above merged DNase-seq and ChIP-seq alignment files for which at least half of the read overlapped a 500 bp window centered on the best match to the GR DNA binding motif within each called sub-peak. We then normalized counts for number of mapped reads and tested for differences in GR binding. To do so, we used regression models in which the log of GR ChIP-seq summed read counts along with binary reporter activity predicted log{DEX read counts}, log{EtOH read counts}, or log{DEX read counts /EtOH read counts}. When testing specifically in the core or flanking regions, we defined the core as the -250 bp to +250 bp region centered on the best match to the GR DNA binding motif, and the flanks as the union of the -500 to -250 bp region and the +250 bp to +500 bp region.
**Cluster analysis of low DEX dose GR binding sites**

We merged all ENCODE ChIP-seq binding peaks for GR from 0.5 nM, 5 nM, and 50 nM DEX treatments and retained only those union peaks active at 50 nM. We then considered the clustering behavior of sets of peaks among the union that overlapped with lower DEX dose peaks (0.5 nM, 5 nM). We tested whether low dose peaks were closer to one another than expected by chance by computing the median distance for all peaks to the nearest neighboring peak. As a background model, we randomly shuffled low dose peaks among all possible peaks in the cross-DEX-dose union 1000 times and computed the median distance from each active peak to its nearest neighboring active peak for each permutation. We tested whether the set of low dose peaks had fewer stretches of contiguous unbound sites than expected by chance. Again, we randomly shuffled low dose peaks among all possible peaks in the cross-DEX-dose union 1000 times and computed the number of stretches of contiguous unbound sites. We also tested whether pairs of adjacent low dose peaks were less likely to have an intervening ENCODE DEX CTCF peak than by chance. Using the same permutation strategy, we counted the number of times a CTCF peak intervened between adjacent permuted low dose peaks. A pair of peaks was defined as adjacent at a lower dose (e.g. 5 nM) if there were no intervening peaks between the two peaks among the cross-DEX-dose union of peaks and both peaks were bound by GR at the lower dose. For all three analysis
questions above, we fit Gaussian distributions to the distribution of the metrics for the permuted data and tested whether the observed data fit the permuted distribution with a Z-test.

Distance analysis of tethering factors and nuclear receptors

We tested whether certain tethering factors (JUND, JUN; FOXA1) were closer to direct motif-encoded nuclear receptor sites (GR; ER) when co-bound by nuclear receptor. We searched for the nuclear receptor motif (JASPAR, (Mathelier et al., 2014); GR: MA0113.2; ER: MA0112.2) among all nuclear receptor genomic binding sites using MAST (Bailey et al., 2009) motif search tool and designated those sites with p value < 1 x 10^-4 as direct motif-encoded. We then compared the set of tethering factor sites that intersect with nuclear receptor sites (e.g. JUND+,GR+) and the set of tethering factor sites that do not intersect with nuclear receptor sites (e.g. JUND+,GR-) in distance to nearest direct motif-encoded nuclear receptor site that does not intersect with a tethering factor (e.g. JUND-,GR+ with GR motif).

Motif analysis of JUND sites gained, maintained, or lost upon DEX exposure

We searched the central 200 bp of JUND DEX binding sites and GR binding sites for the JUND motif (MA0491.1) and the GR motif (MA0113.2) from JASPAR (Mathelier et al., 2014) using MAST motif search tool (Bailey et al., 2009). We also shuffled the
dinucleotides of GR binding sites using ushuffle (Jiang et al., 2008) and searched this shuffled set of sequences for the GR motif. For unshuffled sequences, two-component Gaussian mixture models were fit to the $-\log_{10}([\text{motif p value}])$.

**Analysis of overlap in ER and FOXA1 binding sites with established ER interactions**

We took the union of all ER ChIA-PET interactions in the MCF7 cell line with q-value < 0.05 from "IHH015F" and "IHM001F" from Fullwood et al. (Fullwood et al., 2009). Using FOXA1 and ER binding peaks obtained from ChIP-seq in the MCF7 cell line, we distinguished those FOXA1 peaks that intersected ER peaks from those FOXA1 peaks that did not intersect ER peaks (Hurtado et al., 2011). For both FOXA1+,ER+ and FOXA1+,ER- peaks, we computed the best scoring p value to the ER motif (MA0112.2; JASPAR) (Mathelier et al., 2014) using MAST motif search tool (Bailey et al., 2009). We further subsetted peaks by the strength of motif and for each subset we computed the percentage of peaks that overlapped with sites that participate in interactions as identified through ER ChIA-PET.

**2.5 Supporting online materials**

Supplemental Tables

**Table S1.** Supplemental ChIP-seq data. Tab 1: The final set of all GR ChIP-seq sub-peak calls are provided as a tab-delimited file of genomic coordinates. The coordinates are for the hg19 version of the human reference genome. The sum of the reads per replicate sub-peak is included in the 4th column. Tab 2: Estimates of H3K27ac modification changes with DEX treatment at GR
binding sites. ChIP-seq data for H3K27ac and H2K27me3 in A549 cells treated for 1 h with either 100 nM DEX or 0.02% EtOH was obtained from the ENCODE Project (Supplementary methods). Results of analysis generated using DEseq2 are provided. The columns of the file are:
(1) Location of the summit of the GR ChIP-seq peak call, (2) average normalized signal strength (i.e. “baseMean” from DESeq2), (3) log2(fold change) in signal between DEX and EtOH conditions, (4) the standard error of the log2(fold change) estimates, (5) the statistic used for testing (i.e. the log2(fold change) normalized for standard error in the estimate), (6) the statistical significance of a change in regulatory element activity, and (7) the associated false discovery rate.

Tab 3: Estimates of H3K27me3 modification changes with DEX treatment at GR binding sites.
The columns in S1 Tab 3 are organized as in S1 Tab 2.

Table S2. Estimates of DEX-responsive regulatory element activity from ChIP-reporter STARR-seq assays. The results of the DESeq2 analysis used to identify changes in regulatory activity between DEX and EtOH conditions are provided as a tab-delimited file. The columns are organized as in Table S1 Tab 2.

Table S3. Plasmid DNA and primer sequences used in this study: DNA primer sequences used for: amplifying DNA fragments used in luciferase validation assays, amplification of tagmented DNA for cloning into BAC STARR-seq assays, adapting ChIP-seq libraries to STARR-seq and ChIP-exo experiments. As well as geneblock sequences for GRE/AP-1 combination experiments.

Table S4. GC-induced BAC STARR-seq results The results from our STARR-seq analysis of selected BACs is provided as a UCSC Genome Browser BedGraph file. The data column is the log_{10}-transformed P-value generated from our statistical analysis (described in methods).
Table S5. RNA-seq results. RNA-seq was performed after treatment for 3 h with 100 nM DEX or 0.02% EtOH. Differential expression between the two conditions was evaluated using DESeq2. Results from that analysis are provided. Columns are as for Supplementary Dataset 1.2 except that the first column is the GENCODE V19 transcript ID instead of genomic coordinates.

Table S6. Match scores for DNA binding motif MAST was used to identify instances of TF DNA binding motifs in the GR binding sites tested. This dataset contains motif information for GR (NR3C1), AP-1 (as represented by FOSL2), FOXA1, NFκB (as represented by RELA), and CREB1 respectively. The columns of the dataset are: (1-3) Genomic coordinates of the GR binding sites, (4) location of the best match to the motif in the binding site, (5) p value of the motif match as determined by MAST, (6) the location of the best motif in the shuffled sequence, and (7) the associated p value.

Table S7. Related to Figure 4 and Figure 5; Changes in JUND binding in A549 cells after 100 nM DEX exposure. Tabs contain sites that are gained, lost and maintained. Columns contain: Chromosome, start, end, p value JUND motif and p value GR motif for each site.

Table S8. Related to Figure 3, Figure 4, Figure 5 and Figure 6; External datasets used in this study.

Raw and aligned sequencing data from this study have been submitted to the NCBI Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo/) under accession numbers GSE79432 and GSE77869.
3. Massively parallel quantification of the regulatory effects of noncoding genetic variation in a human cohort

The research presented in this chapter was published in the journal Genome Research in the year 2015.

The complete citation for this article is:


* denotes shared first authorship.

3.1 Introduction

There are now several examples of noncoding genetic variants that alter the activity of regulatory elements and contribute substantially to complex traits and human diseases (Corradin et al., 2014; Guo et al., 2014; Maurano et al., 2012; Nicolae et al., 2010; Olansky et al., 1992; Stadhouders et al., 2014). Such examples are likely representative of a larger trend that genetic variations in regulatory elements are a major contributor to complex phenotypes and disease (Gusev et al., 2014; Maurano et al., 2012). Genetic effects on gene regulation are pervasive, as demonstrated by association studies revealing expression quantitative trait loci (eQTL) for the majority of human genes (Battle et al., 2014; Cantor et al., 2010; Stranger and Raj, 2013). Recent studies have further demonstrated that genetic variants associated with DNase I hypersensitivity, a
strong predictor of the presence of a regulatory element, explain a substantial proportion of eQTLs (Degner et al., 2012), and individuals who are heterozygous in those elements likely have heritable allele-specific open chromatin and transcription factor binding (Birney et al., 2010; McDaniell et al., 2010; Reddy et al., 2012b). Although there is now much evidence supporting the contributions of regulatory variation to human phenotypes, systematically identifying the specific variants and regulatory elements that contribute to phenotype remains a major challenge.

One of the major reasons that challenge remains is that patterns of recombination across the genome limit the resolution of genetic association studies and prevent the identification of specific causal variants. That limitation motivates the development of complementary empirical approaches to assay the consequences of noncoding genetic variation on regulatory element activity (Feng et al., 2013; Fogarty et al., 2014; Guo et al., 2014; Stadhouders et al., 2014). In a reporter gene expression assay, for example, a gene regulatory element is cloned into a plasmid, where the element can control the expression of a fluorescent or chemiluminescent protein. The plasmid is then transfected or infected into cells, and the activity of the regulatory element is estimated by measuring the expression of the reporter gene. Several examples have now shown that reporter assays are a valuable tool to compare the function of genetically different versions of the same regulatory element and to identify noncoding variants that explain genetic associations with gene expression and phenotypes (Fogarty et al., 2014; Guo et
al., 2014). Recent advances have dramatically increased the throughput of reporter assays by embedding molecular barcodes within the reporter gene that can later be observed with DNA sequencing (Kwasnieski et al., 2012; Melnikov et al., 2012; Patwardhan et al., 2009; White et al., 2013), and the regulatory activity of more than one million unique DNA fragments can now be assayed in a single experiment using such massively parallel reporter assays (Arnold et al., 2013).

Here, we have developed a novel high-throughput approach to efficiently measure the activity of regulatory elements captured from the genomes of a human study population. Previous approaches to identify genetic effects on regulatory element activity have used DNA synthesis and random mutagenesis to generate mutations in select regulatory elements (Melnikov et al., 2012; Patwardhan et al., 2009; White et al., 2013). By instead assaying putative regulatory elements captured from donor genomes, the strategy presented here allows for high-throughput empirical measurement of the effects of regulatory variants specific to a study population. Moreover, because haplotypes are maintained within each regulatory element, empirical measurement of the combined effects of all common, rare, and personal variants within a regulatory element are possible. The result is individual-specific measurements of regulatory element activity across the study population. Because candidate regulatory elements are assayed independently of one another, the approach is an effective strategy to identify causal mutations within large regions of statistical association between genotype and
phenotype. Together, these results demonstrate that population-scale functional reporter assays are a valuable strategy for identifying specific causal genetic variants and haplotypes within genomic loci previously associated with phenotype.

3.2 Results

3.2.1 Population-scale reporter assay approach

We designed an empirical strategy to measure the activity of specific candidate regulatory elements across a population of individuals (Figure 2). The strategy is based on the STARR-seq assay (Arnold et al., 2013). Briefly, in STARR-seq, candidate regulatory elements are cloned into the 3’ untranslated region (UTR) of a reporter gene. The resulting plasmid pool is then transfected into host cells, where the cloned elements can regulate expression of the reporter gene in which they are embedded. High-throughput sequencing of the 3’ UTR of the expressed reporter gene mRNA can then be used to estimate the regulatory activity of each element.
To leverage the STARR-seq approach to measure the activity of candidate regulatory elements across a population of individuals, we first generate a targeted sequencing library of regulatory elements from donor genomes using multiplex PCR. In a subsequent PCR reaction, we then modify the resulting fragment libraries such that the sequence of the terminal 15 bp at each end of each fragment matches the ends of the cloning site in the STARR-seq backbone. We then clone the capture regulatory elements.
into the STARR-seq backbone using a homology-based cloning strategy and expand the resulting input library in Escherichia coli. To assay the activity of each captured fragment, we transfect the input library into a human liver carcinoma cell line, HepG2, and use 250-bp paired-end sequencing to observe the abundance of each allele of each element in the input pool of transfected DNA and in the expressed reporter gene mRNA. Using an allele-specific analysis strategy, we then estimate the effect of each allele on regulatory element activity.

### 3.2.2 Targeted sequencing of candidate regulatory elements from a GWAS population

As demonstration of the aforementioned approach, we focused on candidate regulatory elements from a 250-kb region on Chromosome 3 (3q25) that we previously found to be associated with measures of adiposity at birth (Urbanek et al., 2013). We selected the regions to assay based on evidence from the ENCODE Project Consortium (2012) that suggests potential regulatory activity. Specifically, we aggregated open chromatin data from 40 different cell types relevant to metabolism, which yielded an initial set of 128 open chromatin sites. We further prioritized those sites by selecting DNase I hypersensitive sites (DHSs) that were present in at least two or more cell lines, resulting in a total 104 DHSs (Figure 29; Supplemental Data 1). We designed 174 PCR amplicons to amplify from the 104 candidate regulatory elements (Supplemental Data 2). The amplicons had an average length of 409 bp. We then used multiplex PCR to
amplify those elements from 95 individuals at the extremes of adiposity in the genetic association cohort (Urbanek et al., 2013).

**Figure 29: Candidate regulatory sites.**

Candidate regulatory sites were sequenced in 95 members of the Hyperglycemia and Adverse Pregnancy Outcome (HAPO) Study (Urbanek et al. 2013) patient cohort using custom amplicon sequencing. The targeted regions overlap open chromatin (DHSs) in multiple cell types as described in Methods.

To quantify the genetic variation in the captured elements, we sequenced the regions using paired-end 250-bp sequencing. That read length was sufficient to observe the entire sequence of each amplicon. Sequencing was completed to a median depth of 1500× (Appx. 2; Figure 55), resulting in the identification of 321 genetic variants in the captured elements (Supplemental Data 3). Twenty-three percent of the variants identified were specific to the study population as determined by their absence from dbSNP and the 1000 Genomes Project Consortium database (Sherry et al., 2001; Thousand Genomes Project Consortium et al., 2012). The ratio of transitions to transversions was similar between the captured variants and those found in the 1000 Genomes Project (Supplemental Table 1), suggesting that the novel variants were
unlikely due to systematic sequencing errors. We identified a substantially greater fraction of rare and personal variants in our targeted sequencing, likely due to increased sequencing depth that supported more highly powered variant calling (Appx. 2; Figure 56). The preponderance of study-specific variants emphasizes the importance of assaying regulatory elements captured from the genomes of the study population rather than from a separate cohort.

### 3.2.3 Quantifying the effects of noncoding variation in a GWAS population

To quantify the activity of the captured candidate regulatory elements, we cloned the captured amplicons into the 3’ UTR of the STARR-seq reporter gene (Arnold et al., 2013) to generate an input plasmid library. The input library covered 99% of the targeted sequence and included both alleles of 88% of the variants observed in targeted sequencing of the region at a median coverage of approximately 2200× (Supplemental Table 2; Appx. 2; Figure 57). We then performed seven independent transfections of the input library into HepG2 cells and used targeted high-throughput sequencing of the expressed reporter gene transcripts to measure the allele-specific regulatory activity for each amplicon. The sequencing generated a median coverage of the target amplicons of approximately 13,000× (Appx. 2; Figure 58) and assayed both alleles of 283 of 321 SNPs detected in the input library. Of the assayed SNPs, 83 (29%) were rare, defined as a minor allele frequency <1%. We observed a similar fraction of rare SNPs in the input library (32%), suggesting that there was minimal bias against rare variants in the assays.
There was strong correlation between the allele ratios in each pair of output libraries
(Spearman’s ρ between 0.90 and 0.97) (Figure 31A), demonstrating reproducibility of the
assay. There was also strong correlation between the allele ratios in the input plasmid
pool versus the allele ratios in each of the output libraries (Spearman’s ρ between 0.80
and 0.88) (Appx. 2; Figure 58), demonstrating that variants had small effects on
regulatory activity overall. Cloning the captured candidate regulatory elements into the
STARR-seq backbone did not introduce biases in the allele frequency in the assay as
demonstrated by a strong correlation between the allele ratios in the plasmid DNA
library and the allele ratios in the sequencing of the initial multiplex PCR products (r2 =
0.94, two-sided P < 0.0001) (Figure 30). We therefore concluded that the resulting assay
libraries were representative of the genetic diversity in the population. When the allele
frequencies of the input plasmid DNA library were compared to the allele frequencies of
the variants called in the 95 individuals, we observed enrichment of rare minor alleles in
the input plasmid DNA library (Appx. 2; Figure 59). Because that bias was specific to the
comparison with called variants and was not observed when comparing to the raw
sequencing reads, the bias was likely due to underestimation of rare allele frequencies
by conservative calling of rare variants (Thousand Genomes Project Consortium et al.,
2012).
Figure 30: Population STARR-seq reporter libraries are representative of population diversity.

Plotted is a comparison of the allele frequency of each SNP in the cohort DNA to the allele frequency of each SNP in the resulting reporter library. Allele frequencies of the cohort DNA used are shown on the x-axis, and the allele frequencies in the resulting reporter library are on the y-axis. The allele frequencies are highly correlated, as evaluated by a Pearson correlation ($r^2 = 0.94$, $P < 1 \times 10^{-5}$). The one-to-one line is shown in blue. The least squares fit is shown in red.

To identify individual variants that have a statistically significant effect on regulatory activity after taking into account differences in read depth, we pooled reads from the replicate output libraries and compared relative variant abundance to the input library using Fisher’s exact test. We identified 27 common and nine rare regulatory variants with a false discovery rate (FDR) < 5%. The identified variants had fold changes in regulatory activity ranging from 0.25 to 3.96 (Supplemental Data 4), consistent with previous observations using saturation mutagenesis of enhancers (Figure 31B) (Patwardhan et al., 2012). To empirically validate that the results were not due to the
candidate regulatory elements' location in the 3' UTR of the reporter gene, we used a standard luciferase reporter assay in which the candidate regulatory element is located upstream of the promoter. In all cases, the allele with greater regulatory activity in the STARR-seq assay also had increased luciferase expression (Figure 31C). That positive validation indicates that the observed effects were not specific to the location of the candidate regulatory element relative to the reporter gene.

(A) Population STARR-seq is highly reproducible. Rep1–7 are biological replicates generated from independent transfections. The x- and y- axes represent element activity (output RNA reads/input DNA reads). In each case, Spearman’s ρ > 0.90. (B) Log₂(effect sizes) for non-significant (pink) and significant (FDR < 0.05, blue) variants. The effect sizes are small and range between 0.25 and 3.96 fold-change. (C) Firefly luciferase assay validations for population STARR-seq. In all cases, the higher expressing allele in our high-throughput reporter assay, shown in green, also had higher luciferase expression.
3.2.4 Regulatory variants are enriched in active enhancers

We next evaluated whether regulatory variants were enriched in the most active enhancers or could instead be due to noise in low-activity or silent candidate regulatory elements. We defined an enhancer activity score as the proportion of the total reads contributed by a fragment in the targeted RNA-seq output library divided by the proportion of the total reads contributed by that fragment in the input DNA plasmid library. The fragments that contained regulatory variants had higher-ranking enhancer activity scores than those that lacked regulatory variants (U-test, P < 10−4) (Figure 32; Supplemental Data 5,6), consistent with regulatory variants being located in the most active candidate regulatory elements. We also asked whether there was evidence that rare alleles were more likely to have a stronger effect on regulatory activity, and we did not find a statistically significant association between effect size and allele frequency (Spearman ρ = −0.18, P = 0.28) (Appx. 2; Figure 61).
3.2.5 Effects of haplotypes on regulatory element activity

For 98 of the amplicons, there was more than one polymorphic site (Figure 33), allowing us to ask whether multiple variants act independently to alter regulatory element activity at the haplotype level. To investigate that possibility, we generated phased haplotype sequences based on the targeted sequencing data and used sequence alignment to assign sequencing reads from the expressed reporter library to each haplotype (Supplemental Data 7). That analysis allowed us to estimate the relative expression of each of the more than 450 distinct haplotypes assayed and revealed 24 haplotypes across 16 amplicons that significantly altered regulatory element activity (adjusted P < 0.05, Fisher’s exact test) (Supplemental Data 8). We then evaluated the
extent to which the independent contributions of the estimated effects of each SNP in a haplotype predicted the observed activity of the entire haplotype (Appx. 2; Figure 62). The correlation between the effects predicted by individual SNPs and the effects of the haplotype \( r = 0.54, P = 0.007 \) supports an overall consistency between SNP effects and their combination into haplotype effects. However, there was substantial residual variation that may be due to either experimental noise or synergistic effects between variants within haplotypes. Measuring haplotype-scale effects in larger populations will also be important to establish the distribution of natural functional variation in regulatory elements and may provide insights into the role of gene regulation in a wide variety of biological processes.

![Histogram of number of SNPs per assayed element.](image)

**Figure 33:** Histogram of number of SNPs per assayed element.
3.2.6 Fine mapping genetic associations with phenotypes

One of the major goals of functionally evaluating regulatory variants is to determine genetic effects on regulatory element activity that may explain genetic associations with phenotypes. To demonstrate that our strategy can support such fine mapping, we investigated a set of SNPs associated with the expression of a long noncoding RNA LINC00881 in the region. Specifically, the Geuvadis project (Lappalainen et al., 2013) identified a cluster of nine eQTLs associated with the expression of LINC00881 in lymphoblastoid cell lines (LCLs) (Appx. 2; Figure 63). The variants associated with LINC00881 span ~12 kb of the genome. The statistical significance of the association with LINC00881 was similar across all nine variants, likely due to high linkage disequilibrium across the region (Figure 34). Four of the nine eQTLs were also assayed in the 95 individuals with our population scale reporter assays. Only one variant, rs73170828, located 242 bp upstream of the annotated LINC00881 transcription start site, significantly altered reporter gene expression (FDR = 0.02). In the eQTL analysis and in our population scale reporter assays, the reference allele of rs73170828 was associated with increased gene expression and increased regulatory activity, respectively (Figure 35A). Together, these results suggest that the promoter-proximal variant rs73170828 is a causal variant that regulates the transcription of LINC00881 and explains the association of the other eQTLs in the region.
Figure 34: Manhattan plot of eQTLs for the long non-coding RNA LINC00881.

Blue dots indicate -log_{10}(p value) of LINC00881 eQTL from the GEUVADIS database (left Y-axis); red bars indicate -log_{10}(FDR) for variants that alter regulatory activity in the population STARR-seq assay (right Y-axis). Red dotted line indicates a FDR = 1.0.

As independent support of the regulatory function of rs73170828, we searched for evidence of allele-specific histone 3 lysine 27 acetylation (H3K27ac), a histone modification associated with active gene regulation (Creyghton et al., 2010). In ChIP-seq experiments performed on LCLs derived from five individuals heterozygous for rs73170828 (Kilpinen et al., 2013), there was substantially higher H3K27ac on the reference allele across the LCLs (P = 0.058, paired Wilcoxon test). Furthermore, there was an overall significant increase in the number of reads aligning to the reference allele when compared to a null model in which the same proportion of reads align to each allele (binomial P = 0.004). Those results are concordant with increased regulatory activity of the reference allele in our reporter assays and increased LINC00881 expression. The second closest assayed variant, rs62274098, did not have significant allele-specific H3K27ac (binomial P = 0.92), suggesting again that rs73170828 and not neighboring variants mechanistically contributes to the expression of LINC00881 (Figure
Together, these results show that our novel approach for quantifying the effects of noncoding variation on gene regulation within cohorts reveals likely causal variants that contribute to genotype-phenotype associations.

Figure 35: **LINC00881** expression and H3K27 acetylation state as a function of genetic variation

(A) Association between normalized expression of long noncoding gene **LINC00881** in LCLs as measured by the GEUVADIS project (Y-axis) and the measured effect size in population STARR-seq assay (X-axis) for SNP rs73170828 (r² = 0.07, p = 7.6 x 10⁻⁹). (B) Allele-specific H3K27ac analysis of variants rs62274098 and rs73170828, both eQTLs proximal to and 5' of **LINC00881**; read counts (Y-axis) differed substantially between alleles for rs73170828 (Wilcoxon p=0.058, binomial p=0.004) but not for rs62274098 (Wilcoxon p=0.9; binomial p=0.92).

### 3.2.7 Identifying candidate mechanisms of regulatory element activity

Quantifying genetic effects on regulatory element activity can also give insight into the underlying mechanisms controlling gene expression. As an example, one of the
most significant regulatory variants in our study, the common SNP rs4266144 (minor allele frequency = 0.40), had a 1.34-fold effect on the activity of the regulatory element in which it is located. The variant overlaps a binding site for the transcription factor TEAD4 in the HepG2 cell line that we used in this study (ENCODE, 2012). The C allele more closely matches the TEAD4 consensus motif and also had increased regulatory activity (Figure 31A, left-most plot; Figure 36). The higher-activity C allele is also human-specific, whereas the ancestral G allele is conserved across nonhuman members of the Hominidae clade; and it is possible that recent evolution has altered the regulatory activity of that site by changing the TEAD4 recognition sequence (Blanchette et al., 2004). Although only a case study, this example highlights the possibility that combining the identification of regulatory variants with existing maps of transcription factor binding can reveal regulatory factors contributing to regulatory element activity. A systematic evaluation of that possibility will require expanding the catalog of functional noncoding genetic variants in larger populations.
Figure 36: Regulatory variant disruption of a TEAD4 binding site.

SNP rs4266144 resides within a TEAD4 ChIP-seq binding site as assayed in HepG2 cells. The C>G variant is located in a largely invariant region of the TEAD4 canonical consensus binding motif. The binding site is located within a region that is enriched for H3K27ac and P300 occupancy. Concordantly, ChromHMM segmentation analysis scores the locus as a putative weak enhancer (Ernst and Kellis, 2012). Multispecies conservation analysis suggests that this motif resides within a region that is conserved between the great apes.

3.3 Discussion

In this work, we developed a novel high-throughput empirical approach to measure the regulatory effects of noncoding human genetic variation directly from the DNA of individuals from a population-based study cohort. The ability to assay directly from cohort DNA samples is an important distinction from previous high-throughput
reporter assays because it allows investigation of variants and haplotypes that are not present in existing databases of human genetic variation. As rare variants are typically not observed frequently enough to support a statistical association, rare-variant burden tests instead collapse or aggregate variants and correlate the overall burden of those variants with phenotypes (Li and Leal, 2008; Zawistowski et al., 2010). Although burden testing within the coding regions of the genome can leverage predicted effects on the resulting protein (Choi et al., 2012; Hu et al., 2013), modeling regulatory element activity based on sequence alone remains a major challenge. Measuring regulatory activity directly from cohort DNA provides a possible empirical solution that allows the regulatory machinery of the cell to determine the cumulative effects of all regulatory variation in the element tested and allows for inference about the activity of that regulatory element that would not be possible otherwise.

The ability to associate empirically measured regulatory function and phenotype is especially needed in light of recent studies suggesting that coordination of regulatory effects between alleles may explain how weak effects of individual noncoding variants contribute to overall phenotypes (Corradin et al., 2014; Guo et al., 2014; Stadhouders et al., 2014). As we have shown, assaying regulatory elements outside the context of genetic linkage enables identification of individual regulatory elements that contribute to observed associations with gene expression. Importantly, however, genetic linkage is maintained within each individual regulatory element tested. That feature allows for
measuring the effects of regulatory element haplotypes on element activity without the confounding effects of a nearby regulatory element. For those reasons, the approach described here has the ability to both resolve independent effects in multiple regulatory elements while also maintaining local epistatic interactions between variants within an individual element.

For any complex disease, multiple types of cells are likely relevant to an observed phenotype. Additionally, the causal regulatory elements may only be active under certain environmental conditions, or an interaction with the environment may amplify the effect. Transient reporter assays have been shown to recapitulate cell-type- and environment-specific gene regulation (Gisselbrecht et al., 2013; Pennacchio et al., 2006; Shlyueva et al., 2014). Because the input plasmid libraries generated in this study are a renewable resource that can be readily expanded in E. coli, the same captured regulatory elements can be assayed in numerous cell models and environmental contexts. Doing so may have particular benefit for identifying the specific cells or environments that are more relevant to a given genetic association signal.

There are both advantages and disadvantages intrinsic to the architecture of the STARR-seq assay platform. Among the advantages is the potential to characterize dual functioning enhancer-promoters (Arnold et al., 2013). We detected regulatory variants within TSS-proximal regions of two of the three genes located within our test locus, suggesting that the elements that contain these variants serve as dual function enhancer-
promoters. The approach is limited by the observation that enhancers often have promoter-specific activity in transient transfection assays, indicating that alternative promoters may be required in some cases (Zabidi et al., 2015). Addressing those shortcomings will further increase the ability to assign regulatory causes to genetic associations.

Taken together, the approach demonstrated here enables measurement of the functional variation in regulatory activity across human populations and provides a novel and general path forward to identify disease-related perturbations in regulatory mechanisms after the completion of a genome-wide association study.

3.4 Methods

TruSeq Custom Amplicon Sequencing

We defined a target region as the region containing all variants in linkage disequilibrium (LD) (D’ > 0.05) with the lead SNP previously reported to be associated with fetal adiposity (Urbanek et al. 2013). All annotated exons and all sites with evidence of putative enhancer activity as determined by the presence of DNase I hypersensitive sites (DHSs) in two or more cell lines studied by the ENCODE Project Consortium (2012) were selected for capture (Supplemental Data 1). Captured sites included 10 bp of flanking DNA to ensure that the entire putative regulatory site was included in the study. Lists of annotated DHSs from the ENCODE Project Consortium were downloaded as BED files from http://genome.ucsc.edu/ENCODE/downloads, and the
union of overlapping DHSs was obtained using the “merge” command in BEDTools (Quinlan and Hall 2010). TruSeq custom amplicon probes targeting the regions as well as the exons of CCNL1, LINC00880, LINC00881, and the five exons of VEPH1 residing within the LD block were designed using the Illumina Design Studio. The probes were designed to not overlap any known SNPs and capture an additional 25 bp flanking each DNase I hypersensitive site. The final design consisted of 174 amplicons with lengths ranging from 398 to 450 bp (mean length of 409 bp and a median length of 402 bp) capturing a total of ~60 kb of DNA (Supplemental Data 2). We designed the amplicons to be <450 bp to ensure that paired-end 250-bp sequencing would cover the entire length of the fragment. Library construction was conducted via the standard protocol provided by Illumina using 250 ng genomic DNA per reaction. The libraries were pooled and sequenced using paired-end 250-bp reads on an Illumina MiSeq instrument.

**Variant Calling and Phasing**

Sequencing reads were demultiplexed and aligned to the target regions using the standard Illumina Custom Amplicon Workflow protocol. Reads were first aligned to the downstream locus-specific and upstream locus-specific oligonucleotide primers used to amplify the targeted regions. Then, the alignment was performed using a banded Smith-Waterman alignment. Variant calling was performed using tools from the Genome Analysis Toolkit (GATK) version 3.2-2, according to GATK Best Practices
recommendations (DePristo et al., 2011; McKenna et al., 2010; Van der Auwera et al., 2013). According to September 2014 guidelines for small targeted experiments, this workflow included using HaplotypeCaller to call variants in target regions individually per subject, followed by joint genotyping using GenotypeGVCFs to produce a multisample VCF. Default settings were used for both tools. After variant calling, the following annotations and thresholds were used to remove low confidence SNPs, based on GATK recommendations for hard filtering: QD < 2.0; MQ < 40.0; FS > 60.0; MQRankSum < −12.5; ReadPosRankSum < −8.0; QUAL < 100.0. Similarly, the following filters were applied to remove low confidence indels: QD < 2.0; FS > 200.0; ReadPosRankSum < −20.0; InbreedingCoeff < −0.8; QUAL < 100.0. After hard-filtering, haplotypes were estimated with SHAPEIT2 software (Delaneau et al. 2012, 2013b; O’Connell et al. 2014) using the “Read Aware Phasing” algorithm (Delaneau et al. 2013a). According to SHAPEIT2 documentation, linkage disequilibrium patterns necessary for haplotype inference can be adequately captured using MCMC sampling in studies with at least 100 subjects; therefore, reference panels were not incorporated, and default algorithm parameters were used.

**Reporter Input Library Construction**

PCR amplicons from Illumina custom capture libraries from 95 individuals were pooled in equal volume. The resulting pools were then PCR amplified to add 15 bp of
sequence matching the STARR-seq backbone using primers TS2SSF and TS2SSPatientR using Q5 polymerase with GC buffer (New England Biolabs) using the following cycling conditions: for 15 sec at 98°C and cycles of 10 sec at 98°C, 30 sec at 63°C, and 3 min at 72°C. The resulting products were purified using Solid Phase Reverse Immobilization (SPRI) beads at a 1.8× SPRI:reaction ratio.

The STARR-seq screening vector was digested overnight with SalI and AgeI, and linearized backbone was purified with the Wizard SV Gel and PCR Clean-Up kit (Promega). One hundred nanograms backbone and 23 ng pooled insert were cloned in two 20 µL Gibson assembly reactions. The reactions were purified using SPRI beads and eluted in 5 µL ddH20 and then transformed into Stellar chemically competent cells according to the manufacturer's protocol. Transformations were recovered for 1 h in SOC medium while shaking (225 rpm, 37°C) and then grown for 14 h in 250 mL of Luria Broth while shaking (225 rpm, 37°C). The resulting reporter input libraries were then purified using the Promega Pure Yield Maxiprep kit.

To assess variant diversity in the population STARR-seq input libraries, the fragments inserted into each were sequenced on an Illumina MiSeq. Ten nanograms of each input library were PCR amplified using indexed custom sequencing primers and Q5 polymerase in GC buffer (New England Biolabs). The following thermal cycling protocol was used: 30 sec at 98°C followed by 10 cycles of 10 sec at 98°C, 30 sec at 65°C, and 2 min at 72°C, with a final extension for 7 min at 72°C. The reporter input pool PCR
product was purified using SPRI beads (1.8× SPRI:DNA ratio) and sequenced on an Illumina MiSeq Instrument using 250-bp paired-end reads. Primer sequences are available in Supplemental Table 4.

**Reporter Output Library Construction**

Population STARR-seq input libraries were combined in equimolar pools and transfected into T-150 flasks of HepG2 cells with Fugene (Promega) at a 5.5:1 ratio of Fugene:DNA. Eight replicate transfections were performed. Forty-eight hours after transfection, RNA was harvested as described next.

Cells were rinsed with PBS pH 7.4 and incubated for 3 min at 37°C with DNase I (5 mg DNase I in 1 mL buffer containing 10 mM Tris-HCl pH 7.5, 150 mM NaCl, and 1 mM MgCl₂ in DEPC-treated water diluted to a total volume of 24 mL in PBS). Cells were rinsed again with PBS and then dissociated with Trypsin-EDTA 0.25% (Life Technologies). Trypsin was neutralized with HepG2 tissue culture medium, and cells were pelleted via centrifugation. Cell pellets were rinsed once with PBS and then lysed in 2 mL of RLT buffer (Qiagen) with 2-mercaptoethanol (Sigma).

Total RNA was prepared using the Qiagen RNeasy Midi kit including the on-column DNase I digestion step. Poly-A RNA was isolated from 70 µg total RNA by double selecting with Dynabead Oligo-dT25 beads (Life Technologies). The RNA was then treated with turboDNAse (4 U) for 30 min at 37°C (Life Technologies). DNase
treated poly-A RNA was purified using the RNeasy Mini kit. cDNA was synthesized using the STARR-seq gene-specific primer using SuperScript III (Life Technologies). Reaction volumes were scaled to 50 µL. Reactions were incubated for 2.5 h at 55°C and inactivated by incubating for 15 min at 70°C. Following synthesis, cDNA was treated with RNase A (Sigma) for 30 min at 37°C. cDNA was purified with SPRI beads at a 1.5:1 bead:cDNA ratio (by volume).

The cDNA was then amplified using a two-stage PCR with a protocol similar to the published STARR-seq protocol (Arnold et al., 2013). The cDNA sample from each replicate was used as input into first-round reporter-specific PCR reactions using primers “reporter specific primer1” and “reporter specific primer2,” and Q5 high-fidelity polymerase (New England Biolabs) with GC buffer (denaturing for 45 sec at 98°C, amplification with 15 cycles of 15 sec at 98°C, 30 sec at 65°C, and 70 sec at 72°C; final extension for 7 min at 72°C). Samples were then purified using SPRI beads at 1.5× ratio of bead:PCR product and eluted in 15 µL nuclease-free water. The resulting products were used as template for a second round of PCR, which used a standard Illumina TruSeq indexing primer on the p5 end of the library and custom indexing primers (Supplemental Table 3) to barcode the samples for multiplexing prior to sequencing (Illumina). Final sequencing libraries were purified with SPRI beads at a 1.5× SPRI:PCR reaction ratio.
Identifying Regulatory Variants in Population STARR-seq

Haplotype sequences were imputed using the phased VCF file by inserting phased variants into reference sequences from the hg19 genome assembly. Sequencing reads were aligned to these haplotypes using Bowtie 2 (Langmead and Salzberg, 2012) with strict match parameters (mismatch, gap open, and gap extend penalties all set to 100) to ensure exact matching to individual haplotypes. Read counts at each SNP were tallied using SAMtools mpileup (Li et al., 2009). Replicates were pooled to increase statistical power. SNPs having fewer than two reads of either input DNA or pooled RNA were discarded from further analysis. Fisher’s exact test was used to detect significant differences in minor allele frequency between input DNA and output RNA; a pseudocount of 1 was added to each table entry in Fisher’s exact test. Two-tailed P values were adjusted to control the false discovery rate (FDR) to <5% via procedure p.adjust() in the standard R package “stats” (R Core Team 2015), which implements the Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995). Of 283 SNPs tested, 36 were found significant at an FDR-adjusted level of 0.05. SNP effect sizes for each allele were computed as the ratio of normalized read counts between variants:

\[(RNA_{0}/DNA_{0})/(RNA_{1}/DNA_{1})\] for DNA and pooled RNA read counts for alleles 0 and 1.

Haplotype effect sizes were computed as normalized ratios for each haplotype versus all pooled haplotypes at a locus.

\[(RNA_{haplotype} / DNA_{haplotype}) / (RNA_{pooled} / DNA_{pooled})\]
Significance was assessed via Fisher's exact test as above.

**Luciferase Validation Assays**

Selected regions were amplified from the genomic DNA from individuals who were heterozygous for regulatory variants identified via the population STARR-seq assay. Primer sequences are available in Supplemental Table 4. The amplified regions were then cloned into a modified pGL4.13 luciferase expression vector containing a Supercore1 promoter as described (Arnold et al. 2013). The construct was then transformed into TOP-10 competent cells (Life Technologies) and plated onto LB agar plates with ampicillin and incubated overnight at 37°C. In order to capture both haplotypes from subjects who were heterozygous in those regions, multiple colonies were selected and grown individually in LB media overnight. Plasmids were extracted using the PureYield Plasmid Miniprep System (Promega). Constructs were sequenced using Sanger sequencing, and variants were confirmed in dbSNP31. HepG2 cells were plated into white flat-bottom 96-well plates at a density of 25,000 cells/well. After 48 h, 100 ng of plasmid/well (1:10 Renilla:firefly luciferase ratio) was transfected with Fugene HD (Promega) at a 5.5:1 Fugene:DNA ratio. Twelve biological replicates for each construct were transfected. After 24 h, firefly luciferase and Renilla luciferase signal were quantified using the Dual-glo Luciferase Assay (Promega) using a Victor3 1420 plate reader (PerkinElmer). Normalized luciferase signal was calculated by dividing the
firefly luciferase signal by the Renilla luciferase signal. Statistical significance between
the normalized luciferase signals for each allele was determined using a Student’s t-test.

**GEUVADIS eQTL Analysis**

Expression-QTLs and gene expression measurements were obtained from the
Geuvadis project (Lappalainen et al., 2013). The expression measurements used in this
manuscript were from 462 measurements that passed Geuvadis quality control and that
had been PEER-factor normalized (Stegle et al., 2010) and transformed to a standard
normal distribution (Lappalainen et al., 2013). Associations between quantile-
normalized gene expression levels and genotype were calculated in R via the `lm()`
function.

**Allele-specific H3K27ac Analysis**

Allele-specific analysis of H3K27ac ChIP-seq reads was completed by using
Bowtie (Langmead and Salzberg, 2012) to read to both possible alleles of and flanking
regions for rs73170828 and rs62274098. Reads were required to align with no
mismatches (Bowtie parameter “-v 0”), and any reads that aligned equally well to both
possible alleles were discarded (Bowtie parameter “-m 1”). The approach follows a
previously published method that was shown to eliminate alignment biases toward the
reference allele (Reddy et al. 2012). To test for allele-specific H3K27ac, the number of
unique reads aligning to each allele was tabulated, and the statistical tests described were performed using R.

Data visualization

Visualization for Figure 1B and rs4266144 case study analysis in Figure 3 was completed on the UCSC Genome Browser using the GRCh37/h19 release of the human genome (Kent et al., 2002).

3.5 Supporting online materials

Supplemental Data 1: Amplicon Probe Coordinates
Supplemental Data 2: DHS coordinates
Supplemental Data 3: Phased VCF file for 95 individuals
Supplemental Data 4: Variant effect sizes determined using population STARR-seq
Supplemental Data 5: Enhancer Activity Scores for Significant Functional Variants
Supplemental Data 6: Enhancer Activity Scores for Non-significant Variants
Supplemental Data 7: Haplotype Sequences
Supplemental Data 8: Haplotype Effects

Raw and aligned sequencing data from the input and output STARR-seq libraries have been submitted to the NCBI Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo/) under accession number GSE68331.
4. Conclusion and Future Outlook

Understanding how a single genome shared by all somatic cells in the human body can encode the full compliment of information required for cellular specialization and response to environmental stimuli remains a premier challenge in molecular biology. The earliest gene regulation studies focused on the interrogation of individual CRMs often in steady state conditions. These efforts contributed a great deal to the field’s understanding of the mechanisms that underlie gene regulation. The development of genome-scale experimental approaches provided an unbiased way to learn the generality of regulatory mechanisms that had previously been discovered in anecdotal studies. The coupling of large-scale gene regulation studies with computational approaches to test sophisticated hypotheses vastly expanded our knowledge of the basic principals of gene regulation. However, these efforts have been limited by the fact that the majority of such studies have been performed on cells at steady state on samples from individual donors.

Genomics studies of nuclear receptors, such as the GR have provided important insights into the causal relationships between transcription factor binding and gene regulation. This is because nuclear receptors allow for ligand dependent induction. However, many such studies have been limited by the assumption that GR binding, as observed by ChIP-seq, can be equated to receptor-induced enhancer activation (Biddie et al., 2011; John et al., 2011). Such studies treated all GR binding sites as equal contributors
to gene regulation. By quantifying the GC-induced enhancer function of each GR binding site, we learned that GR binding sites fall into two main classes. As described in chapter 2, the majority of GR binding sites are not capable of GC-induced enhancer function. These sites instead likely act as steady state enhancers that modulate the activity of GC-induced GR binding sites many kilobases away via protein-protein interactions.

In previous studies, the prevalence of non-GC-induced sites drove statistical relationships between GR binding sites and other genomic features. It is of particular significance that we observed GR to act as a pioneer factor capable of chromatin remodeling at GC-induced enhancers. Previously proposed models suggested that the GR is capable of binding to highly degenerate matches to the GRE motif as long as a pioneer factor binding site is present. This model was supported by a study that observed that GR binding sites that contain highly degenerate instances of the GRE tend to be bound by AP-1, and tend to be in regions of increased chromatin accessibility prior to hormone induction (John et al., 2011). Evidence from our study suggests that many degenerate GRE motifs previously observed at such sites were likely the result of false positive matches to the GRE motif. Meanwhile, our data suggests that sites where AP-1 was previously proposed to act as a pioneer factor likely reflect long-range interactions between AP-1 and the GR. We observed that a similar relationship exists between the ER and AP-1 and between ER and FOXA1. FOXA1 is the archetypal pioneer factor, thus, the
observation that FOXA1 may not be acting as a pioneer factor to enable ER binding
suggests the possibility that other classical pioneer factors may serve unexpected roles in
distal gene regulation.

The results of our study on the GR have revealed unexpected mechanisms that
challenge accepted paradigms of GR-mediated gene regulation. The observation that GR
binding sites that contain GC-induced enhancers can bind in regions of decreased
chromatin accessibility and then alter the compliment of histone modifications at those
sites suggests that at least for the GR, TF binding can be initiating event that potentiates
histone modifications. This contrasts accepted paradigms in which epigenetic state
poises a locus for function. Our enhancer-cluster model provides a mechanistic
explanation for the observed clustering of transcription factor binding sites in the
genome and the coordinated epigenetic changes that follow cluster formation.

While our model explains many previously unexplained observations about GR-
mediated gene activation, it also opens several avenues for future studies:

1) Given that GR is capable of remodeling the epigenome, it remains unclear how
cell-type specific direct GR binding is specified. It is likely that expression level
of the GR, post-translational modifications of the GR, GR dimer composition, the
regulation of proteins that sequester GR in the cytoplasm and the amount of
circulating corticosteroids in the body all contribute to observed differences in
direct GR binding.
2) It is unclear if distal chromatin interactions rely on dynamic chromatin loop formation, or rely on the architecture of pre-existing chromatin loops. Our model proposes that distal chromatin looping is fundamentally important for coordinated function of GR binding sites. Studies of multiple cell types at steady state suggest that at the level of topologically associated domains, many chromatin interactions are relatively invariant between cell-types (Dixon et al., 2012). In agreement with this observation, a genome-scale study chromatin looping in cells treated with TNF-alpha found that many TNF-alpha responsive enhancers are already engaged in long range interactions with the promoters of TNF-alpha induced genes (Jin et al., 2013). However, studies using alternative technologies have suggested that stimulation of cells with steroid hormones can induce de novo chromatin loop formation (Fullwood et al., 2009; Joseph et al., 2010; Kuznetsova et al., 2015). Thus, it is likely that role of dynamic chromatin looping in hormone-responsive gene expression will become more clear as assay methods used to measure chromatin loop formation improve.

3) Genetic loss and gain of function experiments will further refine our distal interaction model. While our model was developed considering evidence from multiple sources, it will be necessary to further validate these results using
genetic loss and gain of function experiments. According to our model, deletion of a direct GR binding site that nucleates a GR interaction cluster should result in the loss of ChIP-seq signal at adjacent non-GRE motif driven sites. Accordingly, we hypothesize that transplanting GREs into sites that are enriched for AP-1 binding sites but not GR binding would result in the appearance of \textit{de novo} tethered GBSs near the introduced direct GBSs.

4) It is unclear how GC exposure leads to gene repression. The observation that direct GR binding increases reporter gene activity, but does not repress reporter gene activity suggests that GC-mediated increases in gene expression may be mechanistically uncoupled from GC-mediated decreases in gene expression. Under this hypothesis, gene repression in response to GCs might be the result of secondary events propagated by genes that are primary targets of GC-mediated gene activation. This model is supported by the fact that GBSs are farther away from GC-repressed genes than would be expected by chance and by the observation that in time course experiments, GC-mediated activation generally precedes GC-mediated repression (Reddy et al., 2009).

5) Given the role of AP-1 family members as the long-range co-activators of GC-induced genes it is plausible that AP-1 acts generally as a co-activating protein
and does not serve as a canonical pioneer factor. Testing this hypothesis will likely require the synthesis of computational and experimental strategies to identify the instances of non-motif driven (tethered) TF binding events that cluster around motif-driven TF binding events (direct) and then investigating the prevalence of AP-1 binding motifs within tethered sites. Molecular studies including ChIP reporter assays and genetic deletions of cluster nucleating sites will be required.

Evidence for an enhancer-cluster mechanism of gene regulation is particularly relevant in the context of the multiple enhancer variant hypothesis described in the introduction to this dissertation. Given the likelihood that regulatory perturbations contribute to complex disease, our model provides an important framework for understanding how small decreases in activity at multiple sites could interact to decrease the expression of a target gene.

Devising a high throughput method for functional characterization of non coding DNA elements in regions associated with disease in GWAS is of fundamental importance for linking functional genomics with medical genetics. Though only recently published, the use of high-throughput reporters to characterize regulatory variants has implemented in multiple studies that will further resolve the role of regulatory variation on gene expression. Ultimately, the intersection of human genetics and functional
genomics studies will result in a rich biological context for understanding the deleterious effects of regulatory variants. Likewise, understanding which regulatory variants have the most profound impacts on gene expression will inform functional studies of basic genome biology.

Coupling the approaches described in this dissertation to study how regulatory variants alter drug-induced enhancer function will be of particular significance to the pharmacogenomics community. Our data demonstrate that the STARR-seq approach is capable of identifying drug-responsive regulatory elements at high resolution in the absence TF-specific antibodies. Similar screens of pharmacologically active compounds will enable the discovery of the primary site of action of some classes of therapeutic agents. When coupled with antibody-based approaches (ChIP) the method is capable of assaying drug-induced gene regulation across all sites bound by a given factor and identifying the small subset of those sites that encode drug responsive enhancers. In the future, performing similar studies using input DNA from many individuals will yield insights into patient-specific gene regulation and enable the identification of patient-specific drug induced regulatory element activity. The results of such future studies may guide the development of precision diagnostic and therapeutic regimes.
Appendix A

Figure 37: Fragment diversity and composition of GR ChIP-reporter libraries.

(A) Fragment diversity as a function of read depth. The number of unique fragments from sequencing reads plotted as a function of the total number of reads. Number of fragments per library was estimated by Bmax in a model that accounts for saturation and non-specific sequencing errors ($Y = Bmax \times X / (Kd \text{active} \times X)$ active NS•X active Background). The diversity of fragments in the input library is indicated in red, where the dotted line is the fit model. The estimated model parameters and standard errors were: $Bmax = 2.9 \times 10^6 \pm 1868$, $Kd = 2.9 \times 10^6 \pm 3329$, $NS = 0.029 \pm 1.1 \times 10^{-4}$, Background = -7910 ± 318.5

(B) Correlation between GR ChIP-seq and ChIP-reporter libraries across replicates. After alignment, the number of fragments aligning to each of the called GR binding sites was calculated. The libraries were then compared by correlating the per-binding-site fragment counts between libraries using a Spearman correlation. Plotted is a heat map of the correlations.
Figure 38: Fragment size, GBS coverage and DEX-induced activity of GR ChIP-reporters

(A) Distribution of fragment sizes as determined by paired-end sequencing in the input GR ChIP-seq library (black), the ChIP-reporter input library (blue), and the ChIP-reporter output library (red). The GR ChIP-seq and ChIP-reporter output libraries were generated from A549 cells after treatment for 3 h with 100 nM DEX. (B) Distribution of read depth across GR binding sites. The distribution of log-transformed read depth averaged across all ChIP-reporter output libraries is shown for all GR binding sites (black), the sites tested for response with DESeq2 (red), and the sites excluded from testing by DESeq2 (blue). (C) Distribution of DEX-response effect sizes in ChIP-reporter assays. The fold-change in ChIP-reporter activity between DEX and EtOH treatments was calculated for every tested GR binding site after normalizing the read depth for the total number of aligned reads. Plotted is the distribution of those values after performing a log₂ transformation. The mean and median of the distribution was 0.20 and 0.28, respectively, and a heavy right tail (e.g. 1st quartile = -0.16, 3rd quartile = 0.64) indicates an overall prevalence of GR binding sites with increased activity after DEX treatment. (F) Negative binomial model of the mean-variance relationship using. To account for over dispersion in sequencing read counts, DESeq2 was used to fit a negative binomial model to estimate the relationship between mean sequencing depth at each GR binding site, and the dispersion in that site. The red line indicates the fit, and blue indicated the final dispersion estimates used in testing.
Figure 39: Negative binomial model of sequencing depth and variance, DEX-induced activity as a function of fragment size, assay control and validation data.

(A) Negative binomial model of the mean-variance relationship. To account for overdispersion in sequencing read counts, DESeq2 was used to fit a negative binomial model to estimate the relationship between mean sequencing depth at each GR binding site, and the dispersion in that site. The red line indicates the fit, and blue indicated the final dispersion estimates used in testing. (B) ChIP-reporter expression as a function of fragment size. All assayed DNA fragments were placed into three equal bins by fragment size. Sites were mapped to GR binding sites and bins were individually subsampled to normalize for number of fragments in each bin. DEX-inducible activity is plotted for each bin. (C) qPCR of STARR-seq transcript levels from a vector containing a DEX-responsive enhancer from the PER1 locus. Cells were treated with medium containing 0.02% EtOH (3.5 h), 100 nM DEX (3.5 h) or with 100 nM DEX (0.5 h) and then washed with medium containing 0.02% EtOH and treated for an additional 3 h. Error bars indicate S.D. (D) Box plots of data from dual luciferase assays used to validate ChIP STARR-seq reporter experiments. Error bars indicate S.D.
Figure 40: Nuclear localization of reporter plasmids is not biased by GCs.

(A) The DEX-inducible enhancer landscape of the PER1 locus. Y-axis is $-\log_{10}(p$ value) from Wilcoxon rank sum test. (B, C) High-resolution view of chr17:8,055,091-8,055,366 and chr17:8,057,549-8,057,958 enhancer loci showing read-depth normalized mapped plasmid reads from purified nuclei isolated from cells transfected with GC-inducible STARR-seq libraries and treated with 100 nM DEX or 0.02% EtOH for 3 h (top six tracks), STARR-seq significance and ChIP peak location. No loci of ~1 Mb assayed had significant differences in nuclear-localized plasmid content between DEX and EtOH conditions.
Figure 41: Addition of GREs increases DEX-induced reporter gene expression from sites bound by the GR but not induced in ChIP-reporter assays.
Figure 42: The presence of GRE motifs but not co-factor motifs predicts DEX-induced reporter activity.

(A) GRE prediction of DEX-induced ChIP-reporter activity as a function of FDR threshold. The GRE was used to predict positive DEX-responsiveness (i.e. increased activity after DEX treatment) in ChIP-reporter assays across a range of ChIP-reporter FDR thresholds. For each FDR threshold (x-axis), the AUC for the resulting ROC curve is shown. Red points are for the experimental data, and black are for dinucleotide-shuffled versions of the GBS sequences. (B) Prediction of DEX-induced ChIP-reporter activity using DNA binding motifs for co-binding TFs. Responsiveness in ChIP-reporter assays was predicted using DNA motifs for TFs known to bind near or interact with the GR. Data were analyzed and plotted as above. None of the AUCs were significantly better than our null model generated using dinucleotide-shuffled sequences of the GR binding sites.
Figure 43: GR motif strength vs. reporter density.

GR motif strength vs. reporter density (red = DEX-induced sites, pink = dinucleotide shuffled sequences from red, black = non-DEX-induced sites, gray= dinucleotide-shuffled sequences from black).
Additive linear regression model of activity in ChIP-reporter assays predicted by overlap with TF binding sites. TF binding sites in A549 cells after treatment for 1 h with 0.02% EtOH — similar to our vehicle-control treatment — were obtained from the ENCODE project (Table S8). The number of called binding sites that overlapped each GR binding site from our ChIP-seq analysis was calculated. An additive linear regression model was then used to predict the estimated log_{2}(fold change) in ChIP-reporter activity between the vehicle control library and the input ChIP-reporter plasmid library. All log_{2}(fold change) estimates were normalized by the standard error of the estimate. Each bar indicates the corresponding regression coefficients, and the error bars are the standard error of the estimate. Stars show statistical significance, as indicated.
Additive linear regression model of DEX-responsive activity in ChIP-reporter assays predicted by overlap with TF binding sites. The data and analysis are the same as above, but predicting the log2(fold change) between DEX and EtOH treatments rather than between EtOH treatment and the plasmid input library.
Figure 46: GR ChIP-exo supporting evidence.

(A) Distribution of GRE motif scores among binding footprints at GR sites quantified by ChIP-exo. Motifs from elements that make up the most significant quartile of reporter expression are plotted in red and the least significant are plotted in blue. (B) Overlay of ChIP-exo reads for DEX-induced (blue, red) and non-DEX-induced sites (cyan, magenta). (C) Distribution of read depth from ChIP-exo reads per peak from DEX-induced and equal number of non-dex-induced sites matched for read depth. Significance calculated with Wilcoxon rank sum test.
Figure 47: Epigenetic remodeling at ChIP-reporter assayed sites.

(A) Change in DNase-seq signal at sites that are DEX-induced and non-DEX-induced in ChIP-reporter assays. (B) Change in H3K27ac at the reporter tested GR binding sites in A549 cells after 1 h DEX treatment relative to ethanol vs reporter fold change. Correlation coefficient factor line in solid gray. (C) Distribution of P300 prior to DEX exposure at among DEX-inducible and non-DEX-inducible ChIP-reporter sites at AP-1 bound and AP-1 unbound sites. (D) Change in H3K27me3 at the ChIP-reporter tested GR binding sites in A549 cells after 1 h DEX treatment relative to ethanol vs reporter fold change. Correlation coefficient factor line in solid gray.
Figure 48: GBSs cluster in the genome.

(A) The number of stretches of unbound GR binding sites at 5 nM DEX (relative to possible binding sites at 50 nM DEX) is shown in blue. Sites were permuted across possible GBS locations at 50 nM DEX 1000 times. The distribution of the stretches of unbound sites in the shuffled background model is shown in red. (B and C) Activity as a function of GR cluster isolation thresholds. GR binding sites were assigned to local clusters based on the presence of another GR binding site within (B) 1 kb or (C) 10 kb. Mean Reporter activity is plotted as a function of number of GR binding events per local cluster. Error bars reflect the standard error of the mean (SEM) (D) Average Reporter activity as a function of distance between GR binding sites. GR binding sites were ordered by distance to the nearest adjacent GR binding site. The average Reporter activity was then calculated for non-overlapping windows of GR binding sites. Plotted are the average ChIP-reporter activity and average distance between sites for each window. (E) The fraction of GBSs that are DEX-responsive is shown as a function of the cardinality of the cluster for clustering based on a 1 kb (black), 5 kb (red), or 10 kb (blue) window.
Figure 49: Fraction of GBS clusters with at least one DEX-responsive GBS.

The fraction of clusters with at least one DEX-responsive GBS is shown as a function of the cardinality of the cluster. Within each panel, red indicates fraction of clusters with a DEX-responsive GBS observed in our ChIP-reporter assays. Black box-plots indicate the fraction of clusters with at least one DEX-responsive GBS across 2000 permutations of the cluster assignments. Empirical p values were calculated to assess whether the observed values deviate significantly from the permutations. The numbers below each column indicate (top) the upper-tail empirical p value, (middle) the lower-tail empirical p value, and (bottom) the number of clusters with the indicated cardinality. Each panel reports data from a different clustering window and a different significance threshold for calling a GBS DEX-responsive, as indicated in the title above each panel.
Figure 50: Negative control motif analysis for JUND-GR interaction experiments.

(A) Distribution of AP-1 motif scores calculated after dinucleotide shuffling of sites that gained, maintained, and lost JUND binding at sites that overlap reporter active GR binding sites. (B) Distribution of GRE motif scores calculated after dinucleotide shuffling of sites that gained, maintained and lost JUND binding at sites that overlap reporter active GR binding sites.
Figure 51: Schematic of GRE/AP-1 epistasis experiments.

(A) Schematic of GRE/AP-1 combinatorial activation vectors used in dual luciferase assay experiments. (B) BAC-STARR-seq data showing the distribution of DEX-induced enhancer activity at a GR binding site proximal to the PER1 gene on Chr. 17. Cloned GC-inducible enhancer highlighted in red. (C) BAC-STARR-seq data showing the distribution of GC-inducible enhancer activity at a GR binding site proximal to the TSC22D3 gene on chromosome X. Cloned DEX-inducible enhancer highlighted in red.
Figure 52: Functional data from GR/AP-1 epistasis experiments.

(A) Dual luciferase assays in A549 cells treated with 100 nM DEX or vehicle control performed using plasmids that contain the DEX-inducible enhancer proximal to the TSC22D3 or PER1 gene with combinations two proximal AP-1 binding motifs. (B) Dot plots showing the distribution of luciferase activity observed in GRE/AP-1 combinatorial activation experiments displayed in Appx. 1; Figure S6F.
Figure 53: GR/AP-1 motif spacing experiments.

(A) of vectors generated for GRE/AP-1 distal gene activation experiments. (B) BAC STARR-seq of neutrally acting DNA used in GRE/AP-1 distal gene activation experiments. (C) Dot plots showing the distribution of luciferase activity observed in GRE/AP-1 distal gene activation experiments.
Figure 54: Correlation between reporter activity and endogenous gene regulation.

Correlation (Spearman ρ +/- 95% CI) between cumulative ChIP-seq signal (log fold-change of DEX response) and gene expression, as a function of distance from TSS, for DEX-induced (blue) and non-DEX-induced (pink) GBSs.
Appendix B

Figure 55: Distribution of TruSeq Custom Amplicon sequencing coverage for 95 individuals.

For each individual, the read depth was determined by calculating the median coverage per amplicon for that specific individual. The median read depth for an individual in the cohort is 1500x.
Figure 56: Distribution of allele frequencies.

Distribution of allele frequencies in the 1000 Genomes Project and our TruSeq Custom Amplicon Sequencing for 95 individuals. The high coverage permitted confidently calling a higher number of private variants per individual.
Figure 57: Distribution of median coverage per amplicon in reporter input libraries.

Distribution of median coverage per amplicon of STARR-seq DNA plasmid input library sequencing. The Y-axis represents the number of amplicons and the X-axis represents the median depth per fragment. The median number of times an amplicon was sequenced was 2200 times.
Figure 58: Distribution of reporter RNA-seq coverage.

Distribution of median coverage per amplicon of the RNA-seq output library sequencing. The Y-axis represents the number of amplicons and the X-axis represents the median depth per fragment. The median number of times an amplicon was sequenced was 13,000 times.
Figure 59: Allele ratios in plasmid vs. RNA-seq reporter libraries.

Allele ratio in the DNA plasmid library (X-axis) versus allele ratio in RNA-seq output libraries (Y-axis) for each replicate. Allele ratio is defined as (number of reads containing Allele0) / (number of reads containing Allele1). Allele0 is the reference allele and Allele1 is the alternate allele defined by the VCF file.Generally, the alternative allele has lower frequency, although this is not always the case.
Figure 60: Allele frequency in reporter libraries vs. allele frequency observed in the population.

Plotted is a comparison of the allele frequency of each SNP in the cohort DNA determined by variant calling to the allele frequency of each SNP in the resulting reporter library. Allele frequencies of the cohort DNA used are shown on the X-axis; and the allele frequency in the resulting reporter library are on the Y-axis.
Figure 61: Minor allele frequency vs. variant effect size.

Correlation between minor allele frequency (MAF: X-axis) and variant effect size (Y-axis) for functional variants identified in our population STARR-seq assay (Spearman $\rho = -0.18$, $p = 0.28$).
Figure 62: SNP effects vs. haplotype effects.

Correlation between SNP effect sizes (X-axis: log of product of effect sizes of SNPs on haplotype) and log of observed haplotype effects (Y-axis) for putative regulatory haplotypes containing more than one SNP (r = 0.54, p = 0.007). Observed haplotype effect sizes were computed as normalized ratios for each haplotype versus all pooled haplotypes at a locus: (RNA_{haplotype}/DNA_{haplotype})/(RNA_{pooled}/DNA_{pooled}). Solid line: regression line (slope=0.8, intercept=-0.019); dotted line: 1:1 diagonal.
Figure 63: eQTLs associated with the expression of \textit{LINC00881}.

Pearson correlation coefficients for five genes (\textit{LINC00881}:ENSG00000241135.1, \textit{LINC00880}:ENSG00000243629.1, \textit{CCNL1}:ENSG00000163660.7, \textit{TIPARP}:ENSG00000163659.8, \textit{LEKR1}:ENSG00000197980.6) and 67 proximal SNPs. Blue points correspond to eQTLs for \textit{LINC00881} as defined by the GEUVADIS consortium.
### Table 2: Vockley et al., 2015 Supplemental Table 1: Transition:Transversion ratios in 1000 Genomes and Custom Amplicon Sequencing

<table>
<thead>
<tr>
<th></th>
<th>1000 genomes</th>
<th>Custom Amplicon Sequencing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exons</td>
<td>2.71</td>
<td>2.83</td>
</tr>
<tr>
<td>DHS Peaks</td>
<td>2.36</td>
<td>2.31</td>
</tr>
<tr>
<td>DHS Peak middle</td>
<td>2.65</td>
<td>2.63</td>
</tr>
<tr>
<td>DHS Peak edges</td>
<td>2.25</td>
<td>2.18</td>
</tr>
<tr>
<td>Non DHS Intergenic</td>
<td>1.61</td>
<td>1.97</td>
</tr>
<tr>
<td>Overall</td>
<td>2.02</td>
<td>2.17</td>
</tr>
</tbody>
</table>

### Table 3: Vockley et al., 2015 Supplemental Table 2: Proportion of assayed variation in Population STARR-seq.

<table>
<thead>
<tr>
<th></th>
<th>Number of Fragments Sequenced</th>
<th>Number of Variants Called</th>
</tr>
</thead>
<tbody>
<tr>
<td>Custom Amplicon Assay</td>
<td>174</td>
<td>321</td>
</tr>
<tr>
<td>Population STARR-seq</td>
<td>173</td>
<td>283</td>
</tr>
<tr>
<td>Percent</td>
<td>99.42528736</td>
<td>88.16199377</td>
</tr>
</tbody>
</table>
Table 4: Vockley et al., 2015 Supplemental Table 3: STARR-seq Primers

<table>
<thead>
<tr>
<th></th>
<th>Primers</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS2SSF:</td>
<td>TAGAGCATGCACCGGACACTCTTTCCCTACACGACGCTCTTCGATCTCT</td>
</tr>
<tr>
<td>TS2SSpatient R:</td>
<td>GGCCGAATTTCGATCGCGAGTTAATGCAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPRead2</td>
<td>TCGCGAGTTAATGCAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBCread</td>
<td>GCAGAATTTCGACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBC1</td>
<td>CAAGCAGAGACCCGATAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBC2</td>
<td>CAAGCAGAGACCCGATAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBC3</td>
<td>CAAGCAGAGACCCGATAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBC4</td>
<td>CAAGCAGAGACCCGATAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBC5</td>
<td>CAAGCAGAGACCCGATAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBC6</td>
<td>CAAGCAGAGACCCGATAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBC7</td>
<td>CAAGCAGAGACCCGATAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBC8</td>
<td>CAAGCAGAGACCCGATAACGATCGTAGAATTCG</td>
</tr>
<tr>
<td>PPBC9</td>
<td>CAAGCAGAGACCCGATAACGATCGTAGAATTCG</td>
</tr>
</tbody>
</table>

* = phosphorothioate bond.
<table>
<thead>
<tr>
<th>Chromosome</th>
<th>Position</th>
<th>Forward Primer</th>
<th>Reverse Primer</th>
</tr>
</thead>
<tbody>
<tr>
<td>chr3</td>
<td>156800768</td>
<td>CTGGCCTAACTGGCCGGTGACCCAGCCTGTGTTGAT</td>
<td>TACCCTAGGGAGATCTCCCTTGGTACA</td>
</tr>
<tr>
<td>chr3</td>
<td>156806431</td>
<td>CTGGCCTAACTGGCCGGTGACCCAGCCTGTGTTGAT</td>
<td>TACCCTAGGGAGATCTCCCTTGGTACA</td>
</tr>
<tr>
<td>chr3</td>
<td>156812738</td>
<td>CTGGCCTAACTGGCCGGTGACCCAGCCTGTGTTGAT</td>
<td>TACCCTAGGGAGATCTCCCTTGGTACA</td>
</tr>
<tr>
<td>chr3</td>
<td>156852592</td>
<td>CTGGCCTAACTGGCCGGTGACCCAGCCTGTGTTGAT</td>
<td>TACCCTAGGGAGATCTCCCTTGGTACA</td>
</tr>
<tr>
<td>chr3</td>
<td>156878129</td>
<td>CTGGCCTAACTGGCCGGTGACCCAGCCTGTGTTGAT</td>
<td>TACCCTAGGGAGATCTCCCTTGGTACA</td>
</tr>
<tr>
<td>chr3</td>
<td>156898104</td>
<td>CTGGCCTAACTGGCCGGTGACCCAGCCTGTGTTGAT</td>
<td>TACCCTAGGGAGATCTCCCTTGGTACA</td>
</tr>
</tbody>
</table>
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