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1. Introduction

Ab initio molecular dynamics (AIMD) 1-6] has been greatly developed in the past few decades,
so that nowadays it is able to quantitatively predict theildarium and non-equilibrium properties for
a vast range of systems. AIMD has become widely used in cligmiBology, materials sciencetc
Most AIMD methods treat the nuclei as classical particld®¥ang the Newtonian dynamics (known
as the time dependent Born-Oppenheimer approximatiorm),tfaa interactive force among nuclei is
provided directly from electronic structure theory, susltitee Kohn-Sham density functional theoryg]
(KSDFT), without the need of using empirical atomic potalsti KSDFT consists of a set of nonlinear
equations which are solved at each molecular dynamics tiepsslf-consistentlyia the self-consistent
field (SCF) iteration. In the Born-Oppenheimer moleculanayics (BOMD), KSDFT is solved till full
self-consistency for each atomic configuration per timg.s&nce many iterations are usually needed
to reach full self-consistency and each iteration takesicenable amount of time, until recently this
procedure was still found to be prohibitively expensivedayducing meaningful dynamical information.
On the other hand, if the self-consistent iterations anedated before convergence is reached, it is often
the case that the energy of the system is no longer consexeaten for an NVE system. The error in
SCEF iteration acts as a sink or source, gradually drainirgdding energy to the atomic system within
a short period of molecular dynamics simulati®h [This is one of the main challenges for accelerating
Born-Oppenheimer molecular dynamics.

AIMD was made practical by the ground-breaking work of Carripello molecular dynamics
(CPMD) [10]. CPMD introduces an extended Lagrangian including thereksyof freedom of both
nuclei and electrons without the necessity of a converg@ft feration. The dynamics of electronic
orbitals can be loosely viewed as a special way for perfogntire SCF iteration at each molecular
dynamics (MD) step. Thanks to the Hamiltonian structurenerdcal simulation for CPMD is stable,
and the energy is conservative over a much longer time pexawdpared to that for BOMD with
non-convergent SCF iteration. When the system has a spgapathe accuracy of CPMD is controlled
by a single parameter, the fictitious electron mas¥he result of CPMD approaches that of BOMD as
1 goes to zeroJ1,12]. However, it has also been shown that CPMD does not work ddavesystems
with vanishing gap, for example for metallic systerh][

To reduce the cost of BOMD, in particular, the number of S@Faitions needed per MD time step,
a new type of AIMD method, the time reversible Born-Oppentezi molecular dynamics (TRBOMD)
method has been recently proposed by Niklasson, Tymczakhatlacombe in13]. The method has
been further developed i14-17]. The idea of TRBOMD can be summarized as follows: TRBOMD
assumes that the SCF iteration isleterministicprocedure, with the outcome determined only by the
initial guess of the variable to be determined self-coesidy. For instance, this variable can be the
electron density, and the SCF iteration procedure can bglsimixing with a fixed number of iteration
steps without reaching full self-consistency. Then a fai$ dynamics governed by a second order
ordinary differential equation (ODE) is introduced on tmgial guess variable. The resulting coupled
dynamics is then time-reversible and supposed to be mobéessance it has been found that time-
reversible numerical schemes are more stable for long tinelation [18,19].
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Although TRBOMD has been found to be effective and signifigareduces the number of SCF
iterations needed in practice, to the extent of our knowdetthgre has been so far no detailed analysis
of TRBOMD, other than the numerical stability condition bketVerlet or generalized Verlet scheme
for time discretization16]. Accuracy, stability, as well as the applicability rangeT®@BOMD remain
unclear. In particular, it is not known how the choice of S@&fation scheme affects TRBOMD. These
are crucial issues for guiding the practical use of TRBOMDe Tull TRBOMD method for general
systems is highly nonlinear and is difficult to analyze. lis thork, we first focus on the linear response
regime,i.e. we assume that each atom oscillates around their equitbgasition and the electron
density stays around the “true” electron density. Undehsagsumptions, we analyze the accuracy
and stability of TRBOMD. We then extend the results to themegwhere the atom position is not near
equilibrium using averaging principle.

The rest of the paper is organized as follows. We illustiageidea of TRBOMD and its analysis in
the linear response regime using a simple model in Se@&i@nd introduce TRBOMD for AIMD in
Section3. We analyze TRBOMD in the linear response regime, and cosnpeBOMD with CPMD
in Section4. The numerical results for TRBOMD in the linear responseémegare given in Sectioh.

We present the analysis of TRBOMD beyond the linear respoggiene such as the non-equilibrium
dynamics in SectioB, and conclude with a few remarks in Sectifn

2. An illustrative model

To start, let us illustrate the main idea for a simple modebpgm, which provides the essence of
TRBOMD in a much simplified setting. Consider the followinginear ODE

E(t) = f(x(t)) (1)

where we assume that the right hand sjde) is difficult to compute, and it can be approximated by
an iterative procedure. Starting from an initial guess f(z), the final approximation via the iterative
procedure is denoted hyx, s). We assume the approximatigfi, s) is consistenti.e.

g(x, f(x)) = f(x)- (@)

To numerically solve the ODEL], we discretize it by some numerical scheme, then it rentaidecide
the initial guess at each time step. A natural choice oWould beg(z, s) from the previous step, as
x does not change much in successive steps. For instance,\fettet algorithm is used ang = kAt
with At being the time step, the discretized ODE becomes

Tpi1 = 2y, — 21 + (AL)g(zy, S1), 3)
Sk+1 = g(xk, Sk)-
We immediately observe that the discretization scheBhéieaks the time reversibility of the original
ODE (1). In other words, for the original ODEL], we propagate the system forward in time from

(x(to), (o)) to (x(t1),Z(t1)). Then if we us€z(t;),@(t1)) as the initial data at = ¢; and propagate
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the system backward in time to time= ¢y, we will be at the statéx(¢y), ©(¢y)). The loss of the time
reversible structure can introduce large error in long tmaeerical simulationq9]. This is the main
reason why BOMD with non-convergent SCF iteration failsléorg time simulations]3]. To overcome
this obstacle, the idea of TRBOMD is to introduce a fictitiolymamics for the initial guess Namely,
we consider the time reversible coupled system

i(t) = g(o(t),s(t)),
5(t) = W (g(x(t), (1) — s(t)),

wherew is an artificial frequency. We analyze now the accuracy aadil#tly of Eq. @) in the linear
response regime by assuming that the trajecigty oscillates around a equilibrium positiari. We
denote byz(t) = x(t) — «* the deviation from the equilibrium position agtt) = s(t) — f(z(t)) the
deviation of the initial guess from the exact force term. Saquently, the equation of motio#)(can be
rewritten as (for simplicity we suppress theependence in the notation for the rest of the section)

(4)

T =g(z,s),
=~ 2 " 22 / - (5)
S =wigla,s) — 8) — f'(@)(@) — f(2)i.
where the term-f”(x)(2)* — f'(x)# comes from the ternfi(z) in 5 by the chain rule.
In the linear response regime, we assume the linear appatiximof force forz aroundz*:
fl@) =@z — 2") = —°F, (6)

where() is the oscillation frequency af in the linear response regime. We also linearizeith respect
to s andz and dropping all higher order terms as

g(@,5) = g, f(x) +3)
~ g, f(x) + gs(x, f(x))s (7)
~ _QQ% + gs(x*v f(l‘*))g,
whereg, denotes the partial derivative giwith respect tas and the consistency conditio®)(is applied.
We then have

g(x,s) —s = (9(x, f(x) +8) = f(2)) = (s = f(2))
~ (gs(x, f(2)) = 1)s (8)
(gs(2", f(27)) = 1)s.

In accord with notations used in later discussions, let et

Q

L= gs(x*, f(:E*)), K=1- gs(x*a f(:E*)), (9)

with which the linearized system of Ecp)(becomes

& (7 —? L T T
a2 <§> - (f'(x*)m —f'(a*)L —w21C> (’5) =4 (’5) | (10)
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Note that when the force is computed accuratiedy,

g(SC, S) = f(x)v Vs, (11)

we have
L=0, K=1, (12)

meaning that the motion af is decoupled from that of, andz follows the exact harmonic motion in
the linear response regime with the accurate frequénd¥hen the force is computed inaccuratélys
coupled withs in Eqg. (10). Actually, we can solvel(0) analytically and the eigenvalues dfare

(13)

A& N % (—\/(ﬁf/(x*) + Kw? + 92)2 —AKw202 — ﬁf’(x*) — Kuw? — QQ)

Then the frequencies of the normal modes of the ODEBre /=g andw = /=5 respectively.
Assumew? > 0? and expand the solution to the order®f1/w?), we have

Q=0 (1 - f;x*)cicl) + O(1/wh). (14)

w2

Similarly the frequency for the other normal mode which isnilwated by the motion of is

&= vVKw (1 + f;(j;)ﬁlcl) + O(1/w?). (15)
It is found that one of the normal mode of EqOf has frequencﬁ ~ ). We can therefore measure the
accuracy of Eq.4) using the relative error betweéhand(2. Furthermore, if the dynamicd)(is stable

in the linear response regime, it is necessary to Kave0.

From Eqg. (4) we conclude that if the time reversible numerical sche#)asused for simulating
the ODE (@) and if we neglect the error due to the Verlet scheme, the eriduced in computing the
frequency() is proportional tav—2. This seems to indicate that very largg(i.e. very small time step
At) might be needed to obtain accurate results. Fortunately th term in Eq. (4) has the prefactor
f/(z*) LK. Eqg. 6) shows thalf’(z*) ~ —Q?, which is small compared to*. If g,(z*, f(x*)) is small,
thenk ~ 1, and the accuracy @t is determined byC or g,(z*, f(z*)), which indicates the sensitivity
of the computed force with respect to the initial guess, erdhcuracy of the iterative procedure for
computing the force. If a “good” iterative procedure is usedz*, f(z*)) will be small. Therefore the
presence of the terii allows one to obtain relatively accurate approximatiorn®ftequency? without
using a largev. The same behavior can be observed when using TRBOMD to sppaite BOMD {ide
pos).

Finally, we remark that even though EQ4) (s a much simplified system, it will be seen below that
for BOMD with M atoms andV interacting electrons, the analysis in the linear respoagiene follows
the same line, and the result for the frequency is similarqo(E).
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s 3. Time reversible Born-Oppenheimer molecular dynamics
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Consider a system with/ atoms andV electrons. The position of the atoms at timie denoted by
R(t) = (Ry(t),...,Ry(t))T. In BOMD, the motion of atoms follows Newton'’s law

OE(R(1))

mit(t) = fi(R() = =502, (16)

where E(R(t)) is the total energy of the system at the atomic configurdigf). In KSDFT, the total
energy is expressed as a functional of a set of Kohn-Shartatebi/;(z)}Y,. To illustrate the idea with
minimal technicality, let us consider for the moment a systé N electrons at zero temperature. The
energy functional in KSDFT takes the form

E({ti(a) i R Z JIV0@F dz+ [ o) (3 R) o + Bl

:Z [Wi()[*

The first term in the energy functional is the kinetic enerfyhe electrons. The second term contains
the electron-ion interaction energy. The ion-ion intei@cenergy usually takes the forjn,_ ‘RZIZPZH
whereZ; is the charge for the nucleds The ion-ion interaction energy does not depend on therelect
densityp. To simplify the notation, we include the ion-ion interactienergy in th&’,,, term as a constant
shift that is independent of the variable. The third term does not explicitly depend on tharat
configurationR, and is a nonlinear functional of the electron dengityt represents the Hartree part of
electron-electron interaction energy (h), and the exchamgrelation energy (xc) characterizing many
body effects. The energly(R) as a function of atomic positions is given by the followingiimization

problem

(17)

E(R):{w%r}l E({vi(z)}il1; R),

(18)

/wi (x)Y;(z)de =6;5, 4,5=1,...,N.
We denote by{v;(z; R)}Y, the (local) minimizer, ang*(z; R) = ., [;(z; R)|” the converged
electron density corresponding to the minimizer (here vgeila® that the minimizing electron density is
unique). Then the force acting on the aténs

iR (e R)) =~ ;R) — [ s R)W d. (19)

In physics literature the force formula in EQ.9] is referred to as the Hellmann-Feynman force. The
validity of the Hellmann-Feynman formula relies on that gectron density*(z; R) corresponds to
the minimizers of the Kohn-Sham energy functional. Sifge.[p] is a nonlinear functional of, the
electron density is usually determined through the self-consistent fieldf)S&ration as follows.
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Starting from an inaccurate input electron dengity one first computes the output electron density
by solving the lowestV eigenfunctions of the problem

1 .
<_§A:c +V(z; R, Pm)) Ui = gy (20)
with SE
V(z; R, p) = Vien(2; R) + g);[p] (@), (21)
and the output electron densiji§** is defined by
. N
P () = Flp™)(z) = Y [i(@)[*. (22)
=1

Here the operatafF is called the Kohn-Sham map®** can be used directly as the input electron density
o™ in the next iteration. This is called tifixked point iteration Unfortunately, in most electronic structure
calculations, the fixed point iteration does not convergenavhenpy™ is very close to the true electron
densityp*. The fixed point iteration can be improved by the simple mgxmethod, which takes the
linear combination of the electron density

ap™™ + (1 a)p® (23)

as the input density for the next iteration with< « < 1. Simple mixing can greatly improve the
convergence properties of the SCF iteration over the fixadtpteration, but the convergence rate
can still be slow in practice. There are more complicated 8&fation schemes such as Anderson
mixing scheme 20], Pulay mixing scheme2l] and Broyden mixing scheme2®]. Furthermore,
preconditioners can be applied to the SCF iteration to estnaonvergence properties such as the Kerker
preconditioner23]. More detailed discussion on convergence propertieseddlSCF schemes can be
found in [24]. In the following discussions, we denote pycr(z; R, p) the final electron density after
the SCF iteration starting from an initial guessS/e assume thai;r satisfies the consistency condition

pscr(z; R, p* (1 R)) = p"(2; R). (24)

If a non-convergent SCF iteration procedure is ugedy(z; R, p) might deviate fronp*(z; R). Such
deviation introduces error in the force, and the error canalate in the long time molecular dynamics
simulation, and lead to inaccurate results in computingsthéstical and dynamical properties of the
systems.

The mappscr is usually highly nonlinear, which makes it difficult to cect the error in the force.
The TRBOMD scheme avoids the direct correction for the ineiepscr, but allows the initial guess
to dynamically evolve together with the motion of the atoM& denote by(x, ¢) the initial guess for
the SCF iteration at time Whenp(-, ) is used as an argument, we also wyiter (z; R(t), p(t)) =
pscr(z; R(t), p(-,t)). The Hellmann-Feynman formula9) is used to compute the force at the electron
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densitypscr (z; R(t), p(t)) even thoughy*(z; R(t)) is not available. Thus, the equation of motion in
TRBOMD reads

mii(t) = f1(R(E): psor (@ RAE), p(t))) = — / pscr (@ R(1). p(t))

pla,t) = w(pscr(; R(t), p(t) — p(z,1)).
It is clear that TRBOMD is time reversible. The discretizedBOMD is still time reversible if the
numerical scheme is time reversible. For instance, if thdeVYscheme is used, the discretized equation
of motion becomes

Wion (1 R(1))
OR; ’ (25)

2
Ritin) = 2R (1) = Brlts 1) = = fr(R(t): pscr(e: R{te), (1),

P, 1) = 2p(2, 1) — p(x, tir) + At (pscr(@; R(t), plt)) — p(a, b)),
which is evidently time reversible. The artificial frequgnec controls the frequency of the fictitious
dynamics ofp(x, t) and is generally chosen to be larger than the frequency abmof the atoms. The
numerical stability of the Verlet algorithm requires thaé tdimensionless quantity := (wAt)? to be
small 25. When«k is fixed, w controls the stiffness, or equivalently the time st&p = % for the
equation of motionZ6).

Let us mention that TRBOMD is closely related to CPMD. In CPMIe equation of motion is given

by

(26)

mR;(t) = fi(R(t), p(t)) = — /p(t)%]f(t)) da,
) ' (27)
pi(t) = —5E(R(?{/}wl(t>}) + Z b (A1),

wherey is the fictitious electron mass for the fake electron dynanmcPMD, and\'s are the Lagrange
multipliers determined so thdt);(¢)} is an orthonormal set of functions for any time. The CPMD
scheme27) can be viewed as the equation of motion with an extendedaragan

Loo(RoB 0}, (0) = 2 Bl + 5 [104 = B(R.{wib) (28)

which contains both ionic and electronic degrees of freedobherefore, CPMD is a Hamiltonian
dynamics and thus time reversible.

Note that the frequency of the evolution equation{ffor} in CPMD is adjusted by the fictitious mass
parametef.. Comparing with TRBOMD, the parametgiplays a similar role as 2 which controls the
frequency of the fictitious dynamics of the initial densityegs in SCF iteration. This connection will be
made more explicit in the sequel.

We remark that the paperd4,16] made a further step in viewing TRBOMD by an extended
Lagrangian approach in a vanishing mass limit. Howevegsswery specific and restrictive form of the
error due to non-convergent SCF iterations is assumed,gihatien of motion in TRBOMD does not
have an associated Lagrangian in general. The connectimaims formal, and hence we will not further
explore here.



Version June 14, 2013 submittedEatropy 9 0of 29

1ua 4. Analysis of TRBOMD in the linear response regime

In this section we consider EQRY) in the linear response regime, in which each atbwoscillates
around its equilibrium positioR;. The displacement of the atomic configuratlRfirom the equilibrium
position is denoted bR (¢) := R(t) — R*, and the deviation of the electron density from the conwrge
density is denoted by(z, t) := p(z,t) — p*(x: R(t)). BothR(t) andp(z, t) are small quantities in the
linear response regime, and contain the same informatid(&sand p(z, t). UsingR(t) andj(z, t)
as the new variables and noting the chain rule due tdtttependence ip*(z; R(t)), the equation of
motion in TRBOMD becomes

mﬁf(t) = /pSCF(ZE; R(t),p(t))%}%l{(t))

/Zv(xv t) = w2(pSCF(x; R(t>7p<t)) - p(x,t)) - Z — “

I=1

55 P @ R()
-y R,(t)RJ(t)W.

I,J=1

(29)

To simplify notation from now on we suppress thdependence in all variables, and E2P)(becomes

~ a‘/Eon Z; R
mR; = _/IOSCF(x§ R, P)# dz, (30a)
. M * M ;V an*
p(r) = W (pscr(r; R, p) — Z (r;R RI Z 6R18RJ ———(z; R). (30b)
=1 I,j—1

In the linear response regime, we expand BG) @nd only keep terms that are linear with respe(ﬁto
andp. All the higher order terms, including all the cross proctlmtﬁl, Ry, andp will be dropped. First
we linearize the force on atomwith respect tg as

J1(R; pscr(2; R, p))

IWion(7; R
—/PSCF@;R,P)#

—— [r R TR g [ (@R R)+7) - (5 R)

dz
- 31
OVien(z; R) " (31)

OR;
8‘/ion (.T7 R) 5pSCF ~ a‘/ion(x; R)
~— “(r;R)———="———=dx — 'R ———~ dxdy.
e e e R O T
Next we linearize with respect 8, we have
OVion (3 R o
/p*(az;R)# de~—m Y DpR;. (32)

I,J=1
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Here the matriXD;,} is the dynamical matrix for the atoms. For the last term in([Bd) we have

[ gyt e

5p 6R[
N 5PSCF R\ aVion(x; R*) (33)
o [ B )i T
::—mﬁj[[ﬂ.

The last equation in Eq3@) defines a linear functiondl;, with 5’);%(95, y; RY) and%;fm evaluated

at the fixed equilibrium poinR*.

In the linear response regime, the operai@p@(x,y; R*) carries all the information of the SCF
iteration scheme. Let us now derive the explicit form%? (x,y; R*) for the k-step simple mixing
scheme with mixing parameter (step lengthl0 < o < 1). If k£ = 1, the simple mixing scheme reads

pscr(z; R, p(R) + p) = aF[p"(R) + p] + (1 — a)(p"(R) + p), (34)
>0 § §F
/;S;F (z,y;R") =d(z —y) —a (5(96 —y) — 5—p(x, y)) : (35)

Hered(z) is the Diracs-function, and the operatc(ré(:p —y) — %(‘”’ y)) := &(z,y) is usually refereed
to as thedielectric operatol{26,27]. To simplify the notation we would not distinguish the kelof an
integral operator from the integral operator itself. Foamples(z, y) is denoted by. Neither will we
distinguish integral operators defined on continuous sface the corresponding finite dimensional
matrices obtained from certain numerical discretizatidrhis slight abuse of notation allows us to
simply denotef(z) = [ A(z,y)g(y)dy by f = Ag as a matrix-vector multiplication, and to denote
the composition of kernels of integral operat@réz,y) = [dzA(z, z)B(z,y) by C = AB as a

matrix-matrix multiplication. Using such notations, E5) can be written in a more compact form

OPSCE _ | e (36)
op
Similarly for thek-step simple mixing method, we have
4]
‘;SPCF — (1 - ag)". (37)

In general the dielectric operator is diagonalizable anciglenvalues okt are real. Therefore the
linear response operatéfpﬂ for the k-th step simple mixing method is also diagonalizable withl re
eigenvalues.
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From Eq. B0b) we have

pscr(T; R, p) — p(z)
= (pscr(z; R, p+ p"(R)) — p"(z;: R)) — (p(z) — p"(2; R))

< [ 2 oy R)) dy — o)

(38)
Opscr R ~
~ | =5~ (@ g RY)p(y) dy — pla)
P
=~ [ Kw)pt) dy
Here we have used the consistency condit).(The last line of Eq.38) defines a kernel
_ dpscr .

op

which is an important quantity for the stability of TRBOMD wadl be seen later. Using Eqs38) and
(398), the equation of motior30) can be written in the linear response regime as

.. M
R[ — —ZID[JRJ—FL[[ﬁ],

J=1
) Mg o (40)
plz) = —WQ/’C(% y)ply) dy — Z 8—]%1(:6’ R) <— ZDIJRJ + ﬁl[iﬂ) :
I=1 J=1
Define
L= (L, -, La)T, (41)
then Eq. 40) can be rewritten in a more compact form as
R=—DR+ L[f, (42a)
S 9 ~ ap* . T ~
pla) = —* [ K(ay)ply) dy - (5 @RY)) (-DR+L[]). (42b)
Now if the self-consistent iteration is performed accusategardless of the initial guesse.
pscr(z; R, p) = p"(z;R),  Vp, (43)
which implies
(4 R =0, £=0, Kavy) = dla — ). (44)
The linearized equation of motiodZ%) becomes
R— DR, (453)

dp*
OR

plr) = —w’p(x) + ( (axR*))Tﬁi. (45b)
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Therefore in the case of accurate SCF iteration, accordifi@t @459, the equation of motion of atoms
follows the accurate linearized equation, and is decoufpded the fictitious dynamics g. The normal
modes of the equation of motion of atoms can be obtained lgodelizing the dynamical matriR as

IDVlIQlQVl, lzl,,M (46)

The frequencieg ()} (€2, > 0) are known agphonon frequencies When the SCF iterations are
performed inaccurately, it is meaningless to assess theawc of the approximate dynamicé?j by
direct investigation of the trajectoriel%(t), since small difference in the phonon frequency can cause
large error in the phase of the periodic motﬁ(‘t) over long time. However, it is possible to compute
the approximate phonon frequenci[efél} from Eq. @2), and measure the accuracy of TRBOMD in the
linearized regime from the relative error

Q-
Q

err; =

(47)

120 The operatoiC(z, y) in Eq. 39) is directly related to the stability of the dynamics. E42I§) also
1 suggests that in the linear response regime, the spectruizofy) must be on the real line, which
122 requires that the matrig% (z,y; R*) be diagonalizable with real eigenvalues. This has beensfaw
3 the simple mixing scheme. However, we remark that the cmmdibat all eigenvalues &€ (x, y) are real
124 may not hold for general preconditioners or for more congtéd SCF iterations (for instance, Anderson
125 Mixing). This is one important restriction of the linearpease analysis. Of course, this may not be a
126 restriction for practical TRBOMD simulation for real systs. We will leave further understanding of
127 this to future works.

Let us now assume that all eigenvaluekodre real. The lower bound of the spectrunkgfdenoted

by Amin (), Should satisfy
Amin(KC) > 0. (48)

Eq. @8) is a necessary condition for TRBOMD to be stable, which wélreferred to as thstability
conditionin the following. Furthermorey should be chosen large enough in order to avoid resonance
between the motion dR andp. Therefore thediabatic condition

Amax(D)  max; Q7
? = l 49
i )\min (IC) )\min (IC) ( )

should also be satisfied. Due to E49), we may assume= 1/w? is a small number, and expafiiin
the perturbation series efto quantify the error in the linear response regime. Folimathe derivation

in the appendix, we have
op*\ "
R)

s Wherek~! is the inverse operator &f (K is invertible due to the stability condition). Since= \/x/At,
e EQ. (60) suggests that the accuracy of TRBOMD in the linear respoegiene is(At)?, with preconstant
130 mainly determined by, i.e.the accuracy of the SCF iteration.

ICfl

) + O(1/w?), (50)
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Let us compare TRBOMD with CPMD. It is well known that CPMD acately approximates
the results of BOMD, provided that the electronic and ioregres of freedom remain adiabatically
separated as well as the electrons stay close to the BoreriDppner surfacelfl,12]. More specifically,
the fictitious electron mass should be chosen so that thestaslectronic frequency is well above ionic
frequencies

E
TR (51)

max; Q7

where Ey,, is the spectral gap (between highest occupied and lowestupeed states) of the system,
and recall thaf), is the vibration frequency of the lattice phonon. For CPMDBjrailar analysis in the
linear response regime as above (which we omit the derivaoe) shows that

O = Q1+ 0(p), (52)

under the assumptiosl).

Note that the condition51) implies that CPMD no longer works if the system has a smahl ga
is even metallic. The usual work-around for this is to add at Hmath for the electronic degrees of
freedom in CPMD 28], so that it maintains a fictitious temperature for the et@ut degree of freedom.
Nonetheless the adiabaticity is lost for metallic systends@PMD is no longer accurate over long time
simulation. In contrast, as we have discussed previous88MD may work for both insulating and
metallic systems without any modification, provided th&t 8CF iteration is accurate and no resonance
occurs. This is an important advantage of TRBOMD, which wiilkistrate using numerical examples
in the next section.

When the system has a gap we can taksufficiently small to satisfy the adiabatic separation
condition 61). Compare Eq.52) with Eq. (60), we see that: in CPMD plays a similar role as—2
in TRBOMD. The accuracy (in the linear regime) for CPMD andBBRMD is first order iny andw 2
respectively. At the same time, as taking a smadl largew increases the stiffness of the equation, the
computational cost is proportional to* andw?, respectively.

Let us remark that the above analysis is done in the linegorese regime. As shown ii1,12], the
accuracy of CPMD in general is onl§(y.!/?) instead ofO () for the linear regime. Due to the close
connection between these two parameters, we do not e¢ifect?) accuracy for TRBOMD in general
either. Actually, as will be discussed in Sectionif the deviation of atom positions from equilibrium
is not so small that we cannot linearize the nuclei motior, é¢lror of TRBOMD in general will be
Ow™).

5. Numerical results in the linear response regime

In this section we present numerical results for TRBOMD ia timear response regime using a
one dimensional (1D) model for KSDFT without the exchangeetation functional. The model
problem can be tuned to exhibit both metallic and insulafesjures. Such model was used before
in mathematical analysis of ionization conjectu2g]|
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The total energy functional in our 1D density functionaldhe(DFT) model is given by

B({gi(@)} R };ﬂ e

dx+%/K%aw@@%HM%R»@@%HM%RDMﬂ%

(53)
with p(z) = Zﬁvzl 11 (x)|?. The associated Hamiltonian is given by
1 d?
HR) =575+ [ K@)(ow) + m(uR) . (54)

Herem(z; R) = S0, m;(x — R;), with the position of thé-th nucleus denoted bi;. Each function
my(x) takes the form

my(x) = — —QWU%G 27 (55)
where Z; is an integer representing the charge of #tk nucleus. This can be understood as a local
pseudopotential approximation to represent the eledtonnteraction. The second term on the right
hand side of Eq.53) represents the electron-ion, electron-electron andaannteraction energy. The
parametero; represents the width of the nuclei in the pseudopotentedrsh Clearly ass; — 0,
my(x) — —Z;6(x) which is the charge density for an ideal nucleus. In our nicaksimulation, we set
oy to afinite value. The corresponding; () is called apseudo charge densitgr the /-th nucleus. We
refer to the functionn(x) as the total pseudo-charge density of the nuclei. The sys&isfies charge
neutrality conditionj.e.

/p(:c) +m(x; R)dz = 0. (56)
Since [ m;(z) dx = —Z, the charge neutrality conditioB§) implies
M
/p(:c)dx:ZleN, (57)
I=1

where N is the total number of electrons in the system. To simplifycdssion, we omit the spin
degeneracy here. The Hellmann-Feynman force is given by

— [ Kte)ot) + miys R P

Instead of using a bare Coulomb interaction, which divengd®, we adopt a Yukawa kernel

dx dy. (58)

27‘(‘67“':’37?4‘
K(z,y) = ———, (59)
R€Q
which satisfies the equation
d? 47
—FK(%Z/) + K K(z,y) = gfs(x —Y). (60)

15 AS k — 0, the Yukawa kernel approaches the bare Coulomb interagti@m by the Poisson equation.
157 The parametet; is used to make the magnitude of the electron static conimibcomparable to that of
158 the kinetic energy.
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The parameters used in the 1D DFT model are chosen as follstemic units are used throughout
the discussion unless otherwise mentioned. The Yukawarees = 0.01 is small enough so that the
range of the electrostatic interaction is sufficiently lpagde, is set to10.00. The nuclear chargg; is
set tol for all atoms. Since spin is neglected, = 1 implies that each atom contributesit@ccupied
state. The Hamiltonian operator is represented in a plarewasis set. All the examples presented in
this section consists @2 atoms. Initially, the atoms are at their equilibrium pasiis, and the distance
between each atom and its nearest neighbor is détaau.. Starting from the equilibrium position, each
ion is given a finite velocity so that the velocity on the ceidrof mass i$). In the numerical experiments
below, the system contains only one single phonon, whiclbiained by assigning an initial velocity
vy o< (1,—1,1,—1,---) to the atoms. We denote Y= the corresponding phonon frequency. We
choosev, so thatémvg = kgT,n, Wherekp is the Boltzmann constant arfd,, is 10 K to make sure
that the system is in the linear response regime. In the atamt, the mass of the electronlisand the
mass of each nuclei is set 42000. By adjusting the parametefs;}, the 1D DFT model model can
be tuned to resemble an insulating (with= 2.0) or a metallic system (witlh; = 6.0) throughout the
MD simulation. Fig.1 shows the spectrum of the insulating and the metallic systiéen runningl1000
BOMD steps with converged SCF iteration.

Figure 1. Spectrum for insulator and metal witl2 atoms afterl000 BOMD steps with
converged SCF iteration.

: A unoccupied MAA 0.187 A unoccupied ]
0.16+ AA T 0.161 LA 4
AA
0.14r “ 1 o014t TN
AA AA
0.12 AA 0.12+ AA
aa aa
L AA ]
- 01 AAAAAA s o1f N
0.08r P 9 0.08- AAAA
AA
0.06+ b AA
0.061 o
0.04r b 0.04- 0
0.02} S ] 0™
' 0000% 0.02r 000>
0 MOOOO‘ . . . I 0c I . . . L
10 20 30 40 50 60 10 20 30 40 50 60
index(i) index(i)
(a) Insulator. (b) Metal.

In the linear response regime, we measure the error of thegomhérequency calculated from
TRBOMD. This can be done in two ways. The first is given by B),(namely, all quantities in the big
parentheses in Eg5Q) can be directly obtained by using the finite difference rodtat the equilibrium
positionR*. The second is to explore the fact that in the linear respoemene, there is linear relation
between the force and the atomic position as in Bg), (.e. Hooke’s law

f](tl) ~ —mZD[JRJ(tl) (61)
J
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holds approximately at each time step. Héfe(#;)} and{R;(t,)} are obtained from the trajectory of
the TRBOMD simulation directly. To numerically compulg ;, we solve the least square problem

~ 2
mDinlzI:Hfl(tl)+sz:DIJRJ(tz)H (62)
which yields
D:_iSfR (SRR)*l’ (63)
m
where
S{f = fo tr) RJ (t), Sift= ZRI t) RJ (t). (64)

The frequencies{ﬁl} can be obtained by diagonalizing the matfix Similarly one can perform the
calculation for the accurate BOMD simulation and obtaingkact value of the frequencig¢$); }.

In order to compare the performance among BOMD, TRBOMD anilBPwe define the following
relative errors

QHooke o QRef

Hook
errg %€ = R (65)
QLR _ QRef
LR __
eer = W, (66)
—  —=Ref
E—F
CITy = ?, (67)

2 [ But) — R Ire

erry = , 68
R TR0, (68)
e _ LB~ B0 -

IRF O

where the results from BOMD with convergent SCF iteratiom taken to be corresponding reference
values,F is the average total energy over time, the frequer(?zlJé’g"e andQRef are obtained via solving
the least square probler@?), the frequenc@LR is measured by Eg50) with finite difference methods,
and R, (t) is the trajectory of the left most atom.

5.1. Numerical comparison between BOMD and TRBOMD

The first run is to validate the performance of TRBOMD. We ketttme step\¢ = 250, the artificial
frequencyw = = = 4.00E-03, the final timeT" = 2.50E+06 and employ the simple mixing with step
lengtha = 0.3 and the Kerker preconditioner in SCF cycles. FEglots the energy drift for BOMD
with the converged SCF iteration (denoted by BOM)D(vhere the tolerance is00E-08, BOMD with
5 SCF iterations per time step (denoted by BOMDand TRBOMD with5 SCF iterations per time step
(denoted by TRBOMLX)). We see clearly there that BOMEB)(produces large drift for both insulator
and metal, but TRBOMDY) does not. Actually, from Tabl&, the relative error in the average total
energy over time between TRBOME)(and BOMDg) is under1.30E-05, but BOMD(c) needs about
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Figure 2. The energy fluctuations around the starting endrgy = 0) as a function of time. The
time step isAt = 250, the final time is2.50E+06 andw = 1/At¢ = 4.00E-03. The simple mixing
with the Kerker preconditioner is applied in SCF cycles. BD(¢) denotes the BOMD simulation
with converged SCF iteration, and BOMB)((resp. TRBOMD{)) represents the BOMD (resp.
TRBOMD) simulation withn SCF iterations per time step. It shows clearly that BOB)Ouroduces
large drift for both insulator (a) and metal (b), but TRBOMiP¢oes not.

X 10" X 10"
——BOMD(c) ——BOMD(c¢)
---BOMD(5) ---BOMD(5)
1+ —— TRBOMD(5)|{ 1F — TRBOMD(5)
0wt v R A e Oja-
= | = N
L 1t
T 5 .
<-2] <2 :
= =3 S
-3 ‘l -3 -
' -
1
1}
—ar —4r el
el e e e e e e e e e e e e e e e e e e e e e ey -5 L L L L L
0 05 1 15 2 25 0 0.5 1 15 2 25
¢ x 10° ¢ x 10°
(a) Insulator. (b) Metal.

averageltb SCEF iterations per time step to reach the tolerah66E-08. Fig. 3 plots corresponding
trajectory of the left most atom during about the figst periods and shows that the trajectory from
TRBOMD(5) almost coincides with that from BOMD), which is also confirmed by the data @frf;
anderrk™ in Tablel. However, for BOMDG), the atom will cease oscillation after a while. A similar
phenomena occurs for other atoms. In Tablave present more results for TRBOMB)(with n =
3,5, 7. We observe there that TRBOMD) gives more accurate results with largeranderr°° ¢ has a
similar behavior as increases terrs?, which is in accord with our previous linear response ansiys
Sec4.

According to Eq. §0), we have thatrrtR is proportional tol /w? for largew. We verify this behavior
using TRBOMDG@) as an example. In this example, a smaller time step= 20 is set to allow bigger
artificial frequencyw, the final time isT" = 6.00E+05, and the simple mixing witlx = 0.3 and the
Kerker preconditioner is applied in SCF iterations. For TR®D(3) under these settings, we have
Amin(IC) =~ 8.81E-03 for the insulator and\,, () ~ 5.92E-01 for the metal, and thus the critical
values of(QReN2 /) ;. (K) in Eq. @9) are abouf.12E-06 and1.90E-08, respectively. We choose® =
2.50E-03, 2.50E-04, 2.50E-05, 2.50E-06, 2.50E-07, 2.50E-08, 2.50E-09, and plot in Fig4 the absolute
values oferrtooke, err—, errk’ for TRBOMD(3) as a function ofl /w? in logarithmic scales. When
1/w? < Amin(K)/(QREN2, Fig. 4 shows clearly that all oferr°%€, |errz|, |err’’| depend linearly on
1/w?. The errorerr’s,™ has a similar behavior tar’s” and is skipped here for saving space.

The last example illustrates the possible unstable behaioTRBOMD when the stability
condition A\.,;, () > 0 in Eqg. @8) is violated. Here we take the insulator as an example anthset
time stepAt = 250, the final time ta2.50E+05, and the artificial frequency = - = 4.00E-03. The

At
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Figure 3. The position of the left most atom as a function of time. Theirsgs are the same as
those in Fig2. It shows clearly that the trajectory from TRBOM®) @lmost coincides with that from
BOMD(c). However, for BOMDY{), the atom will cease oscillation after a while.

——BOMD(c) 54F T—=—BOMD(c)
5.15) —= BOMD(5) || —s BOMD(5)
— TRBOMD(5) 53 — TRBOMD(5)||
5.1/ EEEE
5.05/,
& 51
4.95}
4.9}
4.85(;

(a) Insulator. (b) Metal.

Figure 4. The absolute value of the error for TRBOME)(as a function ofl /w? in logarithmic
scales. The time step i8¢ = 20 and the final time i$.00E+05. For the readers’ reference, within
each plot, the red straight line denotes correspondingiidependence while the red solid pointrin
axis represents the critical value &f;, (K) /Amax (D).

10 10 10 10 10 10 10 10 10
1/w?

(a) Insulator. (b) Metal.
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Table 1. The errors for TRBOMDY{). The settings are the same as those in Eigxcept for the
number of SCF iterations.

Insulator:QRef = 2 51E-04, B = 8.66E-01

LR Hooke _ L2 L>®
n errg errg eIrg erry erryg

—6.53E-03 —1.63E-02 —7.63E-05 2.26E-02 4.25E-02

—1.08E-03 —2.38E-03 —1.30E-05 1.27E-02 2.92E-02

N [ Ot | W

—2.76E-04 —5.41E-04 —3.32E-06 3.02E-03 7.22E-03

Metal: QRe' = 1.06E-04, B = 5.28E-01

3 —2.65E-04 —6.92E-04 —4.36E-06 3.86E-03 8.95E-03

5 —3.65E-05 —T7.31E-05 —4.44E-07 4.14E-04 9.60E-04

7 —5.24E-06 2.93E-06 —1.10E-07 1.63E-05 3.78E-05

simple mixing witha: = 0.3 is now applied in SCF iterations. Under these setting, we hay, (K) < 0,
€.0. \min(K) = —2.42E+03 for TRBOMD(3). Fig. 5(a) plots the energy drift for TRBOMDY{ with

n = 3,5,7,45. We see clearly there that TRBOMD is unstable even ugsin§CF iterations per time
step (recall that BOMDY) in the first run needs about averageSCF iterations per time step). Fig(b)
plots corresponding trajectory of the left most atom andashthat the atom is driven wildly by the
non-convergent SCF iteration.

5.2. Numerical comparison between TRBOMD and CPMD

We now present some numerical examples for CPMD illustgetie difference between CPMD and
TRBOMD. As we have discussed, TRBOMD is applicable to bothatftie and insulting systems, while
CPMD becomes inaccurate when the gap vanishes. To maketdtesnent more concrete, we apply
CPMD to the same atom chain system. We implement CPMD usarglatd velocity Verlet scheme
combined with RATTLE for the orthonormality constraing)F32).

We present in Fig6 the error of CPMD simulation for different choices of fiabitis electron mass.
We study the relative error of the phonon frequenayi°°®, the relative error of position of the left-most
atom measured ih? norm,i.e.err,L;. We observe in Figs(a) linear convergence of CPMD to the BOMD
result as the parametgrdecreases. This is consistent with our analysis. Recdlinf@PMD, 1 plays
a similar role asv=2 in TRBOMD. For the metallic example, the behavior is quitffedent, actually
Fig. 6(b) shows a systematic error aglecreases. For metallic system, as the spectral gap vantblee
adiabatic separation between ionic and electronic degfdesedom cannot be achieved no matter how
smally is. The adiabatic separation for TRBOMD on the other handseln the choice of an effective
pscr, and hence TRBOMD also works for metallic system as #igdicates.
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Figure 5. The unstable behavior of TRBOMD with the simple mixing foe timsulator. The time
step isAt = 250, the final time i2.50E+05 andw = 1/At = 4.00E-03.

5 4
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(a) The energy drift. (b) The trajectory of the left most atom.

Figure 6. The absolute value of the error for CPMD as a function.of logarithmic scales. The
time step isAt = 20 and the final time i$.00E+05.

(a) Insulator. (b) Metal.
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The different behavior of CPMD for insulating and metallistems is further illustrated by Fig.
which shows the trajectory of the position of the left-mdshaduring the simulation. The phase error is
apparent from the two subfigures. While the phase error deeseso that the trajectory approaches that
of BOMD for insulator in Fig.7(a), the result in Fig7(b) shows a systematic error for metallic system.

Figure 7. The trajectory of the position of the left-most atom. Daslieel is the result from BOMD
with converged SCF iteration. Colored solid lines are fissitbom CPMD with fictitious electron
massu, = 2500, 5000, 10000, and20000. The time step i€\t = 20, the trajectory plotted is within
the time interva[2.00E+05, 4.00E+05].

52 ‘ ‘ ‘ 5.5 ; ‘ ,
: I BoMD(o) ~--BOMD(c)
—p = 2500 —_—u = 2500
— 1t = 5000 S4r — = 5000 {
= —h= i
1 = 20000 5.3l £ |

oA

N
N
[4)]
~wE
w
[9)]
N

(a) Insulator. (b) Metal.

6. Beyond the linear response regime: Non-equilibrium dynenics

The discussion so far has been limited to the linear respmeene so that we can make linear
approximations for the degrees of freedom of both nuclei @edtrons. In this case, as the system
becomes linear, explicit error analysis has been given. pfactical applications, we will be also
interested in non-equilibrium nuclei dynamics so that teeiaion of atom positions is no longer small.
In this section, we will investigate the non-equilibriunseausing averaging principle (seey.[33,34]
for general introduction on averaging principle).

Let us first show numerically a non-equilibrium situationtiee atom chain example discussed before.
Initially, the 32 atoms stay at their equilibrium position. We set the in@locity so that the left-most
atom has a large velocity towards right and other atoms hqualerselocity towards left. The mean
velocity is equal td), so the center of mass does not move. Bighows the trajectory of positions of

the first three atom from the left. We observe that the residte TRBOMD agree very well with the

BOMD results with convergent SCF iterations. Let us note thdahe simulation, the left-most atom
crosses over the second left-most atom. This happens sirmé imodel, we have takenla analog

of Coulomb interaction and the nuclei background chargessareared out, and hence the interaction
Is “soft” without hard-core repulsion. In Fi§, we plot the difference betweegncr and the converged
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22 electron density of the SCF iteration (denotediy) along the TRBOMD simulation. We see that the
3 electron density used in TRBOMD stays close to the grounig slectron density corresponds to the
22 atom configuration.

Figure 8. Comparison of trajectories of the first three atoms from te# for a

non-equilibrium system. Different atoms are distingudslhg color (blue for the initially

left-most atom; green for the initially second left-mosbrat red for the initially third

left-most atom). Solid lines are results from BOMI( circled lines are results from
TRBOMD(7); dashed lines are results from BOMD( It is evident that while results
from BOMD with a non-convergent SCF iteration have a hugdat®n, the results from
TRBOMD are hardly distinguishable from the “true” resultsrh BOMD.

40[ ‘ ‘ ~ [—BOMD(c)
---BOMD(7)
—— TRBOMD(7)

To understand the performance of TRBOMD, recall that theaggns of motion are given by

mity(0) =~ [ psortas R, o) D gy,

Pz, t) = w(pscr(z; R(E), p(t) — pl, 1))

255 10 satisfy the adiabatic conditiod9) from the linear analysisy here is a large parameter. As a result,
26 the time scales of the motions of the nuclei and of the elaestawe quite different: The electronic degrees
57 Of freedom move much faster than the nuclear degrees ofdreed
Let us consider the limiv — oo. In this case, we may freeze tRedegree of freedom in the equation

of motion for p, asp changes on a much faster time scale. To capture the two tiaie sehavior, we

introduce a heuristic two-scale asymptotic expansion fagter time variable given by = wt (with

some abuse of notations):

R(t) = R(t) and p(z,t) = p(x,t, 1), (70)

and hence
pla,t) = w?Pp(x,t,7) + 2w, 0p(x,t,7) + 07 p(x,t, 7). (71)
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Figure 9. The difference ofpscr with the converged electron density of SCF iteration
(denoted byys) measured iri! norm along the TRBOMD simulation for a non-equilibrium

system.

0.012

0.01r

0.008|

o
o
S
>

[lpscr(p) —pxsl|L

o
o
<)
K

Therefore, to the leading order, after neglecting term@@§—!), we obtain

mit(t) = — / pscr (2 R(1), p(t,T))%élR(m dr. (72)
872_p($, t, T) = pSCF<x; R(t>7 p(t, T)) o p($, t, 7-)' (73)

s For the equation of motion fop, note that aR only depends ort, the nuclear positions are fixed

250 parameters in Eq7Q).
To proceed, we consider the scenario thét 7) is close to the ground state electron density
corresponding to the current atom configuratjgiR(¢)). We have seen from numerical examples
(Fig. 9) that this is indeed the case for a good choice of SCF iteratitnile we do not have a proof of

this in the general case. Hence, we linearize the map.

pscr(a: R, p) = p (1 R) + / 5?;1““ (.5 R, p"(R) (p(y) — " (s R)) dy, (74)

and Eqg. {3) becomes
0zp(x,t,7) = —=K(R)(p(x,t,7) — p*(x; R(1))) (75)
20 WhereC(R) is the same as in3Q) except it is now defined for each atom configuratRn Let us
21 emphasize that here we have only taken the linear approximtatr the electronic degrees of freedom,
22 While keeping the possibly nonlinear dynamicsRof This is different from the linear response regime
23 considered before, where the nuclei motion is also linedriz
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Under the stability conditior4@®), it is easy to see that for(¢, 7) satisfying Eq. 75), the limit of time
average

plr:R(1) = Jim / pscr (3 R (1), plt, 7)) d7,

= RO+ [ B iR (R) (i 7 [ ot - s R ar) ay

T—o00
= p*(z; R(t)).
(76)
Take the average of EGr2) in 7, we have
- 6V;on ; R 13
mity() = - [ ooy et g 7)
Because of Eq.76), the above dynamics is given by
. OVion (; R(1
mit(t) =~ [ o (asRiy Pl RO, (78)

which agrees with the equation of motion of atoms in BOMD. Asvave neglecte®(w—!) terms in
the averaging, the difference in trajectory of BOMD and TRBDis on the order ofd(w™!) for finite

W.

Remark.If we do not make the linear approximation for the electrategree of freedom, as the map
pscr IS quite nonlinear and complicated, the analysis of the komg (in 7) behavior of Eq. T3) is not
as straightforward. In particular, it is not clear to us wiggtthe limit

T—o00

plrR(1) = Jim / pscr (23 R (1), plt, 7)) dr (79)

exists or how close the limit is tp*(z; R(¢)) in a fully nonlinear regime. One particular difficulty lies
in the fact that unlike BOMD or CPMD, we do not have a conserivadrangian for the TRBOMD.
Actually, it is easy to construct much simplified analog of EAB) that the average is different fropd.
For example, if we consider the following analog which ondslone degree of freedan

£=(£/2+a8) - ¢, (80)

where(£/2 + a€?) is the analog ofiscr here andz > 0 is a small parameter which characterizes the
nonlinearity of the map. Note that

§=—€/2+ a8 = —0c(E7/4 — a’/3). (81)

The motion of¢ is equivalent to a motion of a particle in an anharmonic pidénlt is clear that if
initially £(0) # 0, the long time average @fwill not be 0. Furthermore, if initially£(0) is too large, the
orbit is not closed{ escapes the well arourgd= 0). If phenomena similar to this occur for a general
pscr, then even in the limitv — oo, there will be a systematic uncontrolled bias between BOMD a
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TRBOMD. This is in contrast with Car-Parrinello moleculamnémics, which agrees with BOMD in the
limit fictitious mass goes to zerg.(— 0) if the adiabatic condition holds.

As aresult of this discussion, in practice, when we apply ORED to a particular system, we need to
be cautious whether the electronic degree of freedom renaaound the converged Kohn-Sham electron
density, which is not necessarily guaranteed (in contee®RMD for systems with gaps).

7. Conclusion

The recently developed time reversible Born-Oppenheinwecoular dynamics (TRBOMD) scheme
provides a promising way for reducing the number of selfsistent field (SCF) iterations in molecular
dynamics simulation. By introducing auxiliary dynamicsttee initial guess of the SCF iteration,
TRBOMD preserves the time-reversibility of the NVE dynamiooth at the continuous and at the
discrete level, and exhibits improved long time stabiligothe Born-Oppenheimer molecular dynamics
with the same accuracy. In this paper we analyze for the firet the accuracy and the stability of the
TRBOMD scheme, and our analysis is verified through numkexeriments using a one dimensional
density functional theory (DFT) model without exchangeretation potential. The validity of the
stability condition in TRBOMD is directly associated withet quality of the SCF iteration procedure.
In particular, we demonstrate in the case when the SCF ideragrocedure is not very accurate, the
stability condition can be violated and TRBOMD becomes aiblst We also compare TRBOMD with
the Car-Parrinello molecular dynamics (CPMD) scheme. CPi2s on the adiabatic evolution of
the occupied electron states and therefore CPMD worksridettensulators than for metals. However,
TRBOMD may be effective for both insulating and metallicteyss. The present study is restricted to
NVE system and to simplified DFT models. The performance oBORID for NVT system and for
realistic DFT systems will be our future work.
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Appendix

Here we derive the perturbation analysis result in BG).(When deriving the perturbation analysis
below, we use linear algebra notation and do not distinguatrices from operators. We use the linear
algebra notation, replace all the integrals by matrix-eentultiplication, and drop all the dependencies
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of the electron degrees of freedanandy. For instancelCp should be understood gsKC(z, y)p(y) dy.

We also denotéZ(z; R*) simply by 22, then Eq. 42) can be rewritten as

Baf)-(f)

0 0
A = 83
1 <0 _,C) (83)
is a block diagonal matrix, and

= ero o)~ (Cier) 0 9 o

is a rankA/ matrix. Z is aM x M identity matrix. Now assume the eigenvalues and eigenveofod
follows the expansion

Here

A=X+eNM+-, v=vg+ev+---. (85)
Match the equation up t6(¢), and

Ajvg = 0, (863)
AQUQ -+ Alvl = )\QUQ, (86b)
A(]Ul -+ A1U2 = )\01)1 -+ )\1’00. (860)

Eq. 869 implies thatv, € KerA;. Apply the projection operataPk.. 4, to both sides of Eq.86b), and
use thaty = Pgera, v, We have

PKerAlAOPKerAl Vo = )\OPKerAl Vo- (87)
or
-D 0
vy = Agp- 88
( 0 0) 0 ovo ( )
From the eigen-decomposition 6fin Eq. @6) we have\, = —Q? for somel = 1,..., M. For a fixed

[, the corresponding eigenvector to théh order is
vy = (v1,0)7. (89)

From Eq. 86b) we also have

0
Ajvy = Avo — Agvg = w\T ) (90)
-9 (%) Vi

vy = Q7 (O,IC1 [(gﬂ) Vl]> (91)

and therefore
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Finally we applyv, to both sides of Eq.86¢ we have

/\1 = (Uo, A()Ul) — (UQ, )\01)1) = QZQVZTE

~1 _ op” !

K _(8R) vl”. (92)
op* T

(8R) v

Therefore

A=+ v LK + O(e?) (93)

In other words, the phonon frequer@y: v —A up to the leading order is

A

= (1 - ﬁv?ﬁ ! (g;) vi ) +O(1)wh). (94)
202 Which is Eq. 60).
w3 References
304 1. Marx, D.; Hutter, J. Ab initio molecular dynamics: theanyd implementationModern methods
305 and algorithms of quantum chemis290Q 1, 301-449.
306 2. Kirchner, B.; di Dio, P.J.; Hutter, J. Real-world predbcis from ab initio molecular dynamics
307 simulations.Top. Curr. Chem2012 307, 109.
308 3. Payne, M.C.; Teter, M.P.; Allen, D.C.; Arias, T.A.; Joapoulos, J.D. Iterative minimization
309 techniques fomb initio total energy calculation: molecular dynamics and congggadients.
310 Rev. Mod. Phys1992 64, 1045-1097.
311 4. Deumens, E.; Diz, A.; Longo, ROhrn, Y. Time-dependent theoretical treatments of the
312 dynamics of electrons and nuclei in molecular systeResv. Mod. Phys1994 66, 917.
313 5. Tuckerman, M.E.; Ungar, P.J.; von Rosenvinge, T.; KI&i,.. Ab initio molecular dynamics
314 simulations.J. Phys. Chem1996 100, 12878-12887.
a1s 6. Parrinello, M. From silicon to RNA: The coming of age of altio molecular dynamicsSolid
316 State Commuril997 102, 107-120.
317 7. Hohenberg, P.; Kohn, W. Inhomogeneous electron Bays. Rev1964 136 B864—B871.
318 8. Kohn, W.; Sham, L. Self-consistent equations includixghange and correlation effectBhys.
319 Rev.1965 140 A1133-A1138.
320 9. Remler, D.K.; Madden, P.A. Molecular dynamics withouteefive potentials via the
a1 Car-Parrinello approactvol. Phys.199Q 70, 921-966.
22 10. Car, R.; Parrinello, M. Unified approach for moleculanamics and density-functional theory.
323 Phys. Rev. Lettl985 55, 2471-2474.

20 11, Pastore, G.; Smargiassi, E.; Buda, F. Theory of ab imbtecular-dynamics calculationBhys.
325 Rev. A1991], 44, 6334-6347.

326 12. Bornemann, F.A.; Schitte, C. A mathematical invesibgaof the Car-Parrinello methodNumer.
327 Math. 1998 78, 359-376.



328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

Version June 14, 2013 submittedEatropy 28 of 29

13.

14.

15.

16.

17.

18.
19.

20.

21.

22.

23.

24.

25.

26.

27.
28.

29.

30.

31.

Niklasson, A.M.N.; Tymczak, C.J.; Challacombe, M. Timegersible Born-Oppenheimer
molecular dynamicsPhys. Rev. Let006 97, 123001.

Niklasson, A.M.N.; Tymczak, C.J.; Challacombe, M. Tinegersible ab initio molecular
dynamics.J. Chem. Phys2007, 126, 144103.

Niklasson, A.M.N. Extended Born-Oppenheimer molecdiamamics. Phys. Rev. Lett2008
100 123004.

Niklasson, A.M.N.; Steneteg, P.; Odell, A.; Bock, N.; d&lacombe, M.; Tymczak, C.J.;
Holmstrom, E.; Zheng, G.; Weber, V. Extended LagrangiamnBOppenheimer molecular
dynamics with dissipationJ. Chem. Phys2009 130 214109.

Niklasson, A.M.N.; Cawkwell, M.J. Fast method for quantmechanical molecular dynamics.
Phys. Rev. R012 86, 174308.

Hairer, E.; Lubich, C.; Wanner, Geometric Numerical Integration, 2nd e&pringer, 2006.
McLachlan, R.1.; Perimutter, M. Energy drift in revdag time integration.J. Phys. A: Math.
Gen.2004 37, L593-1598.

Anderson, D.G. lIterative procedures for nonlineargraeequations.J. Assoc. Comput. Mach.
1965 12, 547-560.

Pulay, P. Convergence acceleration of iterative sempsenThe case of SCF iterationrChem.
Phys. Lett198Q 73, 393-398.

Johnson, D.D. Modified Broyden’s method for accelegationvergence in self-consistent
calculations.Phys. Rev. B988 38, 12807-12813.

Kerker, G.P. Efficient iteration scheme for self-cotesis pseudopotential calculationg?hys.
Rev. B1981, 23, 3082—-3084.

Lin, L.; Yang, C. Elliptic preconditioner for accelerad self consistent field iteration in Kohn-
Sham density functional theorpccepted by SIAM J. Sci. CompR013

McLachlan, R.I.; Atela, P. The accuracy of symplectiegnators. Nonlinearity1992 5, 541—
562.

Adler, S.L. Quantum Theory of the Dielectric ConstanRieal Solids. Phys. Rev.1962
126, 413-420.

Wiser, N. Dielectric Constant with Local Field Effecteluded.Phys. Rev1963 129, 62—69.
Blochl, P.E.; Parrinello, M. Adiabaticity in first-piciples molecular dynamicsPhys. Rev. B
1992 45, 9413-9416.

Solovej, J.P. Proof of the ionization conjecture in aucedl Hartree-Fock modelnvent. Math.
1991, 104, 291-311.

Ryckaert, J.P.; Ciccotti, G.; Berendsen, H.J.C. Nucakrntegration of the cartesian equations
of motion of a system with constraints: molecular dynamits-alkanes. J. Comput. Phys.
1977, 23, 327-341.

Ciccotti, G.; Ferrario, M.; Ryckaert, J.P. Moleculamdynics of rigid systems in cartesian
coordinates: a general formulatioklol. Phys.1982 47, 1253-1264.



366

367

368

369

370

371

372

Version June 14, 2013 submittedEatropy 29 of 29

32. Andersen, H.C. Rattle: A “velocity” version of the Shakgorithm for molecular dynmiacs
calculations.J. Comput. Physl983 52, 24-34.

33. E, W.Principles of Multiscale ModelingCambridge, 2011.

34. Pavliotis, G.; Stuart, AMultiscale Methods: Averaging and HomogenizatiSpringer, 2008.

© June 14, 2013 by the authors; submitted tntropy for possible open access
publication under the terms and conditions of the Creativem@ons Attribution license
http://creativecommons.org/licenses/by/3.0/.



	1 Introduction
	2 An illustrative model
	3 Time reversible Born-Oppenheimer molecular dynamics
	4 Analysis of TRBOMD in the linear response regime
	5 Numerical results in the linear response regime
	5.1 Numerical comparison between BOMD and TRBOMD
	5.2 Numerical comparison between TRBOMD and CPMD

	6 Beyond the linear response regime: Non-equilibrium dynamics
	7 Conclusion
	Acknowledgments
	Appendix

