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Abstract

The advent of high coverage and low cost sequencing technologies has allowed for newer and more powerful approaches in molecular and population genetics. Transposon sequencing, where genome-saturated mutant populations allele frequencies are measured before and after selection, functionally characterizes each and every gene in the genome in a single experiment. The approach has been successfully applied to a variety of phenotypes in a variety of unicellular systems: growth and motility in *E. coli*, synthetic genetic interactions in yeast, and *in vitro* pathogen-resistance in mammalian cell lines. However, transposon insertion typically produces null alleles, which can be valuable to identify gene function, but evolutionary insight relies on identification of naturally occurring polymorphisms affecting the trait of interest. Genome-wide association studies (GWAS) can be used to study the effect of natural genetic variation on a trait, but they grow prohibitively expensive if the number of individuals to genotype and phenotype becomes large.

Here I describe the application of transposon sequencing and pooled sequencing GWAS in the whole metazoan model, *Caenorhabditis elegans*. Transposon sequencing has not been previously implemented in an animal model. I have sequenced a control library using our method, *C. elegans* transposon sequencing (CeTnSeq). We have constructed a new Mos1 transposon mutator strain that is more convenient to use than the existing strain and allows for extra-chromosomal insertions to be degraded by restriction digest. My preliminary results show that our method is qualitatively...
effective at identifying transposon insertion sites, but suffers from PCR duplication error. I propose to optimize the number of PCR cycles in the library and to include unique molecular identifiers (UMI) in the library adaptor. I also show that the restriction digest is effective at removing extra-chromosomal array insertions from the library.

I constructed simulation models to help design optimal Ce-TnSeq experiments with respect to statistical power for a proposed starvation survival assay. I considered many parameters affecting the design, including: culture size, number of generations, expected effect size, sequencing coverage, and sample size. I show that the number of homozygous mutant animals in the screen is a critical factor in the design of experiments. I also saw diminishing returns with respect to increasing sample size and sequencing depth. These simulations will be invaluable in designing future Ce-TnSeq experiments and identifying critical aspects of the protocol to optimize.

We performed pooled sequencing (using restriction-site associated DNA sequencing) on a population of 95 wild isolates subjected to starvation. I identified strains that were resistant and sensitive to starvation, and we verified these results using traditional methods. We used our population sequencing data to perform an association study of starvation survival across the 95 strains, and identified two statistically significant quantitative trait loci.
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1. C. elegans as a Model Organism

*Caenorhabditis elegans* is a nematode model organism. It is typically a hermaphrodite (males occur at rate less than 0.001% in the laboratory strain) and reproduces primarily by self-crossing. Its diploid genome is 100 mb in size and has approximately 20K protein-coding genes, 38% of which have human orthologs (Shaye and Greenwald (2011)). It grows quickly, only taking 60 hours to develop from a laid egg to a reproductive adult. It is amenable to genetic transformation: plasmids injected into the germline of a young adult are non-homology repaired into high-copy number artificial chromosomes called extra-chromosomal arrays. The usual genetic tools exist in the worm, including: RNA interference (by feeding with dsRNA producing bacteria), CRISPR, fluorescent reporters, etc (Ahringer (2006)). The worm is maintained on agar plates seeded with *E. coli*, or can be grown at large scale (millions of worms) in liquid culture. The worm has a well-conserved cell lineage, with L1 larva having exactly 558 cells and adult worms having approximately 1000 somatic cells plus a variable number of germline cells (Sulston et al. (1983)).
During normal development, the worm passes through four larval stages (L1-L4, molting in-between). It has an alternative larval stage called dauer, which it may enter between L1 and L2 larval stages due to low nutrition or overcrowding (dauer pheromone). If hatched in the absence of food, the worm arrests development in the first larval stage (called L1 arrest or L1 diapause). These alternative developmental plans are important in the study of aging and metabolism, and orthologs of the human insulin-like receptor (DAF-2 in the worm) and forkhead transcription factor FOXO (DAF-16) are key regulators of dauer and L1 arrest (Baugh et al. (2009); Kenyon et al. (1993)).

1.2 Insertional Mutagenesis

Forward genetic screens have been a cornerstone of genetic research in model organisms (St Johnston (2002); Page and Grossniklaus (2002); Jorgensen and Mango (2002)). They allow for the genes controlling a particular phenotype to be discovered without prior knowledge. Insertional mutagens, known elements of DNA which are randomly integrated into a genome, allow for rapid and large-scale genotyping of mutants. The known DNA sequence of insertional mutagens can be leveraged to selectively sequence the regions adjacent to a mutation and identify its location. Several types of insertional mutagens exist, such as transposons and transfer DNA (T-DNA; Boulin and Bessereau (2007), Desfeux et al. (2000)). Typically, when an insertional mutagen is integrated into an endogenous gene, it creates a loss-of-function mutation, though gain-of-function mutants have been created with enhancer-containing elements (Weigel et al. (2000)). Typically, when an insertional mutagen is integrated into an endogenous gene, it creates a loss-of-function mutation, though gain-of-function mutants have been created with enhancer-containing elements (Weigel et al. (2000)). Overall, the expected effect of an insertional mutant depends on the type of mutation (loss or gain-of-function) and the ploidy of the organism. In general, loss-of-function mutations are expected to be recessive as a functional copy of the gene on the sister chromosome may compensate, and gain-of-function mutations are expected to be dominant.
In haploid organisms, the design of an insertional mutant screen is similar to that of chemical mutagens and is affected mainly by the mutation rate, culture size, and labor of the screen (Shuman and Silvahy (2003)). In diploid organisms, however, a way to homozygous insertional mutants must be considered. In *Drosophila melanogaster*, heterozygous male mutants are backcrossed to virgin females containing a balancer (a selectable and recessively lethal marker) for the chromosome under study (St Johnston (2002)). The F2 animals heterozygous for the balancer and mutation are then inbred thereby producing F3 progeny that are either heterozygous for the balancer and mutation, or homozygous for the mutation. In *Arabidopsis thaliana*, heterozygous mutant F1 animals are self-crossed to produce homozygous F2 progeny (Page and Grossniklaus (2002)). The insertional mutagen (either transposon or T-DNA) contained a selectable marker to select for mutants.

In *C. elegans*, endogenous (Tc1, Tc3, Tc5; Martin et al. (2002)) and exogenous (Mos1; Boulin and Bessereau (2007)) Tc1/mariner-family transposons have been used for insertional mutagenesis. Unlike the selectable-marker containing insertional mutagens used in *Drosophila* and *Arabidopsis*, these transposons were used in their native form. Mutant F1 worms were self-crossed, similarly to *Arabidopsis*, in order to produce homozygous mutant F2 animals. However, without selection, homozygous wild-type animals would continue into the screen (Boulin and Bessereau (2007)).

1.3 Transposon Sequencing

Transposon sequencing (TnSeq, also known as insertion sequencing or INSeq) has been a recent development that has dramatically increased our ability to conduct genetic screens (van Opijnen et al. (2009); Goodman et al. (2012); Gallagher et al. (2011); Rinaldi et al. (2012); Bronner et al. (2016)). The general idea is to create a saturated insertional mutant population, subject it to some selection, and use sequencing to identify changes in mutant allele frequencies. In other cases, the lack
of detectable mutation in genomic regions has been used to determine the essentiality of genes (van Opijnen et al. (2009)). The technique relies on the ability to create high-throughput sequencing libraries from only the sites of mutation, leveraging the known sequence of the insertional mutagen. The measure of allele frequency (derived from number of sequencing reads) is then a quantitative measure of the functional effect of each mutant in the screen. Unlike traditional forward genetic screens, where only a handful of mutant lines are recovered, transposon sequencing can provide a measure of gene function for each and every gene in the genome in a single experiment.

A key challenge of transposon sequencing is the creation of the sequencing library. The original TnSeq method (van Opijnen et al. (2009)) leveraged an MmeI (a class IIS restriction enzyme that cuts 20bp downstream of its target) cutsite found in the inverted terminal repeat (ITR) of the magellan6 mariner transposon. By performing an MmeI digest on genomic DNA containing magellan6 insertions they were able to ligate sequencing adaptors to only those insertion sites. Other methods (see Table 1.1) have used probe-mediated ligation (Langridge et al. (2009)), in vitro transcription and microarray hybridization (Sassetti et al. (2001)), and transposon-specific PCR with blunt adaptor ligation (Bronner et al. (2016)).

Transposon sequencing has been performed in prokaryotes (van Opijnen et al. (2009); Goodman et al. (2012); Langridge et al. (2009); Sassetti et al. (2001); Gallagher et al. (2011); Gawronski et al. (2009)) and single-celled eukaryotes (Bronner et al. (2016)). To date, it has not be performed in an animal model. Note, Rinaldi et al. (2012) performed pooled sequencing of Schitsosoma mansoni insertional mutants, however, their method only qualitatively characterized the insertion bias of the mutagen used. They did not perform a saturating screen nor did they use their pooled sequencing results to infer gene function.

The type of analysis used on transposon sequencing reads depends on the type of screen. For essential genes in a saturated screen, hidden Markov model (Solaiman-
pour et al. (2015)) or window-based (Dejesus et al. (2015)) methods have been used to detect essential regions of the genome that lack any insertion. For conditionally essential gene, the significant changes in allele frequency after selection have been detected using differential expression tools (e.g. edgeR; Dembek et al. (2015)) or hidden Markov models (Pritchard et al. (2014)).
<table>
<thead>
<tr>
<th>Citation</th>
<th>Organism</th>
<th>Library Type</th>
<th>Mutagenesis</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>van Opijnen et al. (2009)</td>
<td>Streptococcus pneumoniae</td>
<td>TnSeq (MmeI type IIS digest and PCR), Illumina</td>
<td>mariner (magellan6)</td>
<td>Single gene essentiality</td>
</tr>
<tr>
<td>Goodman et al. (2012)</td>
<td>Bacteroides thetaiotaomicron</td>
<td>INSeq (MmeI type IIS digest, linear PCR, biotin), Illumina</td>
<td>mariner (HimarI-derived)</td>
<td>Different growth conditions</td>
</tr>
<tr>
<td>Gawronski et al. (2009)</td>
<td>Haemophilus influenzae</td>
<td>HITS (Illumina adaptor ligation, junction PCR, biotin)</td>
<td>mariner (HimarI-derived)</td>
<td>Selecting for survivability in host</td>
</tr>
<tr>
<td>Langridge et al. (2009)</td>
<td>Salmonella typhi</td>
<td>TraDIS (Illumina ligation with single PCR)</td>
<td>Tn5</td>
<td>Growth in presence of bile</td>
</tr>
<tr>
<td>Sassetti et al. (2001)</td>
<td>Mycobacterium bovis (tuberculosis)</td>
<td>TraSH (transduced with phage, T7 to make RNA, hybridized to microarray)</td>
<td>mariner (HimarI-derived)</td>
<td>Different growth conditions</td>
</tr>
<tr>
<td>Bronner et al. (2016)</td>
<td>Plasmodium falciparum (malaria)</td>
<td>Qiseq (Illumina, splinkerette, nested PCR)</td>
<td>piggyBac</td>
<td>Fitness</td>
</tr>
<tr>
<td>Gallagher et al. (2011)</td>
<td>Pseudomonas aeruginosa</td>
<td>Tnseq-circle (Illumina, adaptor ligation, ligation-based circularization)</td>
<td>T8 (Tn5-derived)</td>
<td>Essentiality and drug resistance</td>
</tr>
<tr>
<td>Rinaldi et al. (2012)*</td>
<td>Schitosoma mansoni (flatworm)</td>
<td>Illumina, ligated adaptors and nested PCR</td>
<td>MLV retroviral transduction</td>
<td>Insertion bias</td>
</tr>
</tbody>
</table>

Table 1.1: A list of insertion sequencing methods. Article, organism studied, description of sequencing library method, insertional mutagen used, and description of the screen is presented. *Note, Rinaldi et al. (2012) performed pooled sequencing of insertion sites but not as a transposon sequencing experiment.
1.3.1 Design of experiments

1.4 Association Studies in C. elegans

Only recently have the resources necessary to study the effect of natural genetic variation on quantitative traits have been developed in *C. elegans* (Gaertner and Phillips (2010); Andersen et al. (2012, 2015); Cook et al. (2016)). A collection of 97 wild isolates (Andersen et al. (2012)) was curated and genotyped by restriction-site associated DNA sequencing (RADseq). Though the genetic diversity of *C. elegans* was reportedly low, the authors were able to map alleles with large phenotypic effect (abamectin-resistance and aversion to the pathogen *Pseudomonas aeruginosa*) through association studies.

1.5 Chapter Summary

In this thesis, I designed and we implemented transposon sequencing in *C. elegans* (Ce-TnSeq), the first such approach in an animal model. We also performed pooled GWAS for starvation survival in *C. elegans*. In Chapter 2, I used simulation-based approaches to determine the optimal design (with regards to statistical power) of Ce-TnSeq experiments. In Chapter 3, I describe our Ce-TnSeq protocol and show results from a control experiment. In Chapter 4, I used population genotyping using restriction site-associated DNA sequencing (RADseq) to perform association studies across 95 *C. elegans* wild isolates for starvation survival.
In this chapter, I have used *Monte Carlo* simulation to describe the statistical power of, and optimally design, a Ce-TnSeq experiment. I assume the Mos1 transposon (Boulin and Bessereau (2007)) is used for mutagenesis. In previous bacterial and other single-celled TnSeq experiments, the emphasis of experimental design was to estimate the amount of replication and culture size required to saturate the target organism’s genome (Bronner et al. (2016); Barquist et al. (2016); van Opijnen and Camilli (2013)). In many cases, the transformation and transposition efficiency was so high (and the culture size limits so low) that the design was trivial (van Opijnen et al. (2009)). The design of a C. elegans TnSeq experiment, however, is not trivial due to the following aspects. First, the rate of Mos1 transposition in C. elegans is quite low, less than 1 per animal (Boulin and Bessereau (2007)). Second, the induced Mos1 insertions are heterozygous in the F1 generation, requiring several generations of self-crossing to produce an adequate number of homozygous insertion mutants. Finally, our possible culture sizes are orders of magnitude smaller than cell...
culture, with cultures greater than 10-20 million animals becoming too cumbersome (population density requirements force these cultures to be comprised of several > 1 liter, temperature-controlled, agitated flasks). This complexity necessitates the use of simulation to explore the effect of experimental parameters on the power of a Ce-TnSeq experiment.

2.1 The Size of a Saturating Screen

The first part of designing any screen is determining the number of animals to needed to saturate the screen. The Mos1 transposon has been previously used for insertional mutagenesis in the worm, and inserts into a random TA-dinucleotide (Bessereau et al. (2001); Vallin et al. (2012)). The transposon is mobilized into the genome of F1 animals, causing them to be heterozygous for insertions. I used the empirical mutation rate of the Mos1 transposon (Vallin et al. (2012)) and C. elegans genome to determine the distribution of mutations in an F1 population.

Let \(X = x, x = \langle x_1, x_2, \ldots, x_m \rangle\) be a random variable (r.v.) denoting the genotype of an animal where \(m\) is the number of TA-dinucleotides in the genome and \(x_i \in \{0, 1, 2\}\) denotes whether the animal is homozygous wild-type, heterozygous mutant, or homozygous mutant, respectively for the \(i\)th locus.

Let \(X^{(j)} = \langle x_1, x_2, \ldots, x_{n_j} \rangle^T\) be the \(n_j \times m\) r.v. denoting the genotypes of the \(j\)th generation, where \(n_j\) is the total number of animals in that generation. The F1 generation has several unique constraints corresponding to the behavior of the Mos1 mutagen. First, each mutation is heterozygous; formally,

\[X^{(1)}_{k,i} \leq 1, \forall k, i\]  \hspace{1cm} (2.1)

Second, the number of mutations per F1 animal, \(M_k = \sum_i 1_{X^{(1)}_{k,i} \geq 1}\) follows the empirically-derived Mos1 rate distribution (Vallin et al. (2012); Boulin and Bessereau (2007))(Table 2.1). Note, the expected number of mutations per animal is \(E[M_k] =\)
Table 2.1: Empirical distribution of Mos1 mutation rate. Rates were calculated by the published rate of any mutation (Boulin and Bessereau (2007)) and a collection of over 13,000 mutants (Vallin et al. (2012)).

<table>
<thead>
<tr>
<th>$m_k$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Pr(M_k = m_k)$</td>
<td>0.5</td>
<td>0.484</td>
<td>1.56E-02</td>
<td>1.50E-04</td>
<td>3.75E-05</td>
<td>3.75E-05</td>
</tr>
</tbody>
</table>

0.52, and the expected number of mutations per mutant animal is $E[M_k|M_k \geq 1] = 1.03$.

We consider a locus $i$ affecting a particular gene $g$ if $i$ is within the functional region of $g$. We define the functional region of $g$ as any nucleotide within its 1kB upstream promoter region, its 5' untranslated region (UTR), its exons, or its 3' UTR (introns are not considered functional). Let $G_i = g_i$ be the r.v. denoting the gene associated with locus $i$. The value of $g_i$ is between 0 and the number of protein-coding genes in the genome (20252, genome version WS256). When $G_i = 0$, we consider the locus non-informative (i.e., intergenic or intronic). The Mos1 transposon inserts into a random TA-dinucleotide (Bryan et al. (1990)), therefore,

$$P(G_i = g_i) = \begin{cases} \frac{\#\text{TAs in } g_i \text{'s functional region}}{\#\text{TAs in entire genome}} & \text{for } g_i > 0 \\ 1 - P(G_i > 0) & \text{otherwise,} \end{cases} \quad (2.2)$$

I sought to determine the relationship between the number of F1 mutant animals, and the percentage of protein-coding genes with at least one mutation in the F1 generation. For a given F1 size, $n_{F_1}$, I simulated $n_{F_1}$ draws from the Mos1 mutation rate distribution. For each draw, each mutation was assigned to a random TA-dinucleotide in the genome. If the TA resided within the functional region of a gene, that gene was considered hit. This allowed us to consider the distribution of gene sizes in our calculation. Figure 2.1A shows the results. We require over 400K F1 animals to hit every gene in the genome. 75K animals are required to hit 50% of genes. Note, since these draws are independent, the results are additive over replication. That
Figure 2.1: Number of animals to saturate genome. Using the empirical Mos1 mutation rate and the annotated C. elegans genome (WS256), I simulated populations of F1 animals. We assumed Mos1 insertions were uniform across all TA-dinucleotides. Shown is the amount of saturation expected given a particular number of F1 animals.

is, 400K F1 animals in one experiment will provide the same saturation as 100K F1 animals over four experiments. We also see a linear relationship between the number of animals and the expected number of independent insertions per gene (Fig. 2.1B).

2.2 Maximizing Homozygosity

We expect that transposon insertions will typically result in loss-of-function for the affected gene. Therefore, to achieve functional mutants, the heterozygous F1 generation must be self-crossed for several generations. A simple Mendelian model shows that the number of heterozygous animals decreases each generation and the number of homozygous animals increases. However there is a cost with each generation.
Figure 2.2: Independent loci per gene by number of animals. Using the empirical Mos1 mutation rate and the annotated C. elegans genome (WS256), I simulated populations of F1 animals. We assumed Mos1 insertions were uniform across all TA-dinucleotides. Shown is the expected number of different loci mutated per gene given a particular number of F1 animals.

There are the immediate concerns of labor and time (5 days per generation), but also that the exponential increase in population size between generations quickly becomes unmanageable. The result being that populations have to be sub-sampled to below the culture limit in later generations. That sub-sampling may cause mutant lineages to be excluded from the final generation.

I sought to determine the effect of F1 size, brood collection strategy, population limit, and generations of self-crossing on the expected number of homozygous animals per transposon mutant. Let $Y$ be the $m$-element genotype of a child of $X$. We assume
Mendelian inheritance of self-crossing progeny, or formally,

\[ P(Y_i = 0|X_i = x_i) = \begin{cases} 
 1, & x_i = 0 \\
 0.25, & x_i = 1 \\
 0, & x_i = 2 
\end{cases} \]  
(2.3)

\[ P(Y_i = 1|X_i = x_i) = \begin{cases} 
 0, & x_i = 0 \\
 0.5, & x_i = 1 \\
 0, & x_i = 2 
\end{cases} \]  
(2.4)

\[ P(Y_i = 2|X_i = x_i) = \begin{cases} 
 0, & x_i = 0 \\
 0.25, & x_i = 1 \\
 1, & x_i = 2 
\end{cases} \]  
(2.5)

There are several lab methods for collecting progeny from adult nematodes in liquid culture: bleach treatment of gravid worms, gravity (size) separation of adults and eggs/larvae, and optimized density preparations (i.e. setting up a culture to deplete food and arrest development at a given time/density). In my simulations, I model the number of progeny \( B \) collected from a given animal as a r.v. from a Poisson distribution with mean \( \lambda_{B_j} \), where \( \lambda_{B_j} \) is an integer between 5 and 50, denoting the range of efficiencies for the above collection methods, to be used to collect progeny from generation \( j \). Note, our simple Poisson model could be replaced with an empirical distribution for any of the above collection methods.

The probability of a given progeny being in the next generation depends on whether the population exceeds the max culture size. Therefore, the probability of a progeny \( Y \) being collected is:

\[ P(Y \text{ being collected}) = \min(1, \lambda_{B_{j-1}} n_{j-1}/n_{\text{max}}) \]  
(2.6)

where \( n_{j-1} \) is the number of animals in the previous generation and \( n_{\text{max}} \) is the culture size limit.

To avoid the possible memory limitations of simulating large populations over
Figure 2.3: Pseudo-code for self-crossing simulation. `SimulateGenerations` is the master procedure running the simulation, and `SimulateLineage` is the recursive lineage simulator. Parameters to the simulation are: \( n_1 \) the number of F1 animals, \( t \) the number of generations to self, \( n_{\text{max}} \) the culture size limit, and \( \lambda_{B_1}...\lambda_{B_t} \) the collection method mean for each generation.

**SimulateGenerations**

```plaintext
procedure SimulateGenerations(n_1, t, n_{\text{max}}, \lambda_{B_1}...\lambda_{B_t})

  for k in 1 : n_1 do
    x ← sampled F1 animal
    tally SimulateLineage(x, n_1, \lambda_{B_1}...\lambda_{B_t}, 2, t, n_{\text{max}})
  end for

end procedure
```

**SimulateLineage**

```plaintext
procedure SimulateLineage(x, n_{i-1}, \lambda_{B_1}...\lambda_{B_t}, i, t, n_{\text{max}})

  if i = t then
    return x
  else
    n_i ← n_{i-1}\lambda_{B_{i-1}}
    m ← Poisson(\lambda_{B_i})
    m' ← Binom(m, \min(1, n_{\text{max}}/n_i))
    y ← {} for k in 1 : m' do
      z ← sampled self-crossed progeny of x
      y ← y ∪ SimulateLineage(z, n_i, \lambda_{B_1}...\lambda_{B_t}, i + 1, t, n_{\text{max}})
    end for
    return y
  end if

end procedure
```

time, I designed my simulation to model a single F1 lineage recursively. Pseudo-code for the simulation is shown in Figure 2.3.

I exhaustively evaluated combinations of parameters, and recorded the expected number of homozygous and heterozygous animals from a given F1 lineage in the final generation. I allowed the number of generations to vary from 3 to 5; each \( \lambda_{B_i} \) to independently be 5, 20, or 50; the culture limit to be either 10 million or 20 million animals; and the F1 size to vary from 10K to 50K in steps of 10K. Therefore, it was a total of 1170 parameter sets.

Of the parameters I varied, the different brood collection methods do not have an associated cost, but do affect the final counts of homozygous mutants. Therefore, I reported only the most optimal (in terms of number of homozygous animals) brood collection strategies. Table 2.2 and Figure 2.4 show the results. As expected, we see
Table 2.2: Optimal brood collection. For a given number of generations $j \in \{3, 4, 5\}$, F1 size $n_{F1}$, and population limit $n_{\text{max}}$, the optimal brood collection means $\lambda_{B_1}, \ldots, \lambda_{B_4}, \lambda \in \{5, 20, 50\}$ are shown with respect to expected number of homozygous mutants per locus in $F_j$.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$n_{F1}$</th>
<th>$n_{\text{max}}$</th>
<th>$\lambda_{B_1}$</th>
<th>$\lambda_{B_2}$</th>
<th>$\lambda_{B_3}$</th>
<th>$\lambda_{B_4}$</th>
<th>Mean Het.</th>
<th>Mean Hom.</th>
<th>SD Het.</th>
<th>SD Hom.</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>10000</td>
<td>20 mil.</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>488</td>
<td>765</td>
<td>99</td>
<td>164</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>20000</td>
<td>20 mil.</td>
<td>20</td>
<td>50</td>
<td>20</td>
<td>242</td>
<td>391</td>
<td>85</td>
<td>133</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>30000</td>
<td>20 mil.</td>
<td>20</td>
<td>50</td>
<td>20</td>
<td>167</td>
<td>263</td>
<td>53</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>40000</td>
<td>20 mil.</td>
<td>50</td>
<td>20</td>
<td>20</td>
<td>122</td>
<td>196</td>
<td>28</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>50000</td>
<td>20 mil.</td>
<td>20</td>
<td>50</td>
<td>20</td>
<td>96</td>
<td>154</td>
<td>34</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10000</td>
<td>20 mil.</td>
<td>5</td>
<td>50</td>
<td>50</td>
<td>250</td>
<td>948</td>
<td>157</td>
<td>556</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>20000</td>
<td>20 mil.</td>
<td>5</td>
<td>20</td>
<td>50</td>
<td>132</td>
<td>476</td>
<td>82</td>
<td>273</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>30000</td>
<td>20 mil.</td>
<td>5</td>
<td>20</td>
<td>50</td>
<td>84</td>
<td>317</td>
<td>50</td>
<td>191</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>40000</td>
<td>20 mil.</td>
<td>5</td>
<td>5</td>
<td>50</td>
<td>64</td>
<td>248</td>
<td>52</td>
<td>148</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>50000</td>
<td>20 mil.</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>51</td>
<td>193</td>
<td>36</td>
<td>104</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10000</td>
<td>20 mil.</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>20</td>
<td>124</td>
<td>1017</td>
<td>99</td>
<td>660</td>
</tr>
<tr>
<td>5</td>
<td>20000</td>
<td>20 mil.</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>50</td>
<td>68</td>
<td>513</td>
<td>51</td>
<td>301</td>
</tr>
<tr>
<td>5</td>
<td>30000</td>
<td>20 mil.</td>
<td>5</td>
<td>20</td>
<td>5</td>
<td>50</td>
<td>43</td>
<td>340</td>
<td>29</td>
<td>193</td>
</tr>
<tr>
<td>5</td>
<td>40000</td>
<td>20 mil.</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>34</td>
<td>260</td>
<td>27</td>
<td>157</td>
</tr>
<tr>
<td>5</td>
<td>50000</td>
<td>20 mil.</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>23</td>
<td>189</td>
<td>20</td>
<td>126</td>
</tr>
</tbody>
</table>

the ratio of homozygous to heterozygous animals to be invariant with respect to initial F1 size; as there is no selection it depends solely on the number of generations. We also find that the number of homozygous animals decreases as the F1 size increases. This is because that for most parameter sets, the population will reach the culture size limit before the last generation. Once the sub-sampling occurs due to the limit, each lineage is sub-sampled and its frequency in the population is a function of population complexity. Increasing the culture size limit increases the number of homozygous animals across parameter sets. With the size limit at 20 million, even with 50K F1 animals we can have more than a hundred homozygous mutants per lineage in the final culture.

We saw an interesting trend in the optimal brood collection strategy (Table 2.2). The negative effects of sub-sampling the population seem to be mitigated by slowly growing the population (e.g., collecting 5 eggs per adult) and collecting more eggs at the final generation; essentially delaying the generation by which the culture limit
is reached. Note, this result is also dependent on the distribution used to model the brood collection. The Poisson has a lower variance (equal to the mean) at low values. If the lower collection strategy has more variance (i.e. more animals have 0 progeny), one would expect fewer lineages surviving to the final generation.

2.3 Maximizing Power of a Starvation Survival Assay

I sought to characterize Ce-TnSeq in terms of statistical power. Consider an experiment where a sample of larvae are subjected to some selection (e.g. a toxicological study, starvation, oxidative stress). The goal of such an experiment is to identify mutant loci, and their corresponding genes, that affect the ability of the animal to

---

**Figure 2.4**: Expected number of homozygous mutants in different scenarios. A. The percentage of mutant animals (heterozygous plus homozygous) that are homozygous as a function of terminal generation. As expected, the ratio of homozygous animals increases each generation and is independent of initial culture size. B. The absolute number of homoyzgous animals expected as a function of terminal generation (x-axis), initial culture size (color), and population limit (left and right panels, 10 and 20 million respectively).
survive the stress (becoming either more sensitive or more resistant). The exper-
imental population is sampled before and after treatment, and the corresponding
shifts in allele frequency are measured. The statistical problem is determining which
allele frequency changes are statistically significantly different from wild-type.

Our ability to detect changes in allele frequency depends on the biological vari-
ability of the stress response, the size of each sample before/after treatment, the
depth of sequencing coverage, and the fidelity of the Ce-TnSeq library preparation. I
extended our previous simulation to account for these different sources of variation,
and investigated their consequences on our power to detect functional alleles in a
hypothetical starvation survival assay.

Let \( X^{(j)} \) be the population to subject to starvation, with size \( n_j \). A sample \( \tilde{X} \)
is taken before selection and a sample \( \tilde{X} \) is take after, with samples sizes \( n_\tilde{X} \) and \( n_{\tilde{X}} \)
respectively. The probability that an animal is in \( \tilde{X} \) is \( n_\tilde{X} / n_j \) (the relative size of the
sample). In order for an animal to be part of the post-selection sample \( \tilde{X} \), it must
not be taken in the first sample, it must survive the selection, and it must be in the
portion of the post-selection population that makes it into \( \tilde{X} \).

I used empirical data (Jon Hibshman, unpublished) to model the probability of
an animal surviving starvation for a given amount of time \( t \). I looked at the mean and
standard deviation of starvation survival times (in buffer S-virgin) for wild-type (N2),
daf-16 (a known strongly sensitive mutant), and daf-2 (a known strongly resistant
mutant). The survival function for each strain was fit by a normal distribution. The
means were 4, 12.8, and 31 days for daf-16, N2, and daf-2, respectively. I interpolated
intermediate effects by fitting a linear regression to the standard deviation of the
survival function. I assumed that mutants are recessive, so for a given animal, its
survival function is wild-type if it is heterozygous, and is functionally different if it
homozygous. Formally, let \( S = s \) be r.v. denoting the time-of-death for given animal
Figure 2.5: Empirical starvation survival means and standard deviations for known mutants. Sample mean and sample standard deviations are plotted for daf-16 (sensitive), N2 (wild-type), and daf-2 (resistant) mutants (Jon Hibshman, unpublished). Blue line denotes the observed linear relationship between mean and standard deviation. Grey area denotes 95% confidence interval.

\[ x \in X^{(j)} \text{ under starvation, } P(x \text{ survives to time } t) = (1 - n_x/n_j)P(S > t) \text{ and,} \]

\[ S \sim \begin{cases} 
N(\mu_{\text{mut}}, \sigma(\mu_{\text{mut}})) & , \text{x is homozygous for mutation} \\
N(\mu_{\text{wt}}, \sigma(\mu_{\text{wt}})) & , \text{otherwise}
\end{cases} \quad (2.7) \]

where \( t \) is the duration of starvation, \( \mu_{\text{wt}} = 12.8 \), \( \mu_{\text{mut}} \) is the mutant homozygous survival time mean, and \( \sigma(\mu) = 0.61 + 0.54\mu \) (the fit linear model).

The probability of a surviving animal being captured in the second sample \( \tilde{X} \) is the ratio between the sample size and the number animals alive at the collection time \( t \). We assume that the majority of mutations will have no effect on survival, therefore the size of the population at time \( t \) is \( (n_j - n_x)P(S > t) \).

Unfortunately, we can’t measure the number of animals in each sample directly.
Instead, animals are lysed, their genomes are mixed, a sequencing library is created, and that library is sequenced on a sequencer. For our analysis we will not be modeling the library process (such an effort is better suited to empirical measurement), and instead will assume the library protocol is ideal. That is, it creates an infinite pool of genome molecules that maintains the original allele frequency of the sample. Such an assumption allows us to define a base measure of power for any Ce-TnSeq library.

Assuming each sample is prepared ideally, we can model the sequencing noise with a Poisson distribution. Note, in RNAseq models a negative binomial is preferred to the Poisson as real RNAseq data is over-dispersed (Yu et al. (2013)). I maintain that the Poisson is appropriate here as we are modeling an ideal library as well as capturing much more variability in other parts of our model. For a given locus $i$, let $A_i = \sum_{x \in \hat{X}} x_i$ be the total number of mutant allele counts at locus $i$ in sample $\hat{X}$ (counting singly the heterozygous animals and doubly the homozygous). The expected number of sequenced reads at locus $i$, $R_i$, is modeled by,

$$R_i = r_i|A_i, A \sim \text{Poisson}(\frac{A_i}{A}n_r)$$  \hspace{1cm} (2.8)

, where $A = \sum_{x \in \hat{X}, 1 \leq i \leq m} x_i$ is the total number of transposon alleles in the sample and $n_r$ is the total number of reads.

With the above model, I sought to explore the statistical power we have to detect loci with varying magnitudes of effect on starvation survival. The power, or $1 - \text{probability of Type II error}$ , is the probability of detecting a significantly different locus $i$, given a p-value threshold of $\alpha$. Using my previously calculated optimal parameters for creating homozygous $X^{(j)}$ populations, I varied the time of starvation $t$ (8, 12, and 21 days), the sample size for $\hat{X}$ and $\hat{X}'$ (1-4 million live animals), and the number of reads $n_r$ (multiplexing a 250 million read Hiseq 2500 lane by 1, 12, 24, 48, and 96). For each parameter set, I estimated the population size at $t$ and simulated the null model (loci with $\mu_{\text{mut}} = \mu_{\text{wt}}$). Once I established the null model,
I simulated mutant loci with varying magnitudes of effect ($\mu_{\text{mut}}$), and calculated the overlap of their read distributions with the null model a p-value cutoff of 0.001. The hypotheses used in my power analysis were:

$$H_0: \log(R_{0,\bar{X}}/R_{0,\bar{X}}) = \log(R_{i,\bar{X}}/R_{i,\bar{X}}) \quad (2.9)$$
$$H_a: \log(R_{0,\bar{X}}/R_{0,\bar{X}}) \neq \log(R_{i,\bar{X}}/R_{i,\bar{X}}) \quad (2.10)$$

where $R_{0,\bar{X}}$ and $R_{i,\bar{X}}$ are the reads from a phenotypically wild-type mutant and the mutant under consideration, respectively, after starvation.

Figure 2.6 shows the optimal power we can achieve as a function of F1 size and mutant effect ($\mu_{\text{mut}}$). As the initial F1 culture size increase, we know from our previous results that the number of homozygous mutant animals per locus decreases. We saw that this caused a decrease in power. I also show, as expected, that our power to detect the a mutant’s functional effect decreases as that effect becomes closer to the wild-type average (12.8 days).

I further showed (Figure 2.7) that our power to detect mutant effect is dependent on the starvation time relative to the mutant survival time. That is, at 8 days of starvation, we have virtually no power to detect long-lived mutants as the wild-type animals are still mostly alive at 8 days. However, we still have power to detect short-lived mutants, as their numbers will be dramatically reduced with respect to wild-type. If we increase the starvation time to 21 days, we gain the ability to detect mutants with mean survival greater than 16 days, though mutants close to the average survival (12.8 days) are still undetectable within our parameters. Note, we still maintain the ability to detect short-lived mutants after 21 days of starvation. This is due to their still being a detectable number of wild-type animals alive at day 21. We expect our ability to detect short-lived mutants to dramatically decrease at longer starvation times.

I also assessed the impact of sample collection size (e.g. $n_{\bar{X}}$ and $n_{\bar{X}}$, for simplicity,
Figure 2.6: Simulating the power of a starvation survival Ce-TnSeq experiment. Optimal power is plotted as a function of mutant mean survival ($\mu_{\text{mut}}$, x-axis) and initial culture size (color).

For small F1 culture sizes where we have an ample amount of homozygous mutants, we see diminishing returns on increasing the sample collection size past 2 million animals. For the largest F1 culture size (50K) with the fewest number of homozygous animals, we actually see a drop in power for larger sample sizes. This is due the $X$ sample taking too many mutant animals and reducing the number of animals post-starvation. We also saw an unexpected increase in power from 30K to 40K F1 size. I therefore investigated the empirical distribution of the test statistic (the difference between mutant log ratios, Figure 2.8B). The uneven nature of the distributions shows the noise in calculating the distribution given the number of iterations in our simulation (300 per parameter set). We believe that this
Figure 2.7: The effect of starvation time on power. We show how our ability to detect mutant effect varies as a function of starvation time (each panel, 8, 12, and 21 days) relative to mutant mean survival (x-axis). The data is shown for an F1 size of 30K, a terminal generation of 4, a p-value cutoff of 0.001, and optimal parameters for sample size and sequencing depth.

Finally, I investigated the effect of sequencing depth on power (Figure 2.9). We saw that for the parameters tested (F1 size of 30K, terminal generation of 5, mutant survival of 16 days, starvation time of 21 days, p-value cutoff of 0.001), that power was only affected after multiplexing greater than 48, or less than 5 million reads.

2.4 Conclusions

I used simulation-based analyses to optimally design a Ce-TnSeq experiment and to characterize our statistical power in a proposed starvation survival experiment. I...
Figure 2.8: The effect of sample size on power. A. We show how power varies as a function of sample collection size ($n_X = n_{\bar{X}}$, x-axis) and F1 culture size (color). The data is shown mutant survival time of 16 days, terminal generation 3, population cap of 20 million, starvation time of 21 days, and 5.2 million reads. B. To investigate the cross-over between the 30K and 40K F1 sizes in panel A, we show the empirical distribution of the test statistic.

characterized the effect of various experimental parameters on the number of genes screened and the number of homozygous and heterozygous mutant animals per insertion locus. We found that a brood collection strategy that collects few animals in the first generations and collects as many progeny as possible in the final generation is optimal in terms of number of homozygous mutants per locus.

My power analysis considered many parameters: the above experiment design parameters (F1 size, brood collection strategy, population limit, number of generations), length of starvation, sample collection size, sequencing depth, and p-value cutoff. We found that at short starvation times, we have the power to detect starvation sensitive mutants but lack the power to detect resistant mutants. I found that at late time points, we had the power to detect both sensitive and resistant mutants, but postulated that too long of starvation will decrease our ability to detect the most sensitive mutants. I showed that sample collection size must be relative to the
number of homozygous animals in the final generation; too few animals collected reduces power, but too many animal collected leads to diminishing returns and a drop in power when the number of homozygotes is small. Finally, I measured the effect of sequencing depth on our statistical power, and showed that a high level of multiplexing (48 libraries) is possible with the parameters tested.

To our knowledge, this is the first design analysis of a transposon sequencing experiment that considers diploidy. We plan to use our simulation to design our actual Ce-TnSeq experiments. The simulation is also invaluable in identifying potential areas for improvement in the molecular biology of Ce-TnSeq. For example, large gains in saturation and power can be had if the mutation rate can be increased, or

Figure 2.9: The effect of sequencing depth on power. Sequencing depth is represented as the degree of multiplexing on a HiSeq 2500 V4 lane (250 million reads). The data shown is for a F1 size of 30K, terminal generation of 5, mutant survival mean of 16 days, starvation time of 21 days, p-value cutoff of 0.001.
homozygous mutants be selected for in the final generation.

As is, our simulation approximates an ideal Ce-TnSeq protocol by modeling read counts with a Poisson distribution. It would be straightforward to replace this distribution with empirical data from a Ce-TnSeq library. This would allow us to anticipate the power of future Ce-TnSeq experiments.
C. elegans Transposon Sequencing (Ce-TnSeq)

Transposon sequencing is a method for measuring the effect of gene loss-of-function at a genome-wide scale (van Opijnen et al. (2009)). It combines transposon-mediated mutagenesis and insertion site sequencing. A saturated transposon mutant population is created and subjected to selection (or stratification) for a particular phenotype. Mutant allele frequencies in the population are measured before and after selection, and the functional effect of the gene loss-of-function is inferred from the allele frequency shift.

To date, transposon sequencing has been limited to single-celled microorganisms or cell culture (Table 1.1). Here, we implemented transposon sequencing in the metazoan model, *Caenorhabditis elegans*. Having transposon sequencing in the nematode would allow us to perform genome-wide characterizations of gene function for a variety of phenotypes. We will be able to screen tissue-specific and hormone-directed pathways, such as insulin-like signaling.

Transposon-mediated mutagenesis has been previously done in *C. elegans* (Bessereau et al. (2001)) using the exogenous *mariner* transposon Mos1 (Bryan et al. (1990)).
The existing method relies on a transgenic mutator strain which contains the Mos1 transposon and the mobilizing transposase enzyme (under a heat shock-inducible promoter) on two separate extra-chromosomal arrays. Young reproductive mutator adults are heat-shocked, causing the transposase to mobilize the transposon elements in the array into the genome. This occurs in both the soma and the distal germline. The germline insertions cause the F1 progeny of the heat shocked adults to be heterozygous for transposon insertions (around 50% of F1 animals contain 1-2 insertions). The F1 animals are then either screened immediately or self-crossed for a single generation (F2).

The method of Mos1 transposition is shown in Figure 3.1. The transposase excises the Mos1 transposon (causing a double-stranded break) and inserts it into a random TA-dinucleotide. Previous work (Vallin et al. (2012)) has concluded that the insertion event is relatively unbiased across the genome (over 13,300 mutant animals considered).

There are several challenges in adapting the existing Mos1 mutagenesis method for transposon sequencing. First, the current method requires manual or large particle fluorescence-based sorting to maintain the doubly-transgenic mutator strain (the separate extra-chromosomal arrays for the transposon and transposase have a 30%-40% percent chance of degrading between generations). Second, the mutant population itself must be sorted against the transposon-containing array otherwise the genotyping would only report the array location (the transposon is at high copy number, 300-800, in the array). Finally, the existing method uses a restriction enzyme-based inverse PCR method. This method can only detect insertions that are at the right distance from the associated cut site. The inverse PCR is also designed around Sanger sequencing, and as is does not result in a next gen sequencing library.
3.1 Redesigning the Mos1 Mutagenesis System

We sought to increase the throughput and reduce the labor of the existing Mos1 mutagenesis system. We therefore engineered a new mutator strain, LRB311 (dukEx125[Prps-0::hygR+Pmyo-2::mCherry+Phsp16.48::MosTase+Mos1 AscI Substrate]), that addressed the drawbacks of the original. First, I combined the transposon and transposase onto a single extra-chromosomal array. This allows us to select for only a single marker for the mutator strain. Second, in addition to a single fluorescent marker (allowing for manual screening), I inserted a recently developed hygromycin resistance marker (Tas et al. (2015)). This drug-based marker is easy to use, cheap, and can be added to normal culture conditions. Finally, I engineered a rare restriction site on either flank of the transposon in the extra-chromosomal array (Figure 3.2). This allows us to avoid removal of transposon array-containing animals prior
Figure 3.2: Insert map for pBM020. pBM020 contains the transposon DNA (purple) for the mutator strain. AscI cut sites (red line) allow for the transposon to be selectively degraded within the extra-chromosomal array. PCR primers BM070/BM098 (magenta) are used to detect array contamination in mutant lines. PCR primers BM095.F/R are used to detect the presence of the transposon. Primers B7 and BM146 (orange) are used in the nested PCR of the Ce-TnSeq protocol. In parenthesis is the location of BM146 including the overhang portion of the primer. BM138 (blue) is the custom read 1 sequencing primer. See supplemental data for complete plasmid map. The above insert was cloned into the multiple cloning site of PUC19. See supplemental data for full plasmid map and sequence.

to genotyping, as we can selectively digest the array transposons in our DNA prep.

We tested the mutagenic rate of strain LRB311 as follows. We heat-shocked 10 young adults (P0) according to the existing protocol (see Materials and Methods). We randomly selected and isolated 27 F1 progeny from the P0. The F1 progeny were self-crossed for 2 generations (F3). DNA was extracted from 10-12 array-negative (based on lack of fluorescence) animals per F1. This DNA split was into 3 and PCR-amplified for: genomic DNA (daf-16, positive control), the extra-chromosomal array, and transposons (array or genomic). Figure 3.3 shows the results. In our single replicate, we observe 78% of animals containing a transposon insertion. This number agrees with the roughly %50 rate reported for the existing method (Boulin and Bessereau (2007); Vallin et al. (2012)). We also observe animals that do not have a transposon, suggesting that our strain is free from genomic insertions (which would be present in all derived mutants).
Figure 3.3: Mutation rate of Mos1. 1.5% agarose gel (Ethidium Bromide). 1-27 are the 27 F1 animals screened, - is the wild-type N2 negative control, T+ is a single-copy transposon insertion strain positive control (IG129), A+ is an extrachromosomal array positive control (LRB311), and W the water control. In black, gDNA positive primers (daf-16, expected length 335bp); in red, array-specific primers (BM070/BM098, expected length 73bp); and in blue, transposon-specific (genomic or array) primers (BM095, expected length 135bp). Our controls behave as expected, and with censoring no-band gDNA samples (1,18,25-26) we observe a mutation rate of 78%. (Experiment performed by Rojin Chitrakar)

3.2 Creating a *C. elegans* Transposon Sequencing Library

After developing LRB311, a Mos1 strain capable of high-throughput mutagenesis, I sought to design an insertion site sequencing protocol for the Mos1 transposon. The existing method for identifying Mos1 insertions in *C. elegans* uses an restriction site-dependent inverse PCR reaction (Boulin and Bessereau (2007)). This method only identifies insertion sites that are a certain distance from a restriction site, which leads to many possible Mos1 sites being undetectable.

A variety of approaches have been applied to other transposons and other organisms (see Table 1.1 for a summary). We were restricted in the approaches we could consider as the Mos1 transposon is sensitive to internal modification as it reduces
its insertion rate (Lohe and Hartl (2002)). I decided on a PCR-based approach for
selective amplification and sequencing library adaptation of the insertion sites. This
approach is promising because it requires only minor modifications to a commercial
Illumina kit (NEB DNA Ultra, Cat. E7370S), and a conceptually similar approach
has been successfully applied to *plasmodia falciparum* (Bronner et al. (2016)).

Our insertion site sequencing method for Mos1, *C. elegans* transposon sequencing,
or Ce-TnSeq, is as follows. First, genomic DNA from a mutant population is isolated
and sonicated (Figure 3.4). This DNA will contain transposons inserted into the
genome as well as transposons within the extra-chromosomal array (the relative
frequency of each depends on the generation the DNA was harvested as the array
degraded between generations). This sonicated DNA is then end-repaired and A-
tailed according to the NEB DNA Ultra kit’s specifications. Then, according to
the kit protocol, Y-tailed adaptors are ligated either end of each A-tailed DNA
fragment (including transposon-less gDNA). The design of these primers prevent
a single primer from amplifying an adapted fragment. At this point, I introduce
an additional step: we digest the ligated DNA fragments with Ascl, a rare-cutting
restriction enzyme whose sites are engineered adjacent to array transposons (Figure
3.4). This digest removes the adaptors from array transposon fragments, effectively
silencing them in the further steps of the protocol.

The NEB kit uses a bead-based method for selecting ligated fragments of a spec-
ified size (as well as removing unligated adaptors from the prep). The typical rec-
ommended size for fragments is 200bp; I increased this to 500bp as we intend to
sequencing from the flank of the transposon, and that flank can occur anywhere in
the initial sonicated DNA fragments.

Typically, primers designed for each side of the Y-tailed adaptors are then used
to amplify the library and append Illumina-specific sequence to each fragment. How-
ever, we wish to only amplify the fragments containing transposon insertions. There-
Therefore, we use only one adaptor PCR primer, and replace the other with a primer specific to the left flank of the transposon (Figure 3.5). For additional specificity, I designed this PCR reaction to be a nested reaction, requiring two separate PCRs with separate primer pairs. This additional specificity was shown to be required by our work (results not shown) and in similar protocols (Bronner et al. (2016)). Finally, we use a custom sequencing primer (BMI138) designed to anneal precisely at the leftmost flank of the transposon. This allows us another degree of specificity, as well avoiding degenerate (i.e. from the transposon) sequence in the read 1 reads.

It should be noted that this protocol can also be extended to capture the right flank of the transposon. As the transposon itself is asymmetric (there are even minor differences in the ITRs), the adaptor-ligated sample would need to be split into two separate nested PCR reactions (one for each flank). The separate libraries could be combined prior to sequencing, but an additional custom sequencing primer would need to be designed for the right flank. The benefit of sequencing both flanks would be additional specificity (putative insertion loci that did not have reads from both flanks could be censored) as well as controlling for sequence-specific bias in the read counts (read counts for either flank of a specific locus could be averaged).

3.3 Sequencing Results for Ce-TnSeq Control Libraries

To test our Ce-TnSeq method, we made a panel of six control libraries: N2 - Mos1 transposon-less genomic DNA from the standard lab strain, N2+PCR - the previous DNA with an addition of PCR product from the transposon flank in the array, Standard - a controlled mixture of DNA from 15 different Mos1 transposon mutant strains (see Materials and Methods), IG129 - gDNA from a single Mos1 mutant strain, Array - gDNA from LRB311 (should only have the transposon in the array), and F1 - a Mos1 mutant population of heat shocked LRB311 parents’ progeny (should contain genomic and array insertions). All samples were prepared using the Ce-
TnSeq protocol, except the AscI digest was only performed on the F1 sample. N2 is our negative control to rule out any non-specific amplification of gDNA. N2+PCR is our positive control which should also show a single band in the library prep (other controls will show smears due to sonication). Standard contains 3 groups of 5 Mos1 mutant strains (15 total) combined over a 3-fold scale; it is a positive control that should allow us to measure are sensitivity at identifying insertions at different genomic locations at different concentrations. Array is another positive control that should allow us to confirm the flanking sequence of the transposon in the array. Finally, F1 is our experimental condition; we should be able to recapitulate the expected Mos1 mutation rate from the population as well as measure any site-specific bias in our amplification (as the F1 population is heterozygous and the insertions are independent, each insertion should be at the same frequency).

An agarose gel of our Ce-TnSeq control libraries is shown in Figure 3.6. We saw the expected size band (407bp) of the PCR product in N2+PCR. We also saw a similar-sized band (but fainter) in our N2 negative control, evidence of cross-contamination of the PCR product, a known issue we had in the prep (data not shown). However, contaminated N2 sample (and the N2+PCR sample) showed no visible other product, providing evidence for specific amplification of insertion sites only. The remaining samples showed multiple banding patterns and smears, evidence that multiple sonicated fragments were being amplified by the protocol. Note, the gel patterns were qualitatively similar to what was seen in a Bioanalyzer analysis of the the samples (data not shown).

We proceeded with sequencing the six samples. N2, N2+PCR, Standard, IG129, Array, and F1 were combined (multiplexed using NEB index primers) at ratios of 10%, 10%, 20%, 10%, 10%, and 40% respectively (percentages were based on how degenerate the libraries were expected to be). The combined samples were sequenced using a 150bp paired-end MiSeq Nano kit (1 million paired reads expected). Due
Table 3.1: Summary of Ce-TnSeq control read counts and duplicates. Unique locations were determined by grouping read 1 reads that were within a 25bp window of each other. Total paired reads is the total number of reads that were called proper by the bowtie2 algorithm (facing each other and within 1Kb apart). Total unique paired reads is the total number of paired reads that have unique read 2 read 5’ locations.

<table>
<thead>
<tr>
<th>Library</th>
<th>Total</th>
<th>Paired</th>
<th>Unique Paired</th>
<th>Unique Loci</th>
<th>Proportion pBM020</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array</td>
<td>101214</td>
<td>67650</td>
<td>557</td>
<td>213</td>
<td>0.99</td>
</tr>
<tr>
<td>F1</td>
<td>171914</td>
<td>79886</td>
<td>374</td>
<td>213</td>
<td>0.53</td>
</tr>
<tr>
<td>Standard</td>
<td>60676</td>
<td>54188</td>
<td>822</td>
<td>128</td>
<td>0.05</td>
</tr>
<tr>
<td>IG129</td>
<td>69773</td>
<td>35645</td>
<td>1097</td>
<td>244</td>
<td>0.02</td>
</tr>
<tr>
<td>N2</td>
<td>21021</td>
<td>16153</td>
<td>105</td>
<td>32</td>
<td>0.99</td>
</tr>
<tr>
<td>N2 + PCR</td>
<td>37666</td>
<td>28631</td>
<td>105</td>
<td>19</td>
<td>0.99</td>
</tr>
</tbody>
</table>

to the low complexity of the library, and some error in determining the libraries’ molarity, approximately 462K reads passed the Illumina filter. Those reads were then truncated to 25bp and aligned to the C. elegans genome and the transposon array (i.e., injection plasmid pBM020) using bowtie2. Of those 462K reads, 282K (or 61%) were determined to be proper pairs (facing each other and within 1kb) that aligned to the genome or array (Table 3.1).

I then grouped the read pairs by the location of read 1. In our protocol, the 5’ end of read 1 should identify the exact location of the transposon insertion. In general, we saw relatively few unique loci in our library (Table 3.1). In the N2 and N2+PCR samples, this is reassuring. We saw very few (10-30) non-insertion sites being detected, and the overwhelming majority of reads (> 99%) came from the contaminating and spiked array PCR product. For the single insertion strain, IG129, we see a majority of reads (> 50%) coming from the annotated insertion site on chromosome IV (Figure 3.7). We also see over 20% of reads coming from a single location on chromosome III. Note, this same location is found in extremely low concentrations in other samples (< 0.001%). This could be a background site that was overamplified by PCR or it could be an additional insertion site not identified by
the inverse PCR method used to genotype the strain. We will design PCR primers
around this location to confirm this. However, we conclude that non-specific genomic
amplification is not a concern across the samples.

Unexpectedly, only a relatively few number of unique loci were detected in the F1
sample. Given the previously measured mutation rate of LRB311 and the number of
F1 animals in the sample (100K), we expected over 50K insertion sites in the library.
One explanation could be that the mutation rate of LRB311 is highly variable and
sensitive to the mutagenesis conditions. To investigate this, we plan on sequencing
two additional independent F1 samples we’ve collected. We will also replicate the
small-scale mutation rate experiment in Figure 3.3.
Figure 3.4: Overview of the Ce-TnSeq protocol. Genomic DNA (black) and array DNA (light grey) from a mutant population contains transposon insertions (orange). The transposon itself is directional (orange arrow) and inserts into any TA dinucleotide. Transposons in the array are engineered with flanking AscI cut sites (red) in order to selectively degrade them. DNA is sonicated, end-repaired, and then ligated to NEB Illumina adaptors (cyan/purple Y). The ligated DNA is subject to AscI restriction digest (RE) to cleave adaptors from extra-chromosomal insertions. Primers B7 (solid-orange) and BM144(solid-cyan) are used in PCR1 of a nested PCR reaction. PCR2 uses primers BM146 (dotted-orange) and a NEB index primer (dotted-cyan).
Figure 3.5: Details of Ce-TnSeq nested PCR. Rounds of the nested-PCR are depicted. The outer PCR (PCR1) selectively enriches the transposon-containing fragments above the genomic background. PCR2 provides additional specificity, and creates amplified product containing the required Illumina sequence for sequencing (P5 mustard, P7 bright green). A custom sequencing primer (BM138, blue) ensures that read 1 reads start immediately adjacent to the transposon.
Figure 3.6: Control library gel (1.5% agarose). Lanes are, from left to right: N2 - N2 gDNA negative control, N2+ - N2 gDNA with transposon PCR product, Cb - combination of several clonal transposon strains, Sn - single clonal transposon strain (IG129), Arr - extra-chromosomal array containing strain (LRB311) with transposon at high copy number, F1 - a Ce-TnSeq mutant F1 population (100K animals), and L - NEB 100bp ladder. Note the faint band in lane N2 corresponding to cross-contamination of the transposon PCR product. The N2+ band corresponds to the expected size of the PCR product library fragment (407bp). Banding patterns were confirmed by Bioanalyzer (data not shown).
(a) Chromosome I
(b) Chromosome II
(c) Chromosome III
(d) Chromosome IV
(e) Chromosome V
(f) Chromosome X
(g) Plasmid pBM020
Another possibility is that Ce-TnSeq protocol failed to representatively amplify the insertion sites in the samples. That is, perhaps only a subset of the actual insertion sites in the F1 sample were detected in our library. Indeed, if we group our read pairs by the 5' end of read 2 (which should correspond to the location of random physical shearing of the original ligated molecule), we see the majority of reads sharing the same amplified molecule (on average, 100-fold amplification of each molecule). However, this explanation for a lack of diversity in the F1 is contradicted by our ability to detect the lowest concentration strains in the Standard sample as well as the fact there is no discernible difference in complexity (213 unique loci) from the other samples (Table 3.1).

Qualitatively, we were successful in identifying the individual strains in the Standard sample. During our analysis, we discovered the annotation quality of the strains to be poor- 2 of the 15 strains had reported insertion sites that would not BLAST to the current version of the worm genome, several of the other sites mapped to multiple locations in the genome. Despite this, we detected 14 out of the 19 (censoring the 2 previously mentioned strains) insertion sites reported for the Standard sample (some strains had more than one insertion site).

A requirement for any insertion site sequencing protocol is that the reads are correlated with the allele frequency in the sample. PCR amplification has known sequence-specific biases as well as a large amount of noise at higher cycles Kivioja et al. (2012)). Indeed, much of our library was comprised of PCR duplicate reads (Table 3.1). When we looked at the correlation between total reads at a locus and unique read 2 5' ends (unique reads), we saw low congruence (Figure 3.8). Further-
First, we can optimize the number of PCR cycles. Indeed, we used an admittedly high number of cycles (12 PCR1, 30 PCR2) due to now resolved issues with the li-

more, when looked at the correlation between reads and the known concentrations of the strain in the Standard sample we also see low congruence \( R^2 = 0.38 \), Figure 3.9). Restricting the read count to unique reads only marginally improves the correlation \( R^2 = 0.47 \). This is probably explained by the low number of unique reads (2-18, Figure 3.9) per locus.

### 3.4 Resolving Duplicate Reads by a Universal Molecular Identifier

There are two ways we can improve the representativeness of the Ce-TnSeq protocol. First, we can optimize the number of PCR cycles. Indeed, we used an admittedly high number of cycles (12 PCR1, 30 PCR2) due to now resolved issues with the li-
Figure 3.9: Inferring strain frequency by read count. Known concentrations of individual strains in the Standard sample (x-axis) are plotted against total reads per insertion site (a) or unique reads per site (b).

Library prep (incorrect sequence in one of the originally designed primers was causing the sequencer to fail). Therefore, we will use qPCR to identify the minimum number of cycles necessary to achieve sufficient amount of library DNA. Second, we have engineered adaptors with unique molecular identifiers (UMIs, also known as molecular barcodes, Kivioja et al. (2012)). A UMI is a random nucleotide sequence that is unique to each adaptor molecule. Each DNA fragment in the sample is marked with a different UMI at the adaptor-ligation step. These UMIs are conserved during PCR amplification, allowing the found molecule of each PCR duplicate to be traced. During sequencing, the number of unique UMIs at a particular locus are tracked instead of total read count. Assuming a low amount of sequence-specific bias at TA-ligation,
these UMI counts should be more representative than the read counts.

UMIs have been used to increase the fidelity of mRNA counts in mRNA sequencing (Hashimshony et al. (2012); Ramsköld et al. (2012)). In CEL-seq (Hashimshony et al. (2012)) the poly-A primer used in reverse transcription contains a random barcode. In SMART-seq (Ramsköld et al. (2012)) a primer containing a random barcode is used in a template-switching reaction. In each case, the random barcode was generated during the synthesis of the corresponding single-stranded primer. The recent SiMSen-Seq protocol introduces UMIs by using barcoded primers in a 3-cycle PCR reaction prior to normal library PCR. Duplex sequencing (Schmitt et al. (2012)) uses an adaptor with a double-stranded random barcode. This barcoded adaptor is synthesized by annealing a short oligonucleotide with a homologous oligo that additionally contains a single-stranded barcode. The hybridized adaptor complex is made double-stranded by polymerase extension off the shorter oligo.

Here, we propose to introduce UMIs by synthesizing an adaptor molecule with a random double-stranded barcode, similar to duplex sequencing. We designed our UMI adaptor around the NEB DNA Ultra adaptor, in order to maintain compatibility with our existing protocol. We added a restriction enzyme target and random barcode to the 5’ end of the NEB hairpin adaptor (Figure 3.10). The 3’ end of the hairpin adaptor serves as our primer for polymerase extension. After second strand synthesis, we digested the adaptor with BciVI, a restriction enzyme that cuts 5 base pairs downstream of its target and leaves a single nucleotide overhang. This digest effectively leaves the hanging thymine necessary for TA ligation in the Ce-TNseq protocol.

Figure 3.11 shows the results of our synthesis. We saw the expected size increase after polymerase extension as well as the expected decrease after digestion. There was an equimolar band of original template after polymerase extension, denoting a need to further optimize the reaction. We plan to optimize the reaction by increasing
the amount of polymerase and increasing the extension time. If necessary, we can gel-purify the fully synthesized adaptor. Our UMI adaptor should be interchangeable with the NEB kit adaptor, allowing us to easily use it in future experiments.

3.5 Conclusions

I have designed and we have implemented a *C. elegans* transposon sequencing method (Ce-TnSeq), the first such method in a metazoan model. We have constructed a high-throughput Mos1 mutator strain (LRB311) that uses a drug-selectable marker for enrichment, and engineered AscI cut sites to alleviate the need for selection against array-containing mutants. This strain is necessary for our Ce-TnSeq protocol, but may be used as a more convenient alternative to the previous Mos1 strain (Boulin and Bessereau (2007)) for standard forward genetic screens.
Our Ce-TnSeq protocol is a modification of the commercial NEB DNA Ultra kit, introducing an restriction digest step (to remove the array) and replacing the standard PCR with a nested PCR specific to transposon insertion sites. We have shown that our protocol is qualitatively capable of identifying multiple insertion sites within a sample. We have identified the high amount of PCR amplification and the resulting large amount of PCR duplicates as an area for further optimization. We have discovered a surprising lack of insertion sites in an F1 control sample. We
propose further replication of the mutation rate of LRB311 as well as Ce-TnSeq of additional F1 replicates.

Finally, we propose the introduction of UMI sequencing adaptors to improve the representativeness of our Ce-TnSeq reads. We have engineered and synthesize an UMI adaptor based off the commercial NEB sequencing adaptor. We have identified the polymerase extension step of the synthesis as a point for further optimization.

3.6 Materials and Methods
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 oBM070</td>
<td>Array PCR F</td>
<td>CGA CAT TTC ATA CTT GTA CAC CTG ATA</td>
</tr>
<tr>
<td>2 oBM098</td>
<td>Array PCR R</td>
<td>GAT AGG CAT CCC ACA GTA CGG</td>
</tr>
<tr>
<td>3 oBM095.F45</td>
<td>Tn PCR F</td>
<td>GCC GAA CTG CAA GCA TTA TT</td>
</tr>
<tr>
<td>4 oBM095.R180</td>
<td>Tn PCR R</td>
<td>CCC ATC TAC CGA CCT TCT GA</td>
</tr>
<tr>
<td>5 BM138</td>
<td>Sequencing Primer</td>
<td>TAT ATG TTC GAA CCG ACA TTC CCT ACT TGT ACA CCT GGT A</td>
</tr>
<tr>
<td>6 BM144</td>
<td>PCR1 Reverse Primer</td>
<td>GAC TGG AGT TCA GAC GTG TGC</td>
</tr>
<tr>
<td>7 BM146</td>
<td>PCR2 Forward Primer</td>
<td>AAT GAT ACG GCG ACC ACC GAG TAC TAC ACG TTT GCG AGA CAT CTA TAT GTT CGA ACC GAC ATT CCC</td>
</tr>
<tr>
<td>8 B7</td>
<td>PCR1 Forward Primer</td>
<td>TTT GCG TTT GAG CAT CGT CTT CAT C</td>
</tr>
<tr>
<td>9 NEB Adaptor</td>
<td>/5Phos/GAT CGG AAG AGC ACA CGT CTG AAC TCC AGT C/ideoxyU/A CAC TCT TTT CCT ACA CGA CGC TCT TCC GAT C*T</td>
<td></td>
</tr>
<tr>
<td>10 NEB Universal Primer</td>
<td>AAT GAT ACG GCG ACC ACC GAG TAC TAC ACT CTT TCC CTA CAC GAC GCT CTT CGG ATC*T</td>
<td></td>
</tr>
<tr>
<td>11 NEB Index 1</td>
<td>PCR2 Reverse Primer</td>
<td>CAA GCA GAA GAC GGC ATA CGA GAT CGT GAT GTG ACT GGA GTT CAG ACG TGT GCT CTT CGG ATC*T</td>
</tr>
<tr>
<td>13 Illumina Read 2 Primer</td>
<td>GTG ACT GGA GTT CAG ACG TGT GCT CTT CGG ATC T</td>
<td></td>
</tr>
<tr>
<td>14 Illumina Read Index Primer</td>
<td>GAT CGG AAG AGC ACA CGT CGT AAC TCC AGT CAC</td>
<td></td>
</tr>
<tr>
<td>15 Illumina Read 1 Primer</td>
<td>ACA CTC TTT CCC TAC ACG ACG CTC TTT CGA CGT TCT</td>
<td></td>
</tr>
<tr>
<td>16 UMI Adaptor</td>
<td>/5Phos/GTT AAG AGG TAT CGC TCA CAN NNN NNN NNN NNA GAT CGG AAG AGC ACA CGT CTG AAC TCC AGT C/ideoxyU/A CAC TCT TTT CCT ACA CGA CGC TCT TCC GAT CT</td>
<td></td>
</tr>
</tbody>
</table>
3.6.1 Cloning pBM020

Genomic DNA from EG1470 (CGC) was amplified via PCR with Q5 polymerase (NEB, Cat. M0491S) and program 98 °C 1 m, [TD, 98 °C 15 s, 62-57 °C 15 s, 72 °C 40 s]x10, [98 °C 15 s, 57 °C 15 s, 72 °C 40 s]x20, 72 °C 2 m using the following primer pairs: oBM103/oBM104, oBM105/oBM106, and oBM108/oBM109. The 3 products were added to gel-purified SmaI-cut pUC19 (Norrander et al. (1983)) vector at a 1:1:1:6 ratio to a total of 0.2 pmol DNA. Fragments were assembled and cloned using the NEB HiFi DNA Assembly Cloning Kit (NEB, Cat. E5520S) to create pBM020. See supplemental data for plasmid map.

3.6.2 Creation of strain high-throughput Mos1 mutator strain (LRB311)

Used standard procedure for microinjection (Mello and Fire (1995)). Injection mix: pCFJ90 Pmyo-2::mCherry::unc-54 UTR 1.7 ng/µL (Frøkjær-Jensen et al. (2012)), pJL44 Phsp16.48::MosTase::glh-2 UTR 68 ng/µL (Bessereau et al. (2001)), pBM020 AscI::Mos::AscI 35 ng/µL and pSG120 Prps-0::hygR 50 ng/µL (Tas et al. (2015)) to create LRB311 (dukEx125[Prps-0::hygR+Pmyo-2::mCherry+Phsp16.48::MosTase+Mos1 AscI Substrate]).

3.6.3 Hygromycin Selection

Gravid LRB178 culture was bleached and eggs were collected. Eggs were diluted to 10 µL in a 2X HB101 and 250 µg/mL hygromycin liquid culture. Culture was incubated with agitation at 20 °C until synchronized animals were L4/young adult. Culture was washed, and then plated at 1000 worms per pre-seeded OP50 10 cm plate. Plates were then ready for mutagenesis.
3.6.4 Mutagenesis

Plates of hygromycin-selected LRB311 young adults were subjected to heatshock at 33 °C for 1 hour in an air incubator. Plates were then moved to 20 °C for 1 hour, and then returned to 33 °C for an additional hour. Plates were recovered at 20 °C overnight. Plates were then washed (leaving behind eggs laid overnight) and bleached to collect synchronized F1 mutant progeny.

3.6.5 Mutation Rate

Adapted from (Boulin and Bessereau (2007)). We isolated 30 random F1 progeny from heat-shocked LRB311 parents. We allowed the individual progeny to self for 2 generations. From each F3, we picked 10-12 mCherry-negative animals into 10 µL of 1X ThermoPol PCR buffer (NEB) and 100 µg/mL proteaseK. We freeze-thawed the tubes in liquid nitrogen 3X, then incubate the tubes 65 °C for 1 hour, 95 °C for 30 minutes. We added 3 µL of each tube to PCR reactions with the following primer pairs (daf-16, BM095, BM070/BM098).

3.6.6 Genomic DNA Prep

We thawed each sample worm pellet (flash frozen in -80 °C freezer or liquid nitrogen, up to 300 µL). We added 180 µL of ATL buffer (Qiagen, Cat. 19076) and 20 µL of Proteinase K 20 mg/ml (NEB, Cat. P8107S) to the pellet and vortexed vigorously. We incubated in a heat block at 56 °C for 3 hours, vortexing occasionally. We added 4 µL of RNase A 100 mg/ml (Qiagen, Cat. 19101), mixed well, and incubatee at room temperature for 10 minutes. The solution was immediately transfered to a pre-spun Phase Lock Gel Heavy 2 mL tube (5 Prime, Cat. 2302830) and we added 750 µL of 25:24:1 buffered phenol:chloroform:isoamyl alcohol solution. We wrapped tube caps in Parafilm and vortexed vigorously. Tubes were spun at maximum RPM for 5 minutes. The top aqueous phase was transferred to a clean Phase Lock tube and the
phenol:chloroform step repeated. We transferred the aqueous phase to a new Phase Lock tube and added 750 µL of chloroform. We vortexed vigorously and spin at max RPM for 5 minutes. We transferred the aqueous phase to a 1.5 mL microcentrifuge tube.

We added 5 M NaCl (note, using sodium acetate will cause an insoluble precipitate to form) up to 0.2 M and mixed well. We then added 2 volumes of 100% ethanol and mixed by inversion. We incubate the tube at -20 °C for 30 minutes. The tube was spun for 30 minutes at max RPM at room temperature. We removed the supernatant while carefully avoiding DNA pellet. We washed the pellet with 1 mL of fresh 70% ethanol and spun at max RPM for 1 minute. We removed the supernatant and repeated the wash. We air dried the pellet (careful not to overdry) and dissolved with 1 mM Tris-HCl pH 8 (aiming for 200-500 ng/µL final DNA concentration). To dissolve the pellet, we incubated it in a 40 °C water bath for 1 hour, vortexing vigorously throughout. DNA was stored at -20 °C.

3.6.7 Covaris Sonication

We sonicated 50 µL of 200 ng/µL DNA 1 mM Tris in a microTUBE (130 µL; Covaris, Cat. 520045) using a Covaris S220 (intensity: 5, duty cycle: 5%, cycles per burst: 200, treatment time: 35 s). Target fragment size was 500 bp.

3.6.8 Ce-TnSeq Library Preparation

We added 3 µL of End Repair Enzyme and 6.5 µL of End Repair Buffer (NEB, Cat. E7370S) to 55 µL of DNA (3 µg, 1 mM Tris). We then incubated: 30 m at 20 °C, 30 m at 65 °C, held at 4 °C. We then added 15 µL Blunt/TA Master Mix, 2.5 µL NEBNext Adaptor, 1 µL Ligation Enhancer (NEB, Cat. E7445S, E7350). We incubated 20 °C for 20 m. We then added 3 µL of USER enzyme (NEB, Cat. E7350) and incubated at 37 °C for 15 m.
We added 55µL SPRIselect beads (Beckman Coulter, Cat. B23317) and mixed thoroughly. We incubated at room temperature for 5 minutes. Tube was placed on magnet until beads separated (5-10 minutes). We transferred the supernatant to new microtube. We added 25µL SPRIselect beads and mixed thoroughly. We incubated for 5 minutes, and placed tube on magnet. Supernatant was then discarded. We added 200µL of fresh 80% ethanol and incubated for 30 seconds. We then removed the supernatant and repeated. We then removed the supernatant and allowed beads to air dry (beads had a moist matte look). We then added 17µL of 1mM Tris and mixed well. Incubate at room temperature for 5 minutes. Place beads on magnet. After separation (5 minutes) transfer 15 µL of supernatant to a new microtube. We then added 74 µL ddH20. We then added 10 µL 10X CutSmart buffer and 1 µL AscI 10 U/µL (NEB Cat. R0558S). Tube was incubated for 1 hour at 37 °C and then overnight at room temperature.

We added 80 µL SPRIselect beads (Beckman Coulter, Cat. B23317) and mixed thoroughly. We incubated at room temperature for 5 minutes. We places tube on magnet until the beads separated (5-10 minutes). We discarded the supernatant. We washed with 200 µL fresh 80% ethanol two times. We allowed beads to air dry and added 17 µL 1 mM Tris. We incubate at room temperature for 5 minutes. After separation, we transferred 15 µL of supernatant to a new microtube. We combined 10 µL 5X Q5 reaction buffer, 0.5 µL Q5, 1 µL 10 mM dNTP, 1.25 µL B7 (20uM), 1.25 µL BM144 (20 µM), 21 µL ddH20. PCR program used was: 98 °C 1 m, [98 °C 15 s, 66 °C 15 s, 72 °C 45 s]x12 cycles, 72 °C 2 m. We added 40 µL SPRIselect beads. We incubated for 5 minutes at room temperature then placed tube on magnet. We discarded supernatant. We washed beads with 200 µL of fresh 80% ethanol two times. We allowed beads to air dry and added 17 µL 1 mM Tris. We incubated at room temperature for 5 minutes. After separation, we transferred 15 µL of supernatant to a new microtube.
We added 10 µL 5X Q5 reaction buffer, 0.5 µL Q5, 1 µL 10 mM dNTP, 1.25 µL BM146 (20 µM), 2.5 µL NEB Index Primer (10 µM), 19.75 µL ddH20. PCR program used: 98 ºC 1 m, [98 ºC 15 s, 72 ºC 45 s]x30 cycles, 72 ºC 2 m. We purified the PCR product with 40 µL SPRIselect beads as above. This was the library ready for further quality control and Illumina sequencing. BM138 was the custom sequencing primer for read 1.

3.6.9 UMI Adaptor Synthesis

First, we prepared 100 µM oBM109 by heating for 2 minutes at 90 ºC, and then turned off the heat-block and let cool to room temp (which caused the hairpin structure to form correctly). For the extension, we combined 10 µL of 10 CutSmart Buffer (NEB, Cat. B7204S), 1 µL of 10 mM dNTP, 6 µL Klenow (exo-) polymerase (NEB, Cat. M0212S), 4 µL 100 µM oBM109 (PAGE-purified), 79 µL ddH20. Solution was incubated at 37 ºC for 1 hour, and we heat-inactivated the polymerase at 75 ºC for 20 minutes. We then added 2 µL of BciVI (NEB, Cat. R0596S). Finally, we incubated at 37 ºC for 1 hour.
Population Sequencing of Wild Isolates to Study Natural Genetic Variation in Starvation Survival

The nematode, *Caenorhabditis elegans* is a popular and powerful model organism, but until recently the resources necessary to study the effect of natural genetic variation on quantitative traits had not been developed for this animal (Gaertner and Phillips (2010); Andersen et al. (2012, 2015); Cook et al. (2016)). Recently, a collection of 97 wild isolates (Andersen et al. (2012)) was curated and genotyped by restriction-site associated DNA sequencing (RADseq). Though the genetic diversity of *C. elegans* was reportedly low, the authors were able to map alleles with large phenotypic effect (abamectin-resistance and aversion to the pathogen *Pseudomonas aeruginosa*) through association studies. These association studies were labor-intensive, requiring the maintenance and phenotypic screening of the 97 strains individually and with replication.

We sought to apply the ideas of transposon sequencing, selection and screening on entire populations as well as population sequencing to measure genetic shifts, to increase the throughput of association studies in *C. elegans*. Instead of sequencing transposon insertion sites, we measured SNP frequencies at restrict site-associated
loci. Furthermore, instead of measuring the change in allele frequencies due to selection, we sought to measure the shift in strain frequencies within the population. We would then use the shift in strain frequency as our quantitative trait in our association study.

Figure 4.1: Population sequencing experiment design. A. 95 wild-isolate strains were grown individually on plates (e.g. strains ED3077, LSJ1, and EG4946). Prior to the experiment, each plate is washed into a single pooled liquid culture. The culture is bleached-synchronized, and then samples are taking at different time points throughout starvation. B. Samples from the starved culture are subject to either direct or indirect scoring. For direct scoring, sucrose flotation is used to separate live and dead worms based on density. The living worm portion is then sequenced. In indirect scoring, an aliquot containing live and dead worms is placed onto a plate with food. The worms are allowed to grow until the food is exhausted (1-2 generations of growth). The starved plate is washed and then sequenced.

4.1 An Association Study on Starvation Survival using Population RADseq

An overview of our experiment design is show in Figure 4.1. We maintained isolated cultures for 95 of the 97 strains reported in Andersen et al. (2012). Prior to our
screen for starvation survival, we washed each strain plate into a combined liquid culture. This population of pooled strains was propagated for 2 generations and then synchronized by bleaching. The resulting synchronized culture of eggs were allowed to hatch in the absence of food causing them to arrest at the L1 larval stage.

The starved culture was incubated at 20 °C under agitation, and samples were taken every 7 (replicate 2) or 8 (replicate 1) days. Figure 4.1B depicts the handling of samples. At each time point, samples were subject to either direct or indirect screening for starvation survival, and the subpopulations of animals that passed screening were frozen for future population RADseq. For direct scoring, the sample containing live and dead worms were separated by density centrifugation (i.e. sucrose flotation, see Materials and Methods). The supernatant containing mostly live worms was reserved for sequencing. For indirect scoring, the sample containing live and dead worms was placed on a plate with food. The plated culture was allowed to grow until food was exhausted, then the entire plate was washed and reserved for sequencing. The indirect scoring was designed to capture an aspect of starvation survival more relevant to fitness, that is, the ability to recover from starvation and reproduce. Note, this is a complex phenotype as it is affected by the animal’s growth rate and brood size after starvation.

During the first replicate, we observed that virtually no dead worms were found in the sucrose supernatant and that our efficiency of recovering live worms was 80-90% per time point. However, the sucrose flotation failed to work during the second replicate, with large proportions of live and dead worm intermixed in the supernatant and lower portion of the tube. One difference we observed between replicates was the presence crystals in the buffer in replicate 1 but not in replicate 2. Regardless, we censored the direct scoring samples from replicate 2. The experimental time points and replicates acquired are shown in Table 4.1.
Table 4.1: Replicates and time points.

<table>
<thead>
<tr>
<th>Scoring</th>
<th>Replicate</th>
<th>Time Points (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>1</td>
<td>1,8,12,16</td>
</tr>
<tr>
<td>Indirect</td>
<td>1</td>
<td>16,20</td>
</tr>
<tr>
<td>Indirect</td>
<td>2</td>
<td>1,7,14,21,28</td>
</tr>
</tbody>
</table>

4.2 Population RADseq

Restriction site-associated sequencing (RADseq) allows for a predetermined subset (defined by the restriction enzyme used) to be sequenced by next gen sequencing. By reducing the amount of DNA sequenced from the whole genome to the restrict site-associated loci, the effective coverage per animal is increased greatly (from the 100mb worm genome to the 45936 EcoRI sites). Andersen et al. (2012) previously identified 41K single nucleotide polymorphisms (SNPs) among the 97 isolates. Within those 41K SNPs, we identified 12285 SNPs that were unique to a single strain of the 97.

The distribution of the number of unique SNPs per strain is shown in Figure 4.2. In order to infer the strain frequencies within a population, we used the following method. We made a RADseq library from the population DNA. We aligned the reads from the RADseq library to the 12K unique SNP locations we identified. For a given strain, our measure of strain frequency is the median ratio of minor/major alleles of its unique SNP loci.

We sequenced two control libraries of $3 \times 6 = 18$ strains mixed at pre-defined proportions. In one library, strains were split amongst 3 groups (triplicate) and within groups were added in concentrations of a 1.5 fold standard (Figure 4.3). The other library was a 2-fold standard (Figure 4.4). We observe many cases where the median unique SNP ratio agrees with the standard concentration, but we also observe cases where the median ratio is offset from the expected concentration (bias) or had a long tail in the distribution (noise). We hypothesize that the bias in detecting
Figure 4.2: Cumulative distribution of unique SNPs. The distribution of the 28449 unique SNPs by strain is shown. For example, 50% of strains have 73 or fewer SNPs that are unique amongst the 95 strains screened. The x-axis is on a log10 scale.

certain strains’ frequencies could have been due to bacterial contamination in the DNA preps. For the standard, each strain’s DNA sample was quantified using a DNA-binding fluorescent dye and spectrometer (Qubit). This quantification method cannot tell the difference between different sources of DNA. To resolve this in the future, we propose to use qPCR to quantify the standard’s DNA. We hypothesize that the noise in unique SNP ratios could be due to PCR amplification noise.

We proceeded with sequencing the starvation survival samples in Table 4.1. The results are shown in Figure 4.5. We saw many examples of discordance between the direct and indirect scoring. This isn’t surprising as the indirect scoring is confounded by growth rate and fecundity. The comparison between replicates is also problematic as we only had two time points near the end of the series. We did observe that
**Figure 4.3**: Distribution of 1.5-fold spike-in controls. Each panel is a different concentration of the 1.5 fold standard. Color differentiates the triplicate strains at each concentration. Black vertical lines denote the expected SNP ratio given the standard concentration.

ED3077 was a clear outlier in the indirect scoring. Despite starting at relatively low concentrations in the population, it dominated the later time points.

We decided to proceed with our association study. As we had the most time points in the indirect scoring of replicate 2, and had observed discordance with the other replicates and scoring methods, we limited our analysis to the replicate 2 data. We fit a line to the time course data and used the slope as our quantitative trait (trend). Figure 4.6 shows the distribution of trend values across the strains. The
Figure 4.4: Distribution of 2-fold spike-in controls. Each panel is a different concentration of the 2 fold standard. Color differentiates the triplicate strains at each concentration. Black vertical lines denote the expected SNP ratio given the standard concentration.

rightmost outlier represents ED3077.

The C. elegans Natural Diversity Resource (CeNDR, Cook et al. (2016)) provides a tool for performing genetic mapping of quantitative traits on a growing set of natural isolates (including the 95 strains used in our study). It uses deep sequencing data for each strain to finely map quantitative trait loci (QTL). The results of the CeNDR analysis of our trend data is shown in Figure 4.7. We identified two significant peaks: one on chromosome I and one on chromosome III.
4.3 Validating the RADseq Results

We wanted to validate the results of the starvation survival assay. We 3 strains with relative high trend values and 2 strains with relatively low trend values. We then screened the strains individually for their response to starvation. Like the previous experiment, arrested L1 larvae were kept in buffer without food. At each time point, a 100 of the starved L1 larvae were plated with food. Worms that exited the L1 larval stage after 48 hours of exposure to food were considered "recovered". The results are shown in Figure 4.8. We found that the high trend strains outperformed the low trend strains, with 2 of the 3 high trend strains (ED3077 and DL200) showing statistically significant survival times. Note, ED3077 was an extreme outlier in our RADseq assay, but showed marginal improvement (2 days). This may be due to the difference in scoring methodology be the indirect scoring and the 48 hour recovery scoring. The 48 hour recovery period is too short for the animals to be reproductive, so brood size is not considered.

4.4 Conclusions

Using population RADseq, we identified strains with starvation survival phenotypes from a population of 95 strains. We measured strain frequency in the population by measure major/minor allele counts at SNP loci unique to each strain. We validated our approach by measuring survival in the identified outlier strains. We also performed an association study on starvation survival using survival trends inferred from our population RADseq data. Finally, we identified two significant QTLs for starvation survival.
4.5 Materials and Methods

4.5.1 Strain Maintenance

Prior to the starvation survival assay 97 strains were maintained on NGM agar plates seeded with OP50 *E. coli* and incubated at 20 °C.

4.5.2 Survival Assay

Isolated strains (maintained as above) were washed from plates and combined into 2X HB101/S-Complete media at 5 animals/uL. This culture was maintained for two generations, and then subjected to bleach treatment. Recovered eggs were resuspended in S-virgin buffer at a concentration of 10 eggs/uL. This culture was incubated at 20 °C with agitation. The animals were given 24 hours to hatch an arrest in L1, and then the first starvation survival sample was taken.

4.5.3 Direct Scoring

50uL aliquots were taken from the starved liquid culture and scored for live/dead animals by movement. The percentage of animals alive was used to estimate volume of aliquot should be taken to acquire 100K living worms. The aliquot was spun at 4000rpm for 1 minute and resuspended in 1mL S-virgin. The 1mL resuspension was then added gently to a 15mL conical tube containing 10mL of 30% sucrose. Without mixing, the solution was spun at 4000rpm for 5 minutes. With a large bore pipette, the top 2mL of supernatant was removed. The supernatant was washed 3X with 10mL of S-virgin. After the final wash, the solution was spun at 4000rpm for 1 minute, the supernatant removed, and the resulting worm pellet was frozen at -80 °C prior to sequencing.
4.5.4 *Indirect Scoring*

Percent of alive worms was calculated as above. A volume corresponding to 500 living worms was added to a seeded OP50 (with food) 10cm plate (10 plates per time point). Plates were incubated at 20 °C until the food was exhausted, 68 hours for the first time point, 96 hours for days 7 and above, and 170 hours for day 28. After food depletion, plates were washed and combined, then further washed 2X with S-virgin. After the final wash, the worm pellete was retrieved and frozen and -80 °C.

4.5.5 *gDNA Isolation and Purification*

Purified gDNA was retrieved from each worm pellet using the DNeasy Blood and Tissue kit (Qiagen, Cat. 69504) per manufacturer’s instructions.

4.5.6 *RADseq*

Samples were prepared for RADseq as in Baird et al. (2008). Prepared samples were 25bp single-end sequenced on Illumina HiSeq 2500 V3 Rapid Run.

4.5.7 *Processing and Analysis of RADseq data*

Unique SNP frequencies were calculated as follows. Illumina read data was aligned to worm genome WS220 using bwa with default parameters (Li and Durbin (2009)). SNP calls were made using the samtools mpileup command (Li et al. (2011b)). SNP analysis was constrained to 12K unique SNPs from Andersen et al. (2012)).

4.5.8 *48 Hour Starvation Recovery Assay*

Individual strains were grown on separate plate on NGM+OP50 at 20 °C. Prior to the assay strains were synchronized using bleach treatment. Eggs collected were allowed to arrest at the L1 larval stage for 24 hours in S-virgin. Aliquots of 100 animals were taken at each time point and recovered on plates with food. Animals significantly larger than L1 larva were scored 48 hours after recovery.
Figure 4.5: Strain frequency over starvation. The estimated strain frequencies from RADseq reads for the different replicates and scoring methods. Only a subset of the 95 strains is shown. On the left, the top 10 highest trend strains and on the right the lowest strains by trend. Trend was calculated as the slope of a linear regression fit to the replicate 2 indirect scoring time course.)
Figure 4.6: Histogram of trend values. Trend was calculated as the slope of a linear regression fit to the replicate 2 indirect scoring time course. The outlier on the right is ED3077.

Figure 4.7: QTL analysis of trend data. Shown is output from the CENDR (Cook et al. (2016)) tool. Significant peaks are shown in red.
Figure 4.8: Survival data on outlier strains. A. Bar plot showing mean survival time for high RADseq trend strains (red) and low trend strains (blue). B. Survival curves for the various strains. Individual dots represent survival rates from different replicates and the lines are the data fit to a logistic curve. From Anthony Hung, unpublished.
5.1 Increasing the transposon mutation rate

In Chapter 2, I demonstrated that the mutation rate of the Mos1 transposon is quite low. On average, it causes insertions in just over 50% of animals, with an expected 1-2 mutations per mutant animal (Boulin and Bessereau (2007), Vallin et al. (2012)). I showed that this limited mutation rate leads to over 400K F1 animals being required to saturate the genome (Figure 2.1). Further results from the model showed that 50K animals was the upper limit on the number of F1 samples in a single experiment. The conclusion was that it would be necessary to replicate a TnSeq experiment eight times in order to saturate the genome. An eight-fold increase in mutation rate would be sufficient to saturate the genome in a single experiment.

The current Mos1 mutagenesis protocol was optimized with respect to the duration of heat-shock (induction of the transposase) and the window of egg-collection for F1 progeny (Boulin and Bessereau (2007); Williams et al. (2005)) in order to maximize the number of mutant progeny per P0 parent. It was concluded that increasing the heat-shock led to increased somatic mutation and sterility (Boulin and Bessereau
(2007)), while the egg-collection window was capturing embryos whose oocytes were meiotic in the germline pachytene at time of mutagenesis (Williams et al. (2005)). It is an open question whether the in vivo C. elegans Mos1 mutation rate can be further increased.

A primary concern in attempting to increase the Mos1 mutation rate is the claim that the sickness and infertility resulting from prolonged heat-shock is due to the increased rate of somatic mutation (Boulin and Bessereau (2007)). An alternative hypothesis is that the extended heat-shock itself caused infertility. If the sickness is indeed caused by somatic mutation, one solution would be to replace the ubiquitously expressed hsp-16-48 heat-shock promoter (Stringham et al. (1992); van Luenen et al. (1993)) with a germline or pachytene-specific promoter and 3' UTR (e.g. Ppie-1::gld-1 3' UTR; Merritt et al. (2008)). Such a germline-specific system can be made inducible using FLP-Out (Voutev and Hubbard (2008)). Alternatively, if heat-shock itself is causing sickness, a heat-shock-less inducible system, such as cGAL (Wang et al. (2016)) could be used.

Several studies have been conducted on optimizing the rate of Mos1 transposition in vitro. It was shown that the Mos1 transposition rate is dependent on several internal sequences (not just the ITRs), and that most perturbations to the sequence or spacing of these internal elements resulted in a dramatic drop in mutation rate (Lohe and Hartl (2002)). Note, this result conflicted with previous work that had incorrectly used a modified Mos1 transposon (it had similar size to the wild-type Mos1, but contained an artificial insert) as a control for transposition rate (Tosi and Beverley (2000)). It has been shown that the in vitro rate is affected by temperature, with 28 ºC being an optimal temperature and an order of magnitude more efficient than 25 ºC or 30 ºC (Sinzelle et al. (2008)). The wild-type ITRs of Mos1 are asymmetric, with the 5' ITR differing from the 3' by four bases (Augé-Gouillou et al. (2001)). It was shown that the in vitro efficiency of transposition could be increased
1000-fold by replacing the 5’ ITG with the optimal 3’ ITG sequence (TCA GGT GTA CAA GTA TGA AAT GTC GTT TCC C; Augé-Gouillou et al. (2001)). It is also known that germline silencing of repetitive transgenes occurs in *C. elegans* (Kelly et al. (1997)) and that silencing of the original Mos1 transposon extra-chromosomal array would eventually occur and decrease mutation rate (Williams et al. (2005); Vallin et al. (2012)).

Assuming that somatic sickness due to transposition can be resolved, the above leads to several proposals for increasing mutation rate. First (in order of difficulty), keeping P0 parents at a more Mos1-optimal temperature 25-28 °C instead of lowering the temperature to 20 °C after heat-shock. Second, using a different approach than microinjection, such as CRISPR or bombardment, to create a mutator strain with low copy numbers of transposon may counter-intuitively increase the mutation rate by preventing germline silencing. Finally, re-engineering the transposon injection plasmid, pBM020, to use the optimal Mos1 UTR at either end could also increase the transposition rate.

Another alternative would be to use an entirely different transposon altogether. The transposon *piggyBac* inserts into a random TTAA, has been shown to mobilize at 25 °C, be amenable to internal modification (Thibault et al. (2004)), has been optimized for high rates of transposition (Cadiñanos and Bradley (2007)), and has been shown to outperform Mos1 and other transposons in an *in vivo* model (Wu et al. (2006)). A *piggyBac* mutagenesis system has not be previously transformed into *C. elegans* but feasibility is likely due to its application in yeast (Li et al. (2011a)), *Drosophila* (Thibault et al. (2004)), and mammalian cells (Wu et al. (2006); Kong et al. (2010)). In order for *piggyBac* to work in *C. elegans*, its transposase would need to be modified similarly to Mos1; it would require an artificial intron as well as worm-specific promoters and 3’ UTRs (Bessereau et al. (2001)). In addition to having a possibly higher mutation rate, a *piggyBac* system would allow us to put
selectable markers within the transposon. Such markers would allow us to select against animals without transposon insertions, which currently account for more than 50% of the animals in our current model. Furthermore, a TnSeq protocol exists for the *piggyBac* transposon and the only modification required would be the AscI digest for removing array transposons (Bronner et al. (2016)).

5.2 Extending the CeTnSeq model

The simulation model from Chapter 2 can be further extended. For example, the mutation behavior (rate and TA-dinucleotide targets) of the Mos1 transposon could be replaced with that of another transposon such as piggyBac. The design of the starvation survival experiment is broadly applicable to any single selection experiment (e.g. heat shock, osmotic stress) and the empirical effect size distribution can be replaced. Finally, the Poisson error model used for sequencing error can be replaced with an empirical model appropriate for the library considered (e.g. PCR-error model). This ability to extend the power analysis model allows us to optimally design Ce-TnSeq experiment *in silico* before experimentation.

5.3 MIPs for RADseq

Like CeTnSeq, we required our RADseq reads to be representative of the underlying molecule counts in the original sample. We found evidence of noise in our RADseq reads which we attribute to PCR amplification noise. To address this, future work will use molecular inversion probes (MIPs) instead of RADseq for population sequencing. MIPs are single oligonucleotides whose 5’ and 3’ ends hybridize to a target sequence, and then a polymerase extension and ligation reaction cause the MIP to circularize and have a synthesized insert of the capture sequence (Hardenbol et al. (2003)). The background DNA is degraded with exonuclease, and the inserts of the circularized MIPs are PCR amplified and sequenced. MIPs are also designed
with unique random barcodes to allow the discerning of PCR duplicates. This approach should give us the advantages of targeted sequencing (such as in RADseq) with additional fidelity in the representativeness of the sequencing library.
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