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Abstract

Forward-looking ground-penetrating radar (FLGPR) has recently been investigated as a remote sensing modality for buried target detection (e.g., landmines and improvised explosive devices (IEDs)). In this context, raw FLGPR data is commonly beamformed into images and then computerized algorithms are applied to automatically detect subsurface buried targets. Most existing algorithms are supervised, meaning they are trained to discriminate between labeled target and non-target imagery, usually based on features extracted from the radar imagery. This thesis is composed of two FLGPR research areas: an analysis of image features for classification, and the application of machine learning techniques to the formation process of radar imagery.

A large number of image features and classifiers have been proposed for detecting landmines in the FLGPR imagery, but it has been unclear which were the most effective. The primary goal of this component of my research is to provide a comprehensive comparison of detection performance using existing features on a large collection of FLGPR data. Fusion of the decisions resulting from processing each feature is also considered. These comparisons have not previously been performed, and a novel 2DFFT feature was also developed for the FLGPR application. Another contribution of my research in the image feature investigation was the analysis of two modern feature learning approaches from the object recognition literature: the bag-of-visual-words and the Fisher vector for FLGPR processing. The results indicate that most image classification
algorithms perform similarly, though the newly designed 2DFFT-based feature consistently performs best for landmine detection with the FLGPR.

Based on the image feature results presented in this work, it appears that the current feature extractors are leveraging most of the information available in the radar images that are produced by the conventional beamforming process. The work presented in the second component of this thesis improves the beamforming process applied to the radar responses. By improving the radar images (i.e., increasing signal to noise ratio, or SNR), each feature extractor and classification algorithm is shown to subsequently increase in performance. These new methods are designed to incorporate multiple uncertainties in the physical world that are currently ignored during conventional beamforming. The two approaches to improving the underlying FLGPR image are a learned weighting applied to the antenna responses and a strategy for selecting the image creation depth. Both of these two new beamforming process approaches yield additional improvements to the imagery which are reflected in improved detection results.
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1 Introduction

Landmines continue to pose a significant problem in many regions around the world. Not only do landmines cause injuries and deaths to individuals currently involved in conflicts, but they also have devastating effects on areas after conflicts have ended and landmines are left behind [1]. At least 58 countries around the world are contaminated with landmines, or other buried threats. Between 1999 and 2014, there were nearly one hundred thousand recorded causalities from landmines; and in 2014, 31% of these deaths or injuries were not from factory-made landmines, but instead caused by “mine-like” buried threats, sometimes referred to as improvised explosive devices (IEDs) [1]. These non-traditional buried threats are generally harder to detect, thus motivating new development efforts in detection technologies [2], [3].

Historically, metal detectors, or electromagnetic induction (EMI) sensors, have been used for landmine detection, however EMI sensors suffer from a high false alarm rate and furthermore, they cannot detect low- or non-metallic threats, of which there are many. Recently, a downward-looking ground-penetrating radar (GPR) system has demonstrated real world success in the clearance of landmines, primarily as a result of its ability to reliably detect a diverse set of buried threats [3]–[6]. This downward-looking GPR system has been able to overcome the large number of false-alarms typically produced by traditional metal detectors and has the capability of sensing non-metal buried objects [7]. For vehicle-mounted buried threat detection systems, the GPR system
typically consists of an array of antennas that are mounted on the front of a vehicle, and the antennas collect data continuously as the vehicle moves down a road or path. The GPR senses radar returns from discontinuities in the dielectric properties of the subsurface being inspected [7]. Metal, non-metal, and other types of buried threats produce such dielectric discontinuities and, by analyzing the characteristics of the returned radar signals, the goal is to discriminate the responses from buried threats from the radar responses generated from sub-surface clutter (e.g. roots, rocks, holes etc.) [3], [5].

Currently, the most effective GPR configuration, in terms of high detection rates and low false alarm rates is the downward-looking GPR [8]. In this configuration, the GPR antennas are pointed toward the ground at a very close distance. Though this configuration is very capable, it can only declare suspicious locations that are physically close to the vehicle, and this effectively limits the speed at which the system can travel forward because of the short stopping distance when a threat is detected [9]. Forward-looking ground-penetrating radar (FLGPR) systems have been investigated as an alternative to the downward-looking GPR [10]–[13], with the advantage of such systems being that they can potentially detect threats far from the vehicle, thus permitting greater rates of advance.

Similar to the downward-looking GPR, the FLGPR systems consist of an array of radar antenna transmitters and receivers mounted on the front of a vehicle, but in this configuration the antennas are focused at a location further in front of the system. A
A diagram of a typical FLGPR system is presented in Figure 1. As the vehicle travels forward along a road or path, radar pulses are emitted towards the ground, and the receivers measure energy reflected from the surface and subsurface. The raw data is typically used in a beamforming process to synthesize 2-dimensional spatial images of the ground [14]–[16]. The FLGPR, being further away from the area under inspection than the downward-looking GPR, benefits from the beamforming process by averaging multiple illuminations of the same ground area. Pixel intensities in the resulting images can be viewed as a measure of the energy reflected from the ground at that location [8].

**Figure 1:** A diagram of the FLGPR system. This system inspects the ground in front of the vehicle; the responses from the antenna array are then formed into images for detection. Cross track and down track labels are used to denote the axes perpendicular and parallel to the vehicle’s direction of travel, respectively.

Buried targets can be detected because they often reflect the radar energy differently than the surrounding soil and other subsurface clutter [17], and therefore appear differently from the background in the beamformed FLGPR imagery. Examples of beamformed FLGPR imagery over targets and non-targets, are shown in Figure 2.
Although the targets in Figure 2 are easily detectable, many targets exhibit much subtler 
patterns, and as such are confused with clutter or background. To aid in the detection of 
buried threats with the FLGPR, computer algorithms have been designed to automatically 
indicate the presence of targets in beamformed FLGPR imagery [8], [10], [13], [16], [18]–
[23]. The work presented in this document focused on developing and analyzing 
algorithms that are used with the FLGPR data for improving detection of buried threats. 
This work is composed of two research areas: image feature analysis and comparison, and 
the application of machine learning techniques to the formation of FLGPR imagery.

Figure 2: Beamformed images at two different target locations (left column), and at 
two different clutter objects (right column).

1.1 FLGPR image feature investigation

A large body of research has previously been conducted on the automatic 
detection of buried targets in FLGPR imagery [8], [10], [13], [16], [18]–[23]. Such algorithms 
usually employ supervised machine learning classifiers (e.g., a support vector machine
or logistic regression [25]) to distinguish between target and non-target FLGPR imagery. For image recognition tasks such as the one considered here, classifiers typically operate on image features, statistics, or other measures that are computed based on the pixel intensities in the beamformed image. The performance of classifiers depends strongly on the features they are given, and as a result, a variety of features have been investigated for target detection with FLGPR data. Recent examples of features used for FLGPR processing include SIFT descriptors [21], the 2D FFT of the images [22], local image statistics [21], log-Gabor filtering statistics [23], and raw pixel intensities [13].

Although many features have been investigated, it is to date unclear which features are best for detection in the current FLGPR systems. A major complication in this interpretation of the literature for these systems is that the detection performance for each of the aforementioned features was examined under different conditions: using different data sets, classifiers, and experimental designs. These varying conditions can lead to large variations in reported system performance, and this makes it difficult to compare the relative merits of individual features and algorithms across different studies. Additionally, several important recent advances in feature extraction techniques that have been developed by the computer vision community have yet to be investigated with the FLGPR imagery. Specifically, feature learning has yet to be utilized in this context, even though it has been shown to be successful for many image problem domains [26]–[28].

To address the aforementioned limitations in the existing FLGPR image feature
research, this work makes two primary contributions. First, a comprehensive comparison of features that have previously been considered for supervised classification of FLGPR data is conducted on a large data set using several supervised classifiers. Second, two popular feature learning techniques are applied to FLGPR data: bag-of-visual-words (BOV), and Fisher vector (FV) [26]-[33]. These techniques may improve detection performance since they extract specific patterns learned from the data, leading to potentially improved data representation prior to classification. In addition to evaluating each feature’s performance individually, decision-level fusion of features is also considered. Fusion among feature sets is investigated to leverage the independent information extracted by each feature and potentially achieve performance that exceeds that of any individual feature.

The results we have obtained to date indicate that the Fisher vector feature learning approach outperforms any individual feature set that has previously been considered, and further, that fusing the Fisher vector with other features yields an additional performance improvement. An analysis of the results provides insight about which image structures in FLGPR data are most indicative of the presence of a target. While there are improvements in performance with the feature learning techniques as well as through fusion, the feature learning analysis suggests that target responses mostly consist of simple structures. Further, it becomes apparent that more complicated feature extractors or classification algorithms are not likely to significantly increase performance.
because the underlying images are not exhibiting any consistent sophisticated target signatures.

**1.2 Image creation investigation**

Based on results presented in this work, it appears that the current feature extractors are leveraging most of the information available in the radar images produced by the conventional beamforming process. The second set of work in this thesis improves the beamforming process applied to the radar responses. By improving the radar images (i.e. increasing signal to noise ratio, or SNR), each feature extractor and classification algorithm is shown to subsequently increase in performance. These new methods are designed to incorporate multiple uncertainties in the physical world that are currently ignored during conventional beamforming. The two approaches to improving the underlying FLGPR image are a learned weighting applied to the antenna responses and a strategy for selecting the image creation depth. Both approaches yield improvements to the imagery which are reflected in improved detection results.

The remainder of this document is organized as follows. Chapter 2 provides background information regarding the state of the art in detection of buried targets with the FLGPR. Chapter 3 contains the comparison of individual feature set performances. The results for fusion among feature sets are presented in Chapter 4. Also presented in Chapter 4 is an analysis of the feature set results, and the weaknesses in current FLGPR imagery classification systems are explored. Chapter 5 presents an improved 2DFFT
feature which results in the highest performing individual feature. The automatic antenna
calibration methods and results are presented in Chapter 6. Chapters 7 and 8 investigate
the 3D volume imaging and the automatic depth selection, respectively. Finally, Chapter
9 presents the conclusions from and summary of the work presented in this dissertation.
# 2 Background

In this chapter, a brief summary of the FLGPR system used in this work is presented along with an overview of the relevant research previously conducted in this area. First, this chapter outlines the standard detection process that is used in FLGPR buried threat detection. The standard processing description includes the current FLGPR image formation algorithm (i.e. beamforming), and the procedure for identifying suspicious locations in the sensed area. Second, a complete literature review of the feature sets (i.e., image descriptors) extracted over FLGPR imagery is presented. The features described here are those whose performance for classification is compared in Chapter 3. Third, descriptions of the machine learning methods used in this work for classification, analyzing algorithm performance, and fusion are provided. Lastly, we provide a description of how, and under what conditions, the FLGPR data used in this work was collected.

## 2.1 Overview of detection processing for FLGPR

The detection processing pipeline utilized in this work is shown in Figure 3. This process is representative of those considered in many studies [13], [22], [23]. The process begins with the data collection and beamforming described in Sections 2.1.1 and 2.1.2. Once FLGPR data from each data collection, or lane, is beamformed into radar images, a prescreener is run on the beamformed images and used to identify a subset of “suspicious” locations, termed alarms. This reduces the amount of imagery that must be considered for
more sophisticated processing (i.e., feature extraction and classification) [3], [4]. The result of prescreening is a list of alarm locations and a decision confidence from the prescreener processing that indicates how likely each alarm is to be a target.

The prescreening step is followed by feature extraction, in which features, or statistics, are extracted from imagery surrounding each of the prescreener alarm locations. These features are provided to the next stage of processing, classification, where a trained machine learning classifier is used to assign a new decision confidence to the alarm. The output of the classifier stage is a list of alarm locations (the same as the prescreener), but now with the assigned classifier decision confidence.

The next step of processing is the performance assessment. The score for a particular algorithm (i.e., a combination of features and a classifier) is computed using receiver operating characteristic (ROC) curves, which describe the tradeoff between target detection performance and false alarm rate. This is a performance metric that is commonly used for buried target detection algorithms in FLGPR [8], [10], [13], [16], [18]–[23].
2.1.1 FLGPR data collection

The data used in this work is collected by an FLGPR system that employs a bi-static antenna array and inspects the ground using a series of stepped frequency pulses [8], [15], [20]. Frequencies are emitted and collected one at a time for each transmit – receive antenna pair. The magnitude and phase change for each emitted frequency is measured and converted, with an inverse Fourier transform, into the time domain. This
processing yields a time-series for each transmit-receive pair. These time-series are the input to the beamforming process are used to synthesize FLGPR images [34].

In this FLGPR system, the ground is interrogated with L-Band frequencies (0.4 – 3.2 GHz). This frequency range was chosen, similar to reasoning for the downward-looking GPR, for its ability to penetrate the ground and generate responses from typical landmine-sized objects [15], [16], [18]. Using a stepped frequency sampling scheme, the L-Band is sampled in 2,702 frequency steps; i.e. sinusoidal pulses are emitted from each antenna between 0.4 – 3.2 GHz in 1.04 MHz steps [16].

The system uses three separate polarization schemes, HH, VV, and VH. The first letter in this notation corresponds to the transmitted polarization, and the second corresponds to the polarization measured by the receiving antenna. Polarization is a categorization for the orientation of the electrical component of the electromagnetic signal: the horizontal (H) or vertical (V) orientation. All the vertical antennas are evenly spaced, in one row, across the top of the vehicle. The horizontal antennas are split into three rows, evenly stacked vertically; and in each row antennas are evenly distributed across the vehicle.

2.1.2 Beamforming to create images

In this context, beamforming is used to describe the process of synthesizing images from the multiple time-series returns of the FLGPR transmit-receive antenna pairs. The beamforming process improves the signal-to-noise ratio (SNR) of the signals by averaging
over the returns from multiple antennas, this also provides potential information about
the shape and size of objects [14]. Each beamformed image can be thought of (crudely) as
a map of the radar energy reflected from the ground over some spatial extent in front of
the vehicle [8]. Figure 4 demonstrates the complete imaging process beginning with raw
complex frequency data and proceeding to imaging.

Conventionally, FLGPR imaging is produced using the delay-and-sum (DAS)
method. DAS first computes the radio wave travel time between the individual antennas
and the area under inspection (i.e., image pixel) and then sums the corresponding time-
series values across the sensor array. Specifically, each antenna, \( m \), has a time-series
return, \( x_m \); these time-series were estimated using the inverse Fourier transform of the
magnitudes and phases from a range of stepped frequencies [8]. In accordance with the
DAS beamforming method, the radio wave travel time, \( R_{mp} \), from each antenna, \( m \), to a
desired pixel location, \( p \), is then computed for use in indexing the estimated time-series
signal. The summation in (1) shows the mathematical representation of the DAS
beamforming.

\[
I_p = \sum_{m=0}^{M-1} \alpha_m x_m (R_{mp}),
\]

here \( I_p \) is the image intensity at pixel location, \( p \), and \( \alpha_m \) is the antenna window
value for antenna \( m \). Investigation into this antenna weighting is the primary
consideration of the second part of this work and is discussed in more detail in Chapter
Figure 4: This figure illustrates the process diagram of radar imaging for a frequency cube, through time domain conversion, and then backprojection onto a desired area. The frequency information cube is the data over multiple antennas and apertures used to form one image. At each aperture and antenna, the received frequency information is converted to the time domain with an IDFT. This complex time domain signal is then backprojected across a 2D sampled area. These images, from every antenna, are coherently summed to form a radar image.

In this work, each beamformed image corresponds to an area extending from 5 meters in front of the vehicle to 25 meters in front of the sensor. The images are roughly 6 meters wide (i.e., perpendicular to the travel direction of the vehicle). The images are created with a spatial resolution of 2.5cm/pixel. A separate image is beamformed every 2.5 meters, meaning that each location on the ground is included in multiple consecutive
images. Figure 5 illustrates three sequential frames of beamformed FLGPR data.

2.1.3 The prescreeners (A and B)

We developed two prescreeners, termed prescreener A and prescreener B, respectively. Prescreener A was developed first, and relied upon VV polarization L-band data. Prescreener B was developed later, and relied upon a combination of HH and VV polarization L-band data, and yielded substantial performance improvements.

Both prescreeners shared some common processing steps, beginning with an RX algorithm [35]. The RX algorithm, and other similar anomaly detectors, have been applied previously as prescreeners to this problem [13], [22], [23]. RX is a constant false alarm rate (CFAR) detector that identifies anomalous data by comparing the statistics of pixels in a foreground window to statistics in a background window at every pixel in the radar imagery [36]. A confidence image, \( \lambda = (\mu_t - \mu_b)^2 / \sigma_b^2 \), is computed for every radar image; here \( \mu_t \) is the mean of the foreground pixels, \( \mu_b \) is the mean of the background pixels, and \( \sigma_b^2 \) is the variance of the background pixels. Alarms are declared by the prescreener at the local maxima of these confidence images.

Due to the multi-look nature of the beamformed images, each area of the ground is imaged in multiple frames of beamformed imagery as the vehicle moves down the lane. This means that the prescreener will often return multiple alarms for a single object (e.g. buried targets, clutter, etc.) imaged by the radar. To reduce this occurrence, and to combine the information in subsequent images, alarms are clustered [13], [37], [38]. For
this purpose, a clustering algorithm is used that enforces a limit on cluster radius, in order to maintain the locality of alarms. DP (Dirichlet Process) means is an extension of K-means that can enforce a limit on the cluster radius [39], and is implemented for our work. The alarm location after clustering becomes the cluster center, and alarm confidence is the $l_2$-norm of the cluster member alarms’ RX confidences [13], [37].

Figure 5: Sequential frames in the HH polarization, formed as the sensor moves forward from the left most image to the right most image. Notice the target signature moves towards the bottom of the radar image (closer to the sensor array) as the sensor moves down the lane and towards the target.
2.1.3.1 Prescreener configuration A (VV images only)

The first version of our FLGPR prescreener utilized only on the VV polarization images. Alarms were gathered from each frame of the VV polarization images and clustered in UTM space as described above. By empirically optimizing for the best ROC performance, we found that target boxes of 40 x 40 pixels, background frames of 80 x 80 pixels and a cluster radius of 1 meter resulted in the best detection performance. These filter sizes are similar in size to those used in other studies [13], [22], [23]. For the experiments described Chapters 3 and 4 this prescreener is used. This prescreener was also used with limited target type population described with the experiment dataset in Section 2.4.1.

2.1.3.2 Prescreener configuration B (HH and VV polarization images)

The second version of the prescreener used for this work was updated and improved based on the results from the large-scale feature comparison, the results of which are presented in Chapter 3. Prescreener B utilizes both the VV and HH polarizations, which we found to yield substantial detection performance improvements. Alarms are declared in each frame of the VV and HH images independently, using the local maxima of the RX filter output. Subsequently, all of the resulting alarms are clustered in UTM space using the method described above. By empirically optimizing for the best ROC performance, we again found that target boxes of 40 x 40 pixels, background frames of 80 x 80 pixels and a cluster radius of 1 meter resulted in the best performance.
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across both polarizations. These are the same filter sizes determined to be optimal for the first prescreener configuration. This prescreener is used for the experiments described in Chapters 5-8. Since prescreener B resulted in improved detection across all target types, the target population was expanded to include more traditionally difficult targets. This experimental dataset is described in Section 2.4.2.

2.1.4 Feature extraction

The work presented in Chapter 3 compares a variety of features extracted from patches beamformed at prescreener alarm locations [13], [21], [23], [40]. These features are those used by statistical classifiers to further discriminate buried targets from prescreener false alarms. For each prescreener alarm location, a 3m x 3m patch was beamformed at a centered down-track distance of 5 meters, and with a spatial resolution of 3cm/pixel. These specifications are similar to those used in previous FLGPR studies [13], [21], [23].

Prior to implementing most feature extraction methods, images are normalized by their local background energy [23], [37], [41]. The background is defined here as anything outside of the 1.5m x 1.5m center of the patch. Here, $X_n$ is an alarm patch, or observation image, $\mu_{bg}$ is the mean of the background, and $\sigma_{bg}$ is the standard deviation of the background. This normalized observation, $X'_n$, is defined as follows:

$$X'_n = \frac{|X_n| - \mu_{bg}}{\sigma_{bg}}$$

(2)
2.1.5 Statistical classifiers

In this work we considered three classifiers: a linear support vector machine (SVM) [24], partial least squares discriminant analysis (PLSDA) [42], and a nonlinear SVM [24]. The two SVM classifiers were used because they have been implemented in previous studies using FLGPR data with a variety of feature sets, and as such provided a baseline. The non-linear SVM has been used with the 2D FFT and log-Gabor statistical feature [23]. This non-linear SVM uses a radial basis function with the default parameters settings $C = 1$ and $\gamma = \frac{1}{\text{# of features}}$. The linear SVM is tested here because it is the conventional classifier used with the proposed feature learning approaches [26], [43]. It has also been previously used with these FLGPR image features: raw pixels [13], SIFT [21], and local image statistics [21]. The PLSDA classifier is considered because we found that it has previously been effective on FLGPR image features [37]; it also has the advantage of being computationally fast to train and run. PLSDA generally achieves similar, or better, performance on all of the features, as demonstrated by the results presented in Section 3.3.

2.1.6 Detection scoring metrics

The detection algorithms in this work (i.e., the various feature-classifier combinations) are compared using receiver operating characteristic (ROC) curves. ROC curves provide a measurement of the tradeoff between the target detection rate, or probability of detection, $P_d$, and the false alarm rate, FAR, as the sensitivity of the classifier is varied. Here $P_d$ refers to the proportion of observed targets that are detected by the
algorithm, and FAR refers to the number of false detections that the algorithm returns per square meter of observed lane area.

A related performance metric is also used in these comparisons, called the partial area under the ROC curve (pAUC) [44], [45]. The pAUC measure is the normalized area under the ROC curve from the origin of the x-axis to a specific FAR. For these experiments a pAUC is measured to a FAR of 0.02 FA/m², which corresponds to one false alarm every 50 m². The pAUC is normalized so that the minimum and maximum attainable values are 0 and 1, respectively. As the area under an ROC curve increases it reflects the ability of that algorithm to detect more targets within these ranges of sensitivity. This measurement is common to FLGPR work, and used as an alternative to directly comparing algorithms’ ROC curves [21].

2.2 Previously proposed FLGPR image features

After introducing the detection pipeline used in most FLGPR processing, we will now review the radar image feature extractors previously proposed. The detection performance achieved with each of these feature methods will be compared in Chapter 3. Throughout this section, we will use ψ to denote the feature vectors that are provided to a classifier for each method.

2.2.1 Raw pixels

This feature consists of rasterizing the pixels in Xₙ′, and treating them as a feature vector. More precisely, the raw pixel feature is given by ψ_{Raw}(Xₙ′) = vec(Xₙ′), where the
vec(·) operator refers to the vectorization of a matrix. This type of feature is often used as a simple benchmark in image recognition tasks [27], [28] and has previously been applied to FLGPR [13], [18], [37].

### 2.2.2 Scale invariant feature transform (SIFT)

The SIFT feature aggregates the gradients over regions in an image into a histogram [46]. The first step in computing the SIFT descriptor involves calculating the gradient magnitude and orientation over the radar image, $X'_n$. Below, (3) and (4), show the magnitude, $M(i, j)$, and orientation, $\theta(i, j)$, gradient calculations with $i$, and $j$ indexing the pixels of the image.

\[
M(i, j) = \sqrt{\left( X'_n(i + 1,j) - X'_n(i - 1,j) \right)^2 + \left( X'_n(i,j + 1) - X'_n(i,j - 1) \right)^2} \tag{3}
\]

\[
\theta(i, j) = \tan^{-1} \left( \frac{X'_n(i, j + 1) - X'_n(i, j - 1)}{X'_n(i + 1,j) - X'_n(i - 1,j)} \right) \tag{4}
\]

With these gradient calculations, the orientations are then aggregated into 4 by 4 non-overlapping cells. In each aggregation cell, the histogram of orientations is computed. This histogram separates angles into 8 bins between 0 and 360 degrees. The count for each angle bin is computed within each cell and is based on the magnitude of the gradients. There are 16 total cells and 8 angle bins resulting in a 128-dimentional descriptor vector, $f_{SIFT}(X'_n)$. The final feature vector is this SIFT descriptor computed over
the whole alarm image.

\[ \psi_{SIFT}(X'_n) = f_{SIFT}(X'_n). \]  

(5)

The SIFT operation is similar to the HOG (Histogram of Oriented Gradients) features used in previous FLGPR work [13], [21]. The SIFT feature, in this context, is performed over the image at one scale, and differs from 8-bin HOG in two ways [47]. First, HOG typically uses a 3 by 3 cell grid for aggregating gradients. Second, HOG generally normalizes within each cell, something that is not performed here. SIFT is specifically used here because it provides a more direct comparison to the feature learning with SIFT descriptors described further in Section 3.1.1.

2.2.3 Local statistics (LSTAT)

Local statistics over an alarm patch are often used in the natural object detection literature [48] and have previously been applied to FLGPR data [21]. To compute an LSTAT feature, the patch is divided into a 3 by 3 grid of non-overlapping regions. The feature vector consists of the mean variance of the pixel intensities in each of the grid regions. Mathematically this can be expressed by,

\[ X'_n = \begin{bmatrix} x'_1 & x'_2 & x'_3 \\
                        x'_4 & x'_5 & x'_6 \\
                        x'_7 & x'_8 & x'_9 \end{bmatrix}_n, \]  

(6)

\[ \psi_{LSTAT}(X'_n) = \{[\mathbb{E}(x'_r), \text{Var}(x'_r)]; \ r = 1, \ldots, 9 \}_n. \]  

(7)
2.2.4 2-Dimensional fast Fourier transform (2D FFT)

This feature consists of the 2D FFT of the FLGPR alarm patch [22], [23], [49]. In contrast to the other features, the 2D-FFT is computed on the complex patch, \(X_n\). Before the 2D FFT operation, a Hamming window \((H)\) is applied to \(X_n\), and the real component is taken. Equation (8) precisely defines the final feature.

\[
\psi_{FFT}(X_n) = \text{vec}( |\text{FFT}_{2D}\{\text{Re}(H \circ X_n)\}|),
\]

where \(\text{FFT}_{2D}\) refers to the 2D FFT of an image, and \(\text{vec}(\cdot)\) refers to the vectorization of a matrix. In accordance with the original implementation of this feature in FLGPR, we will only select the first quadrant of the 2D FFT as the feature vector [19], [20].

2.2.5 Log-Gabor statistical feature

The log-Gabor filter bank is intended to localize frequency information in an image [50]. These filters were applied to the FLGPR data to potentially improve upon other frequency based features such as the 2D FFT [23]. The implementation for FLGPR data uses statistics computed on the log-Gabor filter responses, this is described in detail in Shaw et. al. 2015, Section 2.3 [23], which we followed in these experiments. The log-Gabor filter bank that is applied here consists of six orientations and six scales, resulting in 36 different filters. The response of an observation to the \(i^{th}\) log-Gabor filter is noted as \(S_i(X_n)\). Statistics are extracted over 3 by 3 non-overlapping regions for each filter response. Mathematically we denote these grid regions as,
\[ S^i(X_n) = \begin{bmatrix} s^i_1 & s^i_2 & s^i_3 \\ s^i_4 & s^i_5 & s^i_6 \\ s^i_7 & s^i_8 & s^i_9 \end{bmatrix} \]

Statistics in each of the regions are then computed,

\[ f_{LG}(s^i_r) = [\mathbb{E}\{ s^i_r \}, \text{Var}\{ s^i_r \}, \text{Kurt}\{ s^i_r \}, \text{Skew}\{ s^i_r \}, \| s^i_r \|] \]

Here Kurt\{\cdot\} and Skew\{\cdot\} are the third and fourth standardized moments, respectively. Additionally, \(\|\cdot\|\) represents the Euclidean norm for that region of the filtered image. The statistics from each region in the log-Gabor responses are concatenated to form the final log-Gabor statistical feature vector.

\[ \psi_{LG}(X_n) = \{ f_{LG}(s^i_r); \ r = 1, \ldots, 9; \ i = 1 \ldots 36 \}_n \]

### 2.3 Sequential forward search algorithm

We utilized decision level fusion to leverage independent information in the decision confidences delivered by each feature set after classification. However, instead of combining all available feature sets’ decision confidences, it is usually more effective (equal performance with less number of feature sets) to find a subset of decisions to fuse, and so for finding this subset the sequential forward search (SFS) algorithm is employed [51]. SFS is a method of selecting a subset of features, based on a chosen performance metrics (i.e. pAUC), to then be used in classification. This is employed when finding a subset of individual feature sets’ decision confidences in the decision fusion experiments.
For this decision-level fusion, the decision confidences of the individual feature sets become the feature vector used by the classifier during fusion.

An illustration of the SFS algorithm is shown in Figure 6. SFS starts by finding the detection performance associated with each of the individual features, and builds a feature vector in a greedy forward manner. For the current $N_f$ (the number of features in the subset), the base feature set is the highest performer from $N_f - 1$, and each of the next possible combinations was tested. This process continues until adding features leads to no meaningful gain in performance. In these experiments, the SFS performance metric for each combination is pAUC to a FAR of 0.02 FA/$m^2$. 
Figure 6: This diagram illustrates a sequential forward search (SFS) algorithm. The base subset for any \( N_f \) is the highest performing subset in \( N_f - 1 \). Performance for each subset is evaluated using \( f \) for each number of features, \( N_f \). In this illustrative example the highlighted entry would be the selected feature vector as it achieves the highest performance with lower \( N_f \).

2.4 FLGPR experimental dataset

All of the FLGPR collected data for the experiments detailed in this report was collected from a western test site in the U.S. during the spring of 2015. 10 data collection runs were conducted over 3 unique test lanes which totaled a scanned area of 36,000\( m^2 \).

The precise location of each buried target was recorded so that the detection algorithms can be scored and trained with labeled examples. Each physical buried target is seen by the sensor multiple times in the collection, because some lanes are scanned multiple times in both directions. There are two datasets used in the feature sections of the work presented in this report, each corresponding to the output of a different prescreener (see Section 2.1.3 for prescreener details).
2.4.1 Prescreener configuration A and resulting dataset

Prescreener configuration A (see Section 2.1.3.1), which is used in the first part of this work had overall poorer performance. The lower performance led to modifying the target types considered for detection. For this dataset, the alarms which occurred over the deep (greater than 4 inches) and completely non-metal targets were removed. Accordingly, in scoring we did not penalize algorithms for missing any of the deep or non-metal targets. This resulted in a dataset with 245 target encounters over the 10 lane passes and 15,750 total alarm declarations. Of these 245 target encounters 202 were found by the prescreener, meaning that the highest probability of detection for a feature based algorithm is 0.824. The complete target type, depth, and metal content breakdown per lane is presented in Table 1. This dataset is used for the experiments in Chapters 3 and 4.

Table 1: Target breakdown for the dataset that corresponds to the “prescreener configuration A”. The total column is computed using all passes for each lane.

<table>
<thead>
<tr>
<th></th>
<th>Lane A</th>
<th>Lane B</th>
<th>Lane C</th>
<th>Total – A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lane passes</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Lane area (m²)</td>
<td>3,943</td>
<td>3,610</td>
<td>2,961</td>
<td>36,361</td>
</tr>
<tr>
<td>Unique targets</td>
<td>27</td>
<td>23</td>
<td>27</td>
<td>245</td>
</tr>
<tr>
<td>Metal</td>
<td>9</td>
<td>9</td>
<td>11</td>
<td>90</td>
</tr>
<tr>
<td>Low-metal</td>
<td>19</td>
<td>14</td>
<td>16</td>
<td>155</td>
</tr>
<tr>
<td>Non-metal</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

2.4.2 Prescreener and resulting dataset (B)

For the prescreener configuration B (see Section 2.1.3.2), alarms computed over the
HH and VV polarization images were included in the clustering for the final alarms. This prescreener improved overall performance and allowed for the inclusion of more traditionally difficult-to-detect target types. For the resulting dataset all the target types, depths, and metal contents were considered in scoring. Although there are more difficult-to-detect targets included in this dataset, with the improved prescreener the resulting performance still increased slightly. The dataset in this configuration has 546 total target encounters and the prescreener results in 19,128 total alarms; from those alarms 477 of the target encounters are found, which means the maximum performance for a feature based algorithm is a probability of detection of 0.874. The target type, depth, and metal content by lane is listed in Table 2. This dataset is used in the experiments described in Chapters 5 - 8.

**Table 2: Target breakdown for the dataset that corresponds to the “prescreener configuration B”. The total column is computed using all passes for each lane.**

<table>
<thead>
<tr>
<th></th>
<th>Lane A</th>
<th>Lane B</th>
<th>Lane C</th>
<th>Total – B</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lane passes</strong></td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td><strong>Lane area (m²)</strong></td>
<td>3,943</td>
<td>3,610</td>
<td>2,961</td>
<td>36,361</td>
</tr>
<tr>
<td><strong>Unique targets</strong></td>
<td>52</td>
<td>53</td>
<td>77</td>
<td>546</td>
</tr>
<tr>
<td><strong>Metal</strong></td>
<td>18</td>
<td>30</td>
<td>51</td>
<td>284</td>
</tr>
<tr>
<td><strong>Low-metal</strong></td>
<td>34</td>
<td>30</td>
<td>38</td>
<td>314</td>
</tr>
<tr>
<td><strong>Non-metal</strong></td>
<td>4</td>
<td>4</td>
<td>19</td>
<td>68</td>
</tr>
</tbody>
</table>
3 Comparison of detection performance for different features using FLGPR images

This chapter compares a large set of image features and classification models that were previously proposed for buried threat detection in FLGPR imagery. We also present and describe two previously unexplored feature learning techniques for this application. These feature learning techniques are then compared, in terms of ROC performance, to the detection performance obtained with all of the previously proposed approaches. The experimental design is first described, followed by a presentation of the performance results. Each experiment in this chapter utilizes our first prescreener, prescreener A, described in Section 2.1.3.1 and the resulting dataset described in Section 2.4.1.

3.1 Image based feature learning approaches

This section presents the two modern feature learning approaches from the computer vision research community that we investigated for buried threat detection in FLGPR imagery: bag-of-visual-words (BOV) and Fisher vector (FV). In contrast to the previously proposed features, these methods automatically adapt to the data, and therefore necessitate being trained. Figure 7 provides a high-level overview of the training/testing process, which is similar for both of the two approaches that were investigated.

Details of the steps shown in Figure 7 are described further in the subsequent subsections. First, we will describe the (two) types of dense descriptors extracted in the
images. Next, we describe the clustering and encoding processes for each of the two methods, BOV and FV, respectively. Lastly, we provide some additional implementation details, explaining the specific design choices we made to adapt the BOV and FV approaches to work effectively for target detection on FLGPR data.

### 3.1.1 Local image descriptors for feature learning techniques

The feature learning techniques considered in this work are used with local descriptors that are densely sampled over the alarm patches. In this section, we define an observation (i.e., an FLGPR patch) as a set of local descriptors, \( X = \{ x_t \in \mathbb{R}^D; t = 1, \ldots, T \} \). Here, \( t \) is the local-descriptor index and the image is comprised of \( T \) total local descriptors; \( D \) is the length of each local descriptor. The local descriptors for this work are sampled densely around the image in overlapping sub-patches, as shown in Figure 7. Two popular local descriptors, from the BOV and FV literature, are considered in this work: raw pixels ("Raw"), and SIFT ("SIFT") descriptors [26], [27], [43], [46], [52], [53]. The Raw descriptor is simply a vector containing the raw pixel intensities in each sub-patch. The SIFT descriptor was described in Section 2.2.2, and measures local gradient information. Specific details about the implementation of both local image descriptors are provided in Section 3.1.4.
Our implementation of BOV is based on Coates and Ng, 2012 [26], but was modified for the specific application of target detection in FLGPR data. There are two
main components of the BOV implementation: the dictionary creation, and the encoding of observations.

To train the BOV algorithm, local descriptors from all training observations are clustered using Spherical K-means [54]. This yields a set of representative data signals, referred to as a dictionary, \( \mathcal{D} \in \mathbb{R}^{K \times D} \). Following the suggestion of [26], the descriptors are whitened with zero component analysis (ZCA) before applying spherical K-means. ZCA whitens by projecting the descriptors onto an orthogonal basis. This tends to result in more independent dictionary elements, a desired trait in BOV [26].

The BOV encoding (i.e., feature vector) consists of a similarity measurement of \( X \) to the learned clusters, or dictionary elements. The similarity measure is given by

\[
y_t(k) = \mathcal{D}_k x_t,
\]

where \( \mathcal{D}_k \) is the \( k \)th element of the dictionary. The feature vector for an FLGPR image is \( K \) dimensional, and the \( k \)th feature value consists of the maximum inner product across all of the descriptors for the given FLGPR image, this is given by

\[
\psi_{BOV}(X | \mathcal{D}) = \{ \max_t \{ y_t(k) \} ; k = 1 \ldots K \}.
\]

Notice that the encoding in (12) does not encode any information about the spatial location of descriptors, and therefore the BOV descriptor only encodes what is in the image, not where it is. Spatial information can be included in the encoding using spatial pooling, discussed in Section 3.1.4.
3.1.3 Fisher vector

Similar to BOV, the FV is designed to measure the occurrence of learned structures in a single observation. The FV, as implemented here, is based on Sanchez et al., 2013 [43]. Similar to BOV, during training, the FV begins with a clustering operation on the densely extracted local descriptors. Rather than K-means however, FV employs a K-component Gaussian Mixture Model (GMM). Inferring the parameters of the GMM requires finding the means and covariances for each cluster: \( \mu_k \in \mathbb{R}^{1 \times D} \), and \( \Sigma_k \in \mathbb{R}^{D \times D} \). Here the subscript \( k \) refers to the \( k \)th component in the GMM. Following common practice, we constrain the covariance matrix to be diagonal, implying that the elements of the local descriptor are independent. A single component of the GMM is given by

\[
 u_k \triangleq \mathcal{N}(\mu_k, \Sigma_k),
\]

and the GMM is expressed as

\[
 u_\lambda \equiv \sum_{k=1}^{K} w_k u_k,
\]

where \( w_k \) refers to the probability of each cluster (and therefore \( \sum_k w_k = 1 \)), and \( \lambda \) denotes the set of parameters learned for the GMM. In other words, \( \lambda = \{ w_k, \mu_k, \Sigma_k; ~ k = 1, \ldots, K \} \).

Once the codebook (i.e., trained GMM) is available from training, it can be used to encode (i.e., compute a feature vector) for a new observation. The encoding (roughly) consists of computing first and second order differences between each of the \( T \) descriptors, \( x_t \), and the cluster centers. This computation is given by equations (16) and (17) below:
The function \( \gamma_t(k) \) in the preceding two equations is given by
\[
\gamma_t(k) = \frac{w_k w_\kappa(x_t)}{\sum_{j=1}^{K} w_j u_j(x_t)}.
\]

In (15) and (16), and given a particular value of \( k \), the terms \( \mathcal{G}_{\mu_k}^X \) and \( \mathcal{G}_{\sigma_k}^X \) are each vectors of length \( D \), where \( D \) is the dimensionality of the input descriptor (e.g., Raw or SIFT). The final FV feature is given by
\[
\psi_{FV}(X|u_\lambda) = \{ \mathcal{G}_{\mu_k}^X, \mathcal{G}_{\sigma_k}^X : k = 1..K \},
\]
and its dimensionality is \( 2DK \).

It is important to notice that each encoding \( \mathcal{G}_{\mu_k}^X \) and \( \mathcal{G}_{\sigma_k}^X \) consist of a weighted sum, or “pooling”, of contributions from individual descriptor differences. This implies that the spatial location of each descriptor is lost in the computation of the FV feature. Consequentially, and similar to the BOV encoding, the FV feature only encodes information about what is in each FLPGR image, but not where it exists in the image. As noted above, this is addressed through a technique called spatial pooling, which we describe next in Section 3.1.4.

3.1.4 Additional feature learning implementation details

This section presents some additional details about our implementation of BOV
and FV in order to adapt them to target detection in the FLGPR imagery. We first describe the details of the local descriptor extraction. Second, we describe the number of clusters, or components, used for these feature learning methods. Lastly, we describe our application of spatial pooling to enhance the performance of both the BOV and FV features.

In this work the BOV and FV methods are each applied using two types of local descriptors. First, raw radar image intensities of 11 x 11 pixel regions were densely sampled over the FLGPR images, with an overlap of 4 pixels. These sizes were chosen because in optimization experiments, they performed the best for both BOV and FV. This first descriptor will be referred to as BOV (Raw) and FV (Raw). The other local descriptor tested was SIFT, which was extracted every 8 pixels, over 8 x 8 pixel regions, for each background normalized magnitude alarm patch. This size and spacing were also chosen to maximize performance in cross-validation. Once again, the same settings yielded the best results for both the FV the BOV features. The SIFT-based BOV and FV features will be denoted as BOV (SIFT) and FV (SIFT), respectively.

For each encoding scheme 30 component clustering was used, and this was performed for both types of descriptors: SIFT and Raw. Again, in optimization experiments, we found that changing the number of components for both BOV and FV in the 10 – 50 component range yielded very similar overall detection performance.

Spatial pooling is also applied to BOV and FV for both types of local descriptors.
As described in Sections 3.1.2 and 3.1.3, the BOV and FV features primarily encode what is in the image, but not where it is. This is a well-known limitation of the BOV and FV approaches [27] and, similar to other recognition tasks [32], [55], we discovered that spatial information is important for identifying buried threats in FLGPR data. As a result, we adopted a technique called “spatial pooling” [55], which can be used to augment the feature encodings with spatial information. Figure 8 illustrates the concept of spatial pooling, as well as the way we applied it in this work. The radar image first has the dense local descriptors extracted; the simplest version of spatial pooling is to extract the BOV and FV encodings over the whole image area. Instead, spatial pooling can be applied in other sub-regions around the image; this is represented by the right-most encoding scheme in Figure 8. We found that spatial pooling using a 2 by 2 non-overlapping grid (as shown in Figure 8) resulted in substantial performance improvements, for both feature learning methods (BOV and FV), and for both local descriptors (Raw and SIFT).
In this section we present the experimental results of the large scale FLGPR image feature comparison. We begin by reporting results (in terms of pAUC) for each combination of polarization, feature set, and classification model. After this, we present results where we used a feature selection approach to select a good subset of feature sets for use in decision fusion. Finally, we present an analysis of the results, providing additional insight regarding the features.

All of the subsequent experimental results were conducted using patches extracted at alarm locations declared by the prescreener described in Section 2.1.3.1. This
prescreener yielded 15,750 alarms (i.e., patches) over the entire dataset. The classification algorithms were tested using a lane-based cross-validation procedure. There were three distinct lanes in our dataset and thus, three-fold cross-validation was used.

3.3 The performance of individual feature sets

In this section we present detection performance results, in terms of pAUC, for each possible combination of (i) radar polarization, (ii) feature set, and (iii) a classifier (e.g., 2D FFT feature of an HH image with the RBF SVM classifier). We refer to such 3-tuples as “algorithms” for ease of discussion. For each algorithm we report an average pAUC and a 95% confidence interval based on bootstrap aggregation [56]–[59]. Specifically, for each training fold, we created ten different datasets by taking bootstrap samples of the training data (i.e., sampling the original training data, with replacement, until a new equally large dataset is created). A classifier is trained on each of training folds for the ten datasets, and then applied to the corresponding test sets to obtain predictions. These ten trials permit us to measure the mean and variance of the performance for each algorithm, which help indicate the consistency and robustness of the algorithm performance. The results of these experiments are presented in three separate figures, where each figure corresponds to a polarization: HH (Figure 9), VV (Figure 10), and HV (Figure 11).

The results reveal a clear trend in the detection performance on each polarity. The HH polarity yields the best mean detection performance across all combinations of features and classifiers, without any exceptions. This is followed by the VV polarity
which, in turn, always outperforms the VH polarity.

The results also indicate that there are general differences in the performance of the classifiers. Among the linear classifiers, PLSDA almost always outperforms the linear SVM. The only exceptions to this occur for the SIFT features, and is less consequential to the overall result due to the poor performance of SIFT features. We believe PLSDA produces superior performance due to its ability to deal with collinearity (i.e., redundancy) in the features [42]. Many of the feature sets investigated here are very high dimensional, and occasionally the dimensionality is much greater than the number of observations (e.g., the FV features). This high dimensionality tends to increase the redundancy of the features, likely making PLSDA a more suitable classifier.

In contrast to the linear SVM, the (non-linear) RBF SVM performs similarly to PLSDA. The RBF SVM is nonlinear, and therefore it can model more complex relationships between the features than PLSDA. The performance similarity of the RBF SVM and PLSDA suggests that the greater complexity of the RBF SVM yields few benefits. This further suggests that the patterns in this data are relatively simple. We provide further qualitative support for this assertion in Section 4.3. Although PLSDA and the RBF SVM perform similarly, the RBF SVM is much more computationally expensive (i.e., slower) than PLSDA, during both training and testing, and thus we generally favor the utilization of PLSDA.

For the remaining discussion, we will only consider results with the RBF SVM and
PLSDA, since they both (almost) always outperform the linear SVM. When comparing
detection performance results for individual features, several trends are revealed. First,
many algorithms are outperformed by the raw pixel features for each of the polarization
imagery. Secondly, overall the best performing features operating on HH polarization
imagery tend to be the FV and BOV based features, Raw, and LSTAT. The best overall
mean performance is achieved with FV (SIFT) for the RBF SVM.

Figure 9: pAUC, computed to a false alarm rate of 0.02 false alarms per $m^2$ for each
individual feature set using the HH polarization data, for each considered
classifier. Feature learning approaches are bolded. The mean pAUC and 95% 
confidence intervals for the 10 bootstrap trials are reported.
Figure 10: pAUC, computed to a false alarm rate of 0.02 false alarms per $m^2$ for each individual feature set, using the VV polarization data, for each considered classifier. Feature learning approaches are bolded. The mean pAUC and 95% confidence intervals for the 10 bootstrap trials are reported.
This section provides a table of the computational run-time for the algorithms compared here. Table 3 shows the computation run-time for each feature set – classifier combination. First, for each feature set the creation time is reported. Second, the training and testing time are each stated for every feature set – classifier combination. For the feature learning methods, the reported classifier run-times include the computational time for the clustering and encoding processes. Times are reported for a single bootstrap trial and are averaged across the three different polarizations. All experiments were performed on a system with a 3.40GHz Intel i7 processor and 16 GBs of RAM.

From Table 3 it is clear that multiple trends are present across both the feature set and classifier run-times. First, the PLSDA classifier is clearly the fastest classifier followed...
by the linear SVM and then the RBF SVM. This speed difference is greatly expanded as the feature set dimensionality is increased, as evidenced by comparing the raw pixel run-times to those of the LSTAT feature. Second, the training and testing run-times for the feature learning techniques (BOV and FV) are greater than those of the previous feature sets and reveal the computational cost of implementing the more complicated models.

Table 3: Computational run-time in seconds for each feature set creation, training, and testing for each classifier.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Creation</th>
<th>Training (PLSDA)</th>
<th>Training (Lin SVM)</th>
<th>Training (RBF SVM)</th>
<th>Testing (PLSDA)</th>
<th>Testing (Lin SVM)</th>
<th>Testing (RBF SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw</td>
<td>0</td>
<td>3.4</td>
<td>603</td>
<td>866</td>
<td>0.1</td>
<td>356</td>
<td>603</td>
</tr>
<tr>
<td>SIFT</td>
<td>37</td>
<td>0.3</td>
<td>6.0</td>
<td>4.5</td>
<td>0.4</td>
<td>2.9</td>
<td>3.3</td>
</tr>
<tr>
<td>LSTAT</td>
<td>1.6</td>
<td>0.1</td>
<td>2.4</td>
<td>2.1</td>
<td>0.4</td>
<td>0.7</td>
<td>1.4</td>
</tr>
<tr>
<td>2D FFT</td>
<td>6.6</td>
<td>0.9</td>
<td>157</td>
<td>299</td>
<td>0.4</td>
<td>99</td>
<td>198</td>
</tr>
<tr>
<td>Log-Gabor</td>
<td>1109</td>
<td>0.6</td>
<td>74</td>
<td>121</td>
<td>0.4</td>
<td>37</td>
<td>80</td>
</tr>
<tr>
<td>BOV (Raw)</td>
<td>201</td>
<td>168</td>
<td>181</td>
<td>180</td>
<td>138</td>
<td>140</td>
<td>144</td>
</tr>
<tr>
<td>BOV (SIFT)</td>
<td>225</td>
<td>215</td>
<td>269</td>
<td>331</td>
<td>121</td>
<td>966</td>
<td>1015</td>
</tr>
<tr>
<td>FV (Raw)</td>
<td>201</td>
<td>337</td>
<td>3430</td>
<td>9367</td>
<td>105</td>
<td>3656</td>
<td>6397</td>
</tr>
<tr>
<td>FV (SIFT)</td>
<td>225</td>
<td>196</td>
<td>2762</td>
<td>3594</td>
<td>103</td>
<td>2296</td>
<td>2764</td>
</tr>
</tbody>
</table>
3.4 **Summary and conclusions**

In this chapter, two contributions to the FLGPR research were presented; a comprehensive comparison of detection performance using existing features on a large consistent data collection, and the application of feature learning to the FLGPR radar data using the BOV and FV methods. Through these experiments a number of observations were made regarding the FLGPR processing system. First, that the best performance for any polarization and individual feature set results from the FV with SIFT descriptors on the HH polarization data. The feature learning approaches in general performed well, but did not outperform all previous feature sets for all polarizations. In summary, we find the following:

- The HH polarization contains more information for classifying buried threats, compared to both the VV and VH polarizations using the features and algorithms considered in this work.

- Feature learning approaches (FV with SIFT descriptors) yielded small improvement in detection performance when compared to the utilization of previously considered features, although detection performance between with all of the different feature sets is similar.

- A linear classifier, PLSDA, which was previously unused in this context, is able to perform roughly equal to and on some feature sets better than the RBF SVM.
Though there is an improvement from the feature learning technique, specifically the Fisher vector with SIFT, there is still a question pertaining to the utility of combining image features together in order to further improve performance. The next chapter applies a fusion method with the goal of taking advantage of the independent discriminability that is potentially embodied in each feature.
4 Decision fusion and feature analysis

This chapter contains decision fusion results along with an analysis of the individual image feature results. Decision fusion is a detection method that leverages performance from different feature sets once they each have been utilized by a classification model to generate a decision statistic. The decision statistics (or confidences) obtained by classifying each feature set are treated as feature vectors that are then the input into a second classifier, which attempts to combine them in order to obtain a single (better) decision statistic. The experiments in this chapter are designed to combine potentially independent information provided by each individual feature set. Also in this section, the individual feature set results are analyzed in an attempt to help explain what aspects of the FLGPR data are being captured by each feature. This analysis begins with a visualization of the learned filters from the feature learning techniques; providing insight into the shapes and patterns that are common among observations. Finally, a comparison of classification ability, for specific target examples, is presented to highlight the types of observations that the feature learning techniques classify well.

4.1 Decision fusion experimental results

In decision fusion we aim to combine the predictions (i.e., confidence values output by a classifier) from the different algorithms described in Section 3.3 in order to further improve detection performance [60]. Decision fusion was also investigated recently for FLGPR in [61], and we build on this work by using a larger collection of data
and a greater variety of image feature sets.

In order to fuse the algorithm predictions, we treat them as features that are input into a second PLSDA classifier, which is then trained to make a final prediction. For simplicity, in these experiments we only consider fusing the PLSDA classifier predictions, but we consider all polarities and feature sets. It is unlikely that all of these feature sets are useful for fusion, and so we attempt to select a good subset of them for fusion. To select this subset we used the sequential forward search algorithm (SFS) [51]. This algorithm begins with the predictors (i.e., the PLSDA classifier outputs) for the single best feature set, and then adds a new predictor one at a time, based on which one increases the performance the most. The SFS is only allowed to select new predictors based upon the training data in each fold, in order to avoid positive performance bias. Therefore, in order to obtain performance measures for each candidate fusion model, we perform a random five-fold cross-validation using only the training data. This yields pAUCs across the number of predictors that SFS can use to build the final fusion model.

In our experimental design, we control the total number of predictors that SFS is allowed to select for fusion, denoted \( N_f \). Figure 12 presents the results of our feature fusion experiment as we vary \( N_f \). Each point in Figure 12 is the mean of the pAUCs, and the error bars report the 95% confidence interval [59]. This interval is computed after repeating each experiment for the ten bootstrapped datasets from the individual feature comparison. The results show a sharp performance increase at \( N_f = 3 \) then a steady but slower rise until
$N_f \cong 15$.

![Graph](image)

**Figure 12:** pAUC obtained for decision fusion with the PLSDA algorithm as a function of the number of features used in the sequential forward search. Each point reports the mean performance for that number of features and the error bars are the 95% confidence intervals over multiple runs of the same experiment; for each $N_f$ we ran the experiment for the 10 bootstrapped datasets. Notice the leveling of performance after $N_f = 3$; adding more features beyond $N_f = 3$ provides only slight increases in overall performance.

To estimate overall performance for the SFS algorithm we conducted an experiment using an auto-stopping criterion to select $N_f$. The algorithm would stop increasing $N_f$ when the pAUC within that fold started to decrease. The pAUC is determined from the random five-fold cross-validation performed within each training set, thus this experiment was repeated for the 10 bootstrapped datasets from the individual feature comparison to better estimate the performance. Within each 10 bootstrapped datasets lane-based cross-validation is performance; and within each of the lane-based training folds, five-fold cross-validation is used to determine which decision statistics to include in the SFS. In Figure 13 the vertically averaged ROC [62] and 95%
confidence intervals are reported for the SFS auto-stopping algorithm and the FV (SIFT) with the RBF SVM, along with the performance of the prescreener (PS). The decision fusion and best individual feature set yield similar performance at any given point on the ROC curve, with the SFS average being slightly lower.

![ROC curve](image)

**Figure 13:** ROC curve (probability of detection vs. false alarm rate) for prescreener (PS), the single best feature (FV SIFT – RBF SVM), and the sequential forward search (SFS) decision level fusion results. The FV SIFT and SFS fusion ROC curves have the 95% confidence areas shaded in their respective colors.

### 4.2 Learned filters

Feature learning algorithms can be analyzed by visualizing the resulting filters from the clustering, and the results of such a visualization are shown in Figure 14 for the BOV (Raw) algorithm on the HH polarization. We analyze BOV (Raw) because (i) it was
nearly the best performing algorithm and (ii) it uses the raw pixel descriptor which results in more interpretable visualizations. During feature extraction the resulting BOV encodings are based on the similarity between each observation’s descriptors and these cluster centers. We can surmise that these cluster centers are useful in discrimination because of the relatively good BOV (Raw) classification performance; that is to say, the space derived with these cluster centers produces a fairly discriminative representation. Notice the “blob-like” learned cluster center, and how many of the clusters are shifted versions of the same shape. This, along with knowing that performance did not increase when introducing more available clusters implies that there are not many cues beyond concentrations of high energy that indicate the presence of a target in FLGPR data.

![Learned K-means cluster centers for the BOV on raw pixel local descriptors in the HH polarization.](image)

With this visualization, it becomes evident that the learned filters are measuring the different “blob-like” characteristics of the data.
4.3 What are the characteristics of FLGPR images that indicate the presence of a target?

For many computer vision algorithms, including feature learning, it can often be difficult to understand which components of the input imagery are most indicative of the presence of the target object (e.g., buried threats). In an effort to analyze this we developed a “confidence map” visualization based on the feature learning encodings and trained classifier. The subsequent visualizations show the magnitude image and a BOV (Raw) “confidence map” of four target examples over a range of classification confidences. Again, BOV (Raw) on the HH polarization is used here due to its overall good classification performance and the visual interpretability of using raw pixel descriptors.

The “confidence maps” illustrate where, spatially, the BOV (Raw) features indicated target-like characteristics in the image. Figure 15 shows the process for obtaining this visualization. As the process shows, the dense descriptors (i.e., raw patches) in the image are encoded using a sliding window, where four descriptors are encoded at a time. This corresponds to spatial pooling of the BOV encodings (see Section 3.1.4) over very small image regions. Each encoding is then classified (i.e., assigned a confidence) using a trained BOV(Raw) PLSDA classifier. This process results in a map of confidence values across the image, indicating how much the local descriptors indicate the presence of a target.
For each example presented in Figure 16, the magnitude images, BOV (Raw) confidence maps, and confidence percentile are given. The confidence percentile denotes the confidence a target was given by the classifier but normalized in relation to the other
observations to fit between 0% and 100% (100% confidence percentile being the highest confidence observation). The visualizations in Figure 16 reveal several interesting characteristics about the FLGPR images. First, it appears that the BOV (Raw) feature is largely cuing on high energy “blobs”, of varying shape and size, to identify the presence of a target. As expected with the spatial invariance introduced by “bagging” in BOV, the algorithm is able to assign a high confidence to an off-center target response, like that for the 95.6% confidence percentile example. In the example in the last column (1.3% confidence percentile) there are high confidence locations around a target response but not enough to outweigh the large amount of background present in the image. The example with a 14.0% confidence percentile illustrates a very weak target response, and while some of the response appears target like it is not strong enough for the BOV (Raw) algorithm to classify well.
This chapter used the individual classification results in fusion to combine potential independent information from the previously considered and newly feature proposed extractor algorithms. This greedy feature selection method ultimately provided no performance increase over the best single feature set, FV (SIFT). Also in this chapter, the feature learning approaches were examined to show what common shapes and structures were found in the radar images.

4.4 Summary of decision fusion approach

Figure 16: Four target examples with various BOV (Raw) confidence percentiles. Along with magnitude image patch for each, a BOV (Raw) confidence map is included to show where in the image the algorithm found target-like characteristics.
5 Proposed modifications to the 2DFFT feature

The large-scale comparison of FLGPR threat detection algorithms discussed in Chapter 3 (also described in [37], [63]) revealed that detection performance by classification algorithms when applied to most feature is similar. In this chapter, we propose enhancements to a previously considered frequency-domain feature [22], [23] that was based upon the two-dimensional Fourier transform (2D FFT) of the FLGPR imagery. This chapter presents a modified version of the 2D FFT feature, termed 2DFFT+, that yields substantial improvements to detection performance achieved when performing detection using the previously proposed 2DFFT feature, as well as substantially outperforming existing FLGPR algorithms. Further, we show that using partial least-squares (PLS) discriminative dimensionality reduction [64], it is possible to dramatically lower the dimensionality of the 2DFFT+ feature from 2652 dimensions to twenty dimensions (on average), while simultaneously improving its performance. In this chapter, and the remainder of this thesis, we use prescreener configuration B (see Section 2.1.3.2,) and the corresponding dataset (see Section 2.4.2).

5.1 Description of the original 2DFFT feature

In order to keep this chapter self-contained, we recap the original 2DFFT feature as it has been applied in numerous recent FLGPR threat detection algorithm publications [22], [23], [61], [65], and it is also described in more detail in Section 2.2.4. The first step in the calculation of this feature is to obtain the real component of the complex-valued
FLGPR alarm patches, and then apply a windowing function (e.g., a Hamming window). The 2DFFT feature then simply consists of rasterizing (i.e., vectorizing) the values in the first quadrant of the resulting 2DFFT. The first quadrant of the 2DFFT contains the positive frequencies in both the cross track and down track directions (see Figure 17).

5.2 Modification 1: adding additional spectral quadrants to the feature

The original 2D FFT feature used only one quadrant of the 2D FFT as the feature vector. Unfortunately, no motivation for the single quadrant approach has been provided when examined in previous FLGPR studies [22], [23], [61], [65]. We hypothesized that a 2DFFT feature including all of the unique frequency domain information (i.e., two quadrants) can improve threat and non-threat classification. By using the 1st and 2nd quadrants all of the unique information in the magnitude of the 2D FFT is being captured and presented to a classifier. The 3rd and 4th quadrants of the 2D FFT computed on a real-valued signal are complex conjugates of the 1st and 2nd quadrants and do not contain any unique information about the underlying signal [66]. Figure 17 provides an illustration of the difference in 2D FFT extractions over an example threat observation.
Figure 17: 2D FFT estimation over a threat example. The left image is the real component of the complex radar image for a known threat location. The right image is the full 2D FFT of the real radar image with the two quadrant 2D FFT outlined in red and the one quadrant 2D FFT outlined in blue.

To examine our hypothesis, we compare the performance achieved using the dual quadrant FFT feature to that obtained using the single quadrant. Both features are processed with the PLSDA classifier and resulting ROC curves are shown in Figure 18. The results clearly show that using the information contained in the additional quadrant leads to improvements in classification performance.
Figure 18: ROC performance of the prescreener (pink dotted), one quadrant 2D FFT feature (blue) and two quadrant 2D FFT feature (red).

5.3 Modification 2: feature extraction on the real and magnitude FLGPR imagery

The previous 2D FFT feature, described in section 5.1, is calculated from the real component of the complex radar image. In this section, we consider extracting features from the 2D Fourier transform of two different candidate components of the complex FLGPR images: the real component, and the magnitude of the complex image (or magnitude component). We also consider some combinations of the Fourier features extracted from these two images. The magnitude component is considered here because this is the image component used in many other non-2D FFT based features (e.g., HOG) and provides the shape of the energy response received at a given location. Figure 19
illustrates the extraction of the 2D FFT for the real component and the magnitude component images. Note that, based on the results in section 5.2, each feature set considered here includes two quadrants of the 2D Fourier transform. For many buried threats there is a characteristic oscillating response seen in the real component of the complex radar image; this effect is represented well in the 2D frequency domain [66]. The response over buried threats in the magnitude images is an energy measure across that spatial extent. A 2D FFT feature for the magnitude image represents the shape of the energy response while allowing for large amounts of spatial variance.

![Figure 19: Example 2D FFT estimation over the real and magnitude components of the complex radar image. The left two images are the real component of the radar image and the positive cross track spectrum from the 2D FFT computed from the real component. The right two images are the magnitude radar image and the positive cross track spectrum from the 2D FFT computed from the magnitude image.](image)

Detection performance results comparing the 2D FFT feature extracted over different image components are presented in Figure 20. The ROC curve for the real component 2D FFT feature is overall lower than the ROC curve for the magnitude of the 2D FFT and thus results in a lower pAUC. Further, the performance obtained when
concatenating the two 2D FFTs together results in an additional improvement in pAUC, although this difference is less pronounced when considering the ROC curves.

Figure 20: Detection performance results for the 2D FFT feature computed using different complex image components. In the left plot the ROC curves for each complex component tested and prescreener are reported. In the right plot, the pAUC is displayed for each of the ROCs to show the slight classification advantage real and magnitude concatenated together achieve over just the magnitude 2D FFT feature.

5.4 *The 2DFFT+ feature*

From the previous sections, there were two modifications to the 2D FFT feature that led to increased detection performance. The performance results from the first modification experiment suggested that including the 1st and 2nd quadrants from the computed 2D FFT is a better approach than only including the 1st quadrant in the feature vector. The second modification made use of the complex magnitude image, the component used in many other previous approaches, and is a feature that provides the
overall shape of the energy response. Including the 2D FFT feature applied to both the real and magnitude components resulted in the best detection performance as measured by pAUC. For the remainder of this thesis the concatenated 1\textsuperscript{st} and 2\textsuperscript{nd} quadrant 2D FFT feature computed for both the real and magnitude images will be used, and be referred to as the 2DFFT+ feature.

5.5 Reducing the dimensionality of the 2DFFT+ feature

In this section, we present two data-driven methods for dimensionality reduction: principal components analysis (PCA), and the partial least-squares (PLS) algorithm. After describing each method, classification results for various levels of dimensionality reduction are presented. Dimensionality reduction can help in a variety of aspects, specifically: reducing the complexity of the function learned by a classifier, saving computational time and storage space. These improvements help with an ultimate goal of providing a small number of meaningful features to a system which can fuse across remote sensing modalities.

5.5.1 Principal component analysis (PCA) and Partial least-squares (PLS) for dimensionality reduction

Some experiments detailed below utilize feature dimensionality reduction as part of an algorithm for detecting buried threats. The two data-driven approaches that are applied are described in this section. Principal components analysis [67] (PCA) and partial least-squares [64] (PLS) are both methods that can be used for representing data in a lower
dimensional subspace. For both methods, the new representation is a linear subspace, which means that each new dimension in the new representation consists of a weighted linear combination of all of the dimensions in the original signal representation.

PCA is a commonly used tool for dimensionality reduction and lossy data compression. PCA is the orthogonal projection to a lower dimensional linear space which contains the maximum amount of dataset variance [25]. This projection results in linearly uncorrelated (or orthogonal) features known as principal components. These principal components are defined such that the first contains the largest possible feature variance in a linear dimension and the subsequent components contain the largest possible variance under the orthogonality constraint. The dimensionality reduction is introduced by retaining a smaller number of these principal components compared to the original feature dimension. A key assumption made when applying PCA to a dataset is that there is a high signal to noise ratio and that the major dimensions of variance are related to the dimensions useful in classification [67]. In the simulated example shown in Figure 21 the PCA 1st component is shown to not be sufficient to capture the primary dimension of class separation.

PLS is similar to PCA, but its projections are computed to retain the most possible covariance between the labels and original features in each orthogonal component. In practice the PLS components often create a better space for classification in fewer number of components compared to PCA [64], [68], though requires a labeled training data set. In
Figure 21: Example with simulated data of the 1st component projections of PCA and PLS. The left plot shows simulated data sampled from two underlying classes in their original space. The arrows on this plot are the computed 1st components for PCA (solid line) and PLS (dotted line). The right two plots show the class distributions of the data after being projected onto those 1st components of PCA (top right) and PLS (bottom right). The PCA projections, which are only computed based on the auto-covariance of the data, and not the labels, does not create a one-dimensional space well suited for classification. However, the 1st PLS component produces a space in the most prominent data to label covariance direction, a space more useful in classification.

5.5.2 Classification results with dimensionality reduction

The effectiveness of the PCA and PLS reduction techniques in terms of detection performance were tested over a range of the number of components retained. The resulting feature vectors from each method were used with the PLSDA classifier in lane-
based cross-validation to evaluate discriminability of the reduced feature sets. In Figure 22 the pAUC results are shown for each method using the 2DFFT+ feature. The PLS algorithm produces a feature space that preserves class separation using only two PLS components; in contrast, more than six PCA components are needed to achieve similar detection performance. As noted in other application settings, when reducing dimensionality for increasing detection performance it is often advantageous to employ PLS over PCA[64], which is corroborated by these results.

![PLOT: pAUC performance of PCA and PLS reduction of the 2DFFT+ feature](image)

**Figure 22**: pAUC performance as a function of the number of components retained for detection with PLS, in red, and PCA, in blue, when applied to the 2DFFT+ feature.

### 5.6 2DFFT+ performance comparison to other feature sets

In this section we compare the detection performance for the 2DFFT+ feature with a variety of previous feature sets from the FLGPR buried threat detection literature. The
features used here to compare against were all included in the comparison described in Chapter 3. Each of these features are extracted on a consistent set of radar images created at each of the prescreener alarm locations, and used with the PLSDA classifier in the same lane-based cross-validation. Also included in this comparison is a reduced 2DFFT+ feature. For the dimensionality reduction, the number of retained PLS components was chosen with a random 5-fold cross-validation trial inside each training fold.

The pAUC results of the feature comparison are presented in Figure 23. The previous feature set results with the PLSDA classifier are shown in the blue bars in the same order presented in the original comparison. The two methods from the work described in this chapter, the 2DFFT+ feature and the reduced 2DFFT+ feature, are shown as dashed lines instead of bars to aid comparison to the performance achieved with the other feature sets. The detection performance using the 2DFFT+ feature outperforms the detection performance achieved with each of the previously considered feature sets based on detection results measured by pAUC. A further performance increase is reported for the 2DFFT+ feature when applying the PLS feature reduction technique. Included in each feature set label is the dimensionality of the feature vector delivered to the classifier. For the 2DFFT+ feature reduced by PLS, the dimensionality is the average of the three lane-based cross-validation folds since the number of retained PLS components is chosen within each training fold. With an average of 20 retained components, this shows a dramatic reduction in feature dimensionality compared to the 2DFFT+ feature which has
a length of 2,652. This dimensionality reduction can be potentially helpful for fusing the FLGPR system with other remote sensing modalities for detecting buried targets.

Figure 23: pAUC performance comparison across a variety of existing FLGPR image features. In each feature label the dimensionality of that feature is reported. The 2DFFT+ and 2DFFT+ reduced features are reported as lines instead of bars to aid visual comparison to each previous feature set.

5.7 2DFFT+ feature conclusions

This chapter considered the impact of several modifications to an existing 2DFFT feature, resulting in a new feature that we call the 2DFFT+ feature. Detection performance using the 2DFFT+ feature significantly increased over detection performance obtained by simply utilizing the original 2DFFT feature. The utilization of this feature resulted in a substantial increase in detection performance compared to performance achieved using a
large variety of existing FLGPR image features from the literature. Lastly, two data-dependent dimensionality reduction techniques were compared. The 2DFFT+ feature resulted in higher detection performance, measured in terms of pAUC, than detection performance achieved using any of the compared feature sets. Additional detection performance was obtained using PLS dimensionality reduction prior to applying the detection algorithm using the 2DFFT+ feature, and this dramatically reduced the number of dimensions that must be processed from 2652 to approximately 20.

The following specific conclusions can be drawn:

- Using two quadrants of the 2DFFT over both the real and magnitude radar images results in a detection performance improvement when compared to performance achieved with the original 2DFFT feature.

- The 2DFFT+ feature is the best single feature set compared to a large selection of existing FLGPR image features.

- Reducing the 2DFFT+ feature using PLS results in a further increase in performance.
6 Automatic FLGPR antenna calibration

This chapter contains the development and performance evaluation of an automatic FLGPR antenna calibration technique. The investigation into the radar imaging function was motivated by the overall simplicity of the features and classifiers that ultimately proved most useful for landmine detection in the feature comparison work described earlier. The radar imaging modifications introduced in this chapter are related to the weighting of the individual antenna returns prior to the summation that is then performed at given beamformed locations. It will be shown that learning an antenna weighting (sometimes referred to as an antenna window) using machine learning techniques instead of using standard beamforming weights results in images that can be utilized to improve the detection performance of the FLGPR system.

6.1 Antenna weighting with the DAS method

This section contains details about the FLGPR antenna configuration and an overview of the antenna weighting applied to the summation during the delay-and-sum (DAS) process. The primary focus of this work is a proposed method of automatically calibrating the antenna weightings to be applied to a previously unseen set of data. This section alters the conventional beamforming equation, (1), in order to apply a learned weighting on different selections of the antennas.

The antenna elements in the FLGPR system consist of a two-dimensional array; a cartoon diagram of the antenna array can be found in Figure 24. The 2D array is generally
separated into the two components [8], one across the sensor platform and one along the
direction of platform motion, these are referred to as the Tx-Rx pairs and the apertures,
respectively. In the synthetic aperture contexts, such as the one considered here, the
apertures are not distinct sets of sensors but are the row of Tx-Rx pairs which have been
moved forward as the platform advances down the roadway. This motion over time is
what creates the full two-dimensional radar array used to beamform images.

![Diagram of FLGPR antenna array](image)

**Figure 24:** Illustration of the FLGPR antenna array. The 2D array is decomposed into
two primary components, the apertures, \( n \), and the Tx-Rx pairs, \( l \).

In (20), expanded from (1) in Section 2.1.2, is the formula for estimating the radar
reflection (i.e., image pixel value) at various places in a spatial extent in front of the sensor
platform. Instead of containing all antenna elements in one summation, this created one
for each dimension of the array. The imaging spatial extent is defined by the locations of
the pixels, \( p \), in a given image, \( I \). Estimates at any location are the coherent sum of the
 corresponding radar returns, \( x_{lnr} \), from each antenna in the 2D array. The radar returns
are indexed by the distance, $R_{\text{inp}}$, which is the radio wave travel time between the current antenna and pixel locations. The double summation is then performed across all apertures, $n$, and Tx-Rx pairs, $l$.

\[
I_P = \sum_{n=0}^{N-1} \left[ \sum_{l=0}^{L-1} \alpha_{ln} x_{ln} (R_{\text{inp}}) \right].
\] (20)

This equation can be updated to include a weighting on each sum, $\alpha_n$ for the apertures and $\alpha_l$ for the Tx-Rx pairs as shown in (21). This is a modification predicated on the assumption that the array element dimensions are independent, thus allowing antenna weighting functions which are not conditioned on the other. This assumption creates an easier learning task for both the aperture and Tx-Rx pair weightings; these are the weighting vectors which are investigated in the following sections.

\[
I_P = \sum_{n=0}^{N-1} \left[ \sum_{l=0}^{L-1} \alpha_{ln} x_{ln} (R_{\text{inp}}) \right].
\] (21)

### 6.1.1 Conventional antenna weighting

When performing conventional beamforming for the FLGPR system the aperture weighting is uniform (i.e., $\alpha_n = 1^{1 \times N}$). For the Tx-Rx pairs, although not noted in the FLGPR literature, it is common practice to apply a “power window” to this dimension of antennas. The “power window” definition is found in [69] and restated in (22). For this application, the window, $\alpha_{\text{power}}$, is designed to be $-3\text{dB}$ at $0.8 \times D$ and $-10\text{dB}$ at $D$, where $D$ is the width of the FLGPR sensor platform (i.e., length in meters along the Tx-Rx pair...
direction). This window specification was originally created by the sensor manufacture and used without mention as a part of the conventional process in many FLGPR studies [13], [37], [63], [70]. Those specifications correspond to values of $\eta = 1.15$ and $\zeta = 5.4$. Below, $l_y$ denotes the cross track location of the Tx-Rx pair.

$$\alpha_{\text{power}} = \exp(\eta|l_y|^{\zeta}), \quad (22)$$

### 6.2 Aperture weighting

This section introduces and contains experimental results for a learned antenna weighting on the aperture dimension in the 2D radar array. As a way to isolate the conditions of the learning task, the Tx-Rx pairs are summed according to the conventional DAS procedure, while the individual aperture components are used to learn a window for that dimension of the array. This learned aperture weighting is then applied to each observation. Lastly, this procedure is tested in cross-validation with image detection algorithms to evaluate the effect on FLGPR target classification.

#### 6.2.1 Computation and application of an aperture weighting

Starting with (22), the weighting on the Tx-Rx pairs is chosen to be the conventional weighting (i.e., $\alpha_t = \alpha_{\text{power}}$) and rewritten in terms of linear algebra in (23). Here $I$ is a $1 \times P$ vector of the rasterized radar image with $P$ total pixels. The radar returns, summed across the windowed Tx-Rx pairs, for each aperture and pixel is denoted by $X_n$.
and has the shape $N \times P$, with $N$ being the total number of apertures. Rows in $X_n$ can be conceptualized as individual aperture images prior to the summation. The desired weighting, $a_n$, is thus a $1 \times N$ vector and defines the weighted sum across apertures.

$$I = a_nX_n$$ (23)

Without knowing the “true” image, $I$, for any location being inspected, to learn $a_n$, an $I'$ is substituted which promotes energy in the center of the image. By using a desired substitution, $I'$, the learned $a_n$ will tend to put more weight on the aperture images which have greater centered energy to background ratios. This assumption of how a “true” target is expected to appear is informed by the practitioners’ knowledge of the conditions of the current sensor deployment context. The target image, $I'$, in all experiments described below is a 2D Gaussian function with the standard deviation set to a constant to match the average size of a target response. This 2D Gaussian is a smooth approximation of what is expected to be seen from the size and type of targets present in the current FLGPR dataset.
Figure 25: (a) Illustration of the learning task for finding an aperture weighting, $\alpha_n$, to maximize the energy in the center of the resulting image. The left most image is an approximation of the idealized radar response which we set equal to a weighted combination of the individual aperture images. The weight vector is represented by the box labeled $\alpha$ and the individual aperture images are shown on the right in a 5 by 5 grid for the 25 individual apertures. (b) Learned aperture weighting using PLSR on the example presented above. This is the weighting value across the number of FLGPR apertures. Notice the higher weighting on the center few apertures, this corresponds to the brighter individual aperture images from above.

To further illustrate this learning task, a diagram is provided in Figure 25(a). From this diagram, the desired image, $I'$, is the left most image and represents the 2D Gaussian function. The right most set of images are the individual aperture images which are to be combined in the weighed summation according to the values in the $\alpha_n$ vector. As indicated by this diagram, the center to background energy ratios change throughout the various apertures and further suggest how a non-uniform weighting can potentially take
advantage of this phenomenon.

The learning of an $a_n$ for an individual image was completed using partial least squares regression (PLSR) [42]. PLSR is a common linear regression technique that can generally operate well with multicollinear features in the data, a trait present between the pixels in the radar images. For the PLSR model, the data, $X_n$, and target, $I'$ spaces are set up as described in (24), (25), and (26). For $X_n$, $T$ is a projection of the space $P$; this is similar for $I'$ with $U$ and $Q$, respectively. The column spaces $P$ and $Q$ are restricted to have $c$ components, a value chosen during implementation, and selected to be $c = 1$ for all experiments in this work because the individual features in $X_n$ are expected to be colinearly correlated in one dimension. Further, the error terms $E$ and $F$ are assumed to be independent and identically distributed.

$$X_n = TP^T + E$$ (24)

$$I' = UQ^T + F$$ (25)

$$U = TD$$ (26)

$$a_n = TDQ^T$$ (27)

The objective of PLSR is to maximize the covariance of the data and target projections, in other words maximize $\text{cov}(U,T)$; a complete solution for this is presented in [71]. To provide an intuitive impression for the current application, a situation with one column for the target variable $I'$ and constrained to have a single component, $c = 1$, the
result of the weight vector, $\alpha_n$, is directly proportional to the first eigenvector of $X^T I'$.

This regression procedure is completed for each observation. Figure 25(b) shows the learned weightings from the example discussed above. The center weights correspond to the individual aperture images which have the most prominent target responses. This example is representative of the learned weightings for many strong response areas found in this data. It is not necessary for these strong responses to correspond to labeled target data. For instance, clutter objects which result in large radar responses can be used in this calibration scheme to learn the aperture weightings. Many of the objects, target or non-target are generally the highest confidence alarms returned by the prescreener. A collection of the learned aperture weightings across a selection of observations is shown in Figure 26. While the individual regression weights are somewhat noisy, an average of the learned weights, shown as the solid black line, highlights the overall trend. This trend matches with the intuition that the targeted area comes in and then out of “view” as the platform advances down the roadway. Using the average aperture weightings, radar images are then created; an example is shown in Figure 27. The image from this figure illustrates the dampening of background energy compared to the centered response when the learned aperture weighting is applied.
6.2.2 Aperture weighting classification results

To test the effectiveness of the learned aperture weighting, the resulting images
are used with the most effective feature and classifier combination found in previous chapter on feature comparison (see Chapter 3 and 5), and this is the 2DFFT+ feature with the PLSDA classifier. For the first set of tests, the type of observations and quality of observations used to learn the new aperture window is varied. For each observation, a learned aperture weighting is computed using the method described in the previous section. With a collection of learned weightings from multiple observations, an average learned weighting can be computed which is then applied to the yet unseen set of observations as the aperture weighting. The collection observations used to compute this average was varied in type and quality to test what dataset characteristics are needed to successfully implement this automatic calibration method. Three types of observations were tested: targets, non-targests, and both types together. Within each type, the quality of observation was varied as sorted by its prescreener confidence; the top 20%, top 50%, and all available alarms were tested as different methods for learning the aperture window. Figure 28 shows the learned weighting across each combination of the type and quality of the observations averaged together.
The consistent shape of the learned weighting across all combinations evaluated suggests a robust learning method.

The pAUCs resulting from the 2DFFT+ feature and PLSDA classifier on each of the image sets generated by each set of weights, including the baseline, is presented in Figure 29. These results are completed using lane-based cross-validation; the weightings are learned using the training set only and have no dependence on the particular test set. As expected from visualizing the different averaged windows, the performance is stable over all types and qualities of observations, with a slight performance increase when including known target observations only. These results suggest that the learning method does not require labeled or even selected “high quality” responses to learn an effective aperture window. The robustness of the results coupled with an increase over the baseline performance is clearly illustrated. A final ROC is shown in Figure 30 that compares the conventional beamforming to the aperture window averaged from all observations. The results indicate that the learned aperture weighting is effective in increasing buried-target detection performance for the FLGPR system.
Figure 29: pAUC for the 2DFFT+ with PLSDA on the images sets created with different aperture weighting averages. The aperture weighting average was computed with various quality of observations as measured by the prescreener confidence and different observations’ label categories. The stability of the performance suggests the robustness of the learned aperture method and its improvement over the conventional beamforming window.

Figure 30: ROC for the learned aperture weightings trained with all observations and processed in lane-based cross-validation. This figure indicates that there is an increase
in detection performance using the learned aperture weighting.

6.3 Tx-Rx pair weighting

This section introduces and evaluates the performance of learned windows on the Tx-Rx pairs. Conventionally, there is a predefined static window applied across the Tx-Rx pairs (see Section 6); the following work produces a learned Tx-Rx pair weighting which is instead applied during radar image creation. The method for learning and applying the Tx-Rx pair weighting follows the method developed in the previous section for the learned aperture weighting.

Starting with (22), due to the assumed independence condition of the antenna dimensions the summation order can be switched so the apertures are summed inside each Tx-Rx pair. This simplifies the Tx-Rx pair weighting learning task and creates a problem which mirrors the above aperture weighting learning procedure. The summation reordering is reflected in (28) and formulated into a linear algebra context in (29). The aperture weighting is fixed as $\alpha_n = 1^{1 \times N}$ to reflect the conventional beamforming method and allows for independent evaluation of the various antenna weightings.

\[
I_p = \sum_{l=0}^{L-1} \alpha_l \left[ \sum_{n=0}^{N-1} \alpha_n x_{ln}(R_{\text{imp}}) \right],
\]

\[
I = \alpha_t X_t
\]

With an identical method as the aperture weightings, the Tx-Rx pair weightings are learned with PLSR to fit the same 2D Gaussian function. Example learned Tx-Rx pair
weightings are shown in Figure 31, along with their average learned response shown in black. There are consistent patterns which emerge from the learned weightings, and certain Tx-Rx pairs have consistently low weightings from most observations. This implies that there are Tx-Rx pairs which are consistently not useful in promoting the center energy in the resulting radar images. Also, note the overall trend of higher weightings in the center of the array with less weight being learned towards the outside of the array.

![Learned weightings](image)

**Figure 31: Multiple examples of learned Tx-Rx pair weightings.** The average is also plotted as the solid black line. Notice the consistent pattern over many of the learned responses, this implies that some antennas are not as useful in accentuating the target-like radar responses. There is also an overall trend of higher weighting in the center of the array and less weight towards the outside elements of the array.

### 6.3.1 Weighting as a function of pixel cross track location

A secondary trend in Tx-Rx pair learned weightings becomes apparent when ordering by observation cross track location. The weightings learned on a particular side of the Tx-Rx pair array are greater when the observation is on that cross track side of the lane. This is intuitively satisfying in that a target on the left side of the vehicle will return
greater responses to the left side of the Tx-Rx pairs (i.e., the left side receives a better “look”). Figure 32(a) shows a number of high quality observation’s Tx-Rx pair learned weightings sorted by observation cross track location and by Tx-Rx pair cross track location for the horizontal and vertical axis, respectively.

A modification of the Tx-Rx pair summation equation is shown in (30), this allows the antenna weightings to also depend on the current pixel cross track location, $p_y$. This equation reflects the phenomenon observed in the sorted visualization of learned Tx-Rx pair weightings from Figure 32(a).

$$I_p = \sum_{l=0}^{L-1} \alpha_{lp_y} \left[ \sum_{n=0}^{N-1} x_{ln}(R_{inp}) \right]$$

(30)

To learn the Tx-Rx pair weighting as a function of pixel cross track location, PLSR is once again employed. First, the overall Tx-Rx pair average found in the previous section is used to normalize the individual learned weightings. Since the 2D function being estimated appears to be non-linear, a kernel is applied to the antenna weight values before use with PLSR. This kernel computes the second order interaction terms of each feature in the data matrix, which allows the surface to be non-linear in the original feature space. This is formalized in (31). $S(p_y, l_y)$ here is the surface function which depends on the cross track, $y$, locations of the current observation and the Tx-Rx pairs. This regression is performed on $\hat{S}$ which is compiled from the $\alpha^i$ learned in the previous section.
\[ S(p_y, l_y) = \beta [l_y, p_y, p_y l_y, l_y^2, p_y^2] \]  \hspace{1cm} (31)

With the learned \( \beta \) a new observation is given a unique weighting depending on its cross track location. See Figure 32(b) for an example of the learned surface. For the creation of the images with this cross track dependent weighting, the Tx-Rx pairs are also weighted with the overall Tx-Rx pair weighting from the previous section, which was normalized out prior to this process.

**Figure 32:** This figure illustrates the learning of the Tx-Rx pair weighting as a function of the observation location. (a) shows the learned individual observation weights sorted by the observation cross track location (x-axis) and Tx-Rx pair cross track location (y-axis). (b) shows the learned surface of the underlying antenna weightings as a function of observation and Tx-Rx pair cross track location.

### 6.4 **Tx-Rx pair weighting, classification results**

The following results illustrate the performance of the different Tx-Rx pair
weighting methods. For the ROC curves in Figure 33, each beamformed set of images is used with the 2DFFT+ feature and PLSDA classifier. The learned antenna weightings are computed in lane-based cross-validation. The overall Tx-Rx pair antenna weighting improves over the conventional window and additional performance is added when applying a cross track dependent weighting.

Figure 33: This set of ROC curves shows the performance for three antenna weighting strategies: conventional, a learned global Tx-Rx pair weighting, and a learned Tx-Rx pair weighting as a function of cross track image location. The feature extracted on these three different image sets is the 2DFFT+ and is used with the PLSDA classifier. The global Tx-Rx pair weighting improves the detection performance compared to the conventional weighting. Further, when using a Tx-Rx pair weighting which is dependent on the image view cross track location, the performance is again increased.

6.5 Combined antenna weighting

The experiments in this section are designed to compare two methods from combining the learned antenna weightings from the aperture and the Tx-Rx pairs. The first method relies on the independently learned aperture and Tx-Rx pair weighting. For
the second method, the antenna weightings are learned together in a single operation (i.e., mutually) by combining the double summation of the 2D array.

6.5.1 Independently learned antenna weightings

The independence assumption for the apertures and Tx-Rx pairs results in two separate antenna windows over each array dimension. For the experiments in this section, the independently learned antenna weightings are multiplied together (i.e., substituted in the double summation from (22)) to generate a unique weight for each antenna array element. This is completed for both the overall Tx-Rx pair weighting and the Tx-Rx pair weighting which is dependent on the pixel cross track location.

6.5.2 Mutually learned antenna weightings

For the mutually learned antenna weighting the double summation across the two array dimensions is reduce to a single summation. Recall (1) from above, where \( \alpha_m \) is the weighting on the \( m \)th antenna and corresponds to one Tx-Rx pair at a particular aperture. This learning task is more difficult than the individual aperture and Tx-Rx pair weightings as it attempts to infer \( N \times L \) parameters as opposed to just \( N + L \), but could potentially reveal more complicated antenna relationships. The weighting here is learned in the same manner as the above methods with PLSR.

6.5.3 Results using all antenna weightings

Results from each combined antenna learning method are presented in Figure 34. This shows the ROC curve for the conventional weightings, the independently learned
aperture and Tx-RX pair weightings \((\alpha_n \ast \alpha_l)\), the cross track dependent independently learned weightings \((\alpha_n \ast \alpha_{tp_y})\), and the mutually learned weightings \(\alpha_m\). The feature used in this comparison is the 2DFFT+ with the PLSDA classifier. Here the best performing method is the independently learned antenna weightings with the Tx-Rx pair dependence pixel cross track location. The mutually learned antenna weightings, while improving upon the conventional beamforming do not match the detection performance of either independently learned weightings. Also, presented in Figure 34 is a comparison of the combined antenna weightings and the conventional beamforming with the application of the previously discussed feature sets. These are all used with the PLSDA classifier and the combined antenna weighting represented here is the independently learned weightings which use the Tx-Rx pair window depending on the observation cross track.
Figure 34: ROCs (and pAUC) for the combined antenna weighting methods. Presented here are the conventional weightings, the independently learned aperture and Tx-Rx pair weightings \( (a_n \ast a_l) \), the cross track dependent independently learned weightings \( a_n \ast a_{lp} \), and the mutually learned weightings \( a_m \). The best performance was achieved when combining the independently learned aperture weights and cross-track dependent Tx-Rx pair weightings.

### 6.5.4 Robustness across detection algorithms

As a way of testing the robustness of the automatic calibration, another experiment was performed in which many detection algorithms were compared. By varying the features extracted on top of the resulting imagery the stability of the patterns in the images is tested. Figure 35 shows the pAUC results from a lane-based cross-validation experiment with a variety of common FLGPR image features [63]. For the pAUC performance to consistently increase for each of the features considered, the learned antenna weightings were mostly likely resulting in a truly better radar image formation for classification.
Figure 35: pAUC comparison across all previously compared image features processed with the PLSDA classifier. The two underlying image formation techniques compared here are the conventional weighting and the combined aperture and Tx-Rx pair. The Tx-Rx pair weighting used here is the method which is learned based on the observation cross track location. For every feature considered, the learned antenna weighting increases the overall detection performance, which suggests that underlying imagery is being robustly improved by the new antenna learning method.

6.6 Conclusions

This chapter introduces and provides detection performance results for methods of automatic calibration for the radar antenna array. The summation from the conventional beamforming equations were modified to include a learnable weighting for both the aperture and Tx-Rx pair array dimensions. Each individual learned weighting improved upon the conventional beamforming method and when combined showed even better detection performance. The Tx-Rx pair weighting was further improved by the inclusion of the cross track “look” direction and allowed for the antenna weighting to change depending on the side of the sensor array where ground was being inspected. It
is suggested by the results of the mutually learned antenna weightings that by splitting the regression problem into multiple smaller problems a better weighting for target discrimination is learned. Additionally, it was found that the method for learning and averaging the antenna weightings did not depend on the use of labeled target observations, a desirable trait in other applications for where labeled data may not be common.

In summary, the following broader conclusions can be drawn from this work:

• Using the combined antenna weightings which were learned independently across the 2D array leads to state-of-the-art detection performance.

• Learned antenna weightings benefit from being dependent on the cross track observation location

• Automatic calibration can be inferred well without ground labels.
7 FLGPR volume based detection

The 2-dimensional beamformed images represent a rough estimate of the radar signal reflected from the subsurface (i) across some spatial region, and (ii) at a particular depth under the ground. The images therefore account for variations in the spatial location of buried threats, but they assume that all threats exist at a single burial depth because images are beamformed at a single depth. This neglects the likely variations in the burial depth of threats, and also the likely variations in the contours of the ground that exist with respect to the sensors. We therefore hypothesize that this “single depth” assumption causes the beamforming to distort, or otherwise discard, important signal information, creating an information bottleneck that cannot be addressed by better classifiers or features.

In this chapter, we examine this hypothesis by beamforming multiple FLGPR images, each at a separate depth, and stack them to form 3-dimensional (3D) volumes. Figure 36 shows an example of this stacking process. We apply several popular FLGPR detection algorithms to both the 3D volumes, and conventional 2D images, and compare their performance on a large collection of FLGPR data. The results indicate that the 3D detectors consistently outperform their 2D counterparts. This suggests that the use of a single depth for beamformed images is in fact a potential performance bottleneck for detection in FLGPR data. Our use of 3D information is also relatively crude, and therefore presents only a conservative estimate of the performance improvements that may be
possible by accounting for multiple depths. In this chapter, we use prescreener configuration B (see Section 2.1.3.2) and the corresponding dataset (see Section 2.4.2).

This chapter is organized as follows: Section 7.1 introduces the procedure for creating images over a range of depths. Section 7.2 describes the extensions of the image detection features from the 2D images to the 3D radar volumes for use in the classification experiment. In Section 7.3, the classification results and analysis are provided. In Section 7.4, conclusions are drawn for this FLGPR volume based detection and potential future work is outlined.

![Radar images over a known threat location, created by varying the focus depth when beamforming.](image)

**Figure 36**: Radar images over a known threat location, created by varying the focus depth when beamforming.

### 7.1 Beamforming in three-dimensions

This section introduces the concept of beamforming images over multiple depths to create a radar volume. Recall that beamforming is the process of estimating the radar response for a spatial extent in front of the sensor. Traditionally, for the FLGPR system
has been performed in flat, 2D images at a single elevation (i.e., focus depth). For these experiments we consider back-projecting the radar responses at multiple depths which are organized as a 3D radar volume, a concept introduced in [72] but not utilized for threat detection or classification. These radar volumes are created by beamforming 2D radar images at multiple focus depths and concatenating across the depth dimension. Examples are shown in Figure 37, where there are two known threat locations showing a 3D radar volume (left column) and a traditional 2D radar image (right column). For the visualizations, slices of this 3D volume are shown, as it is impossible to visualize the whole volume in this way. The traditional 2D image is shown as a flat plane in a 3D view for comparison to the 3D volume. For each threat example, the 3D volume is able to capture a higher reflected energy location as well as more of the reflection structure. In this work, at each alarm location we extract 3D volume and 2D images over the down track and cross track area consistent with many previous studies [13], [21], [23]. For the 3D volumes, the depth dimension was determined to cover the height of an average buried threat response with some background included for added context.
Like in previous chapters, before features are extracted from an image patch, $X$, each patch is normalized by the observations’ statistics [13], [23], [37], [73], [74]. A normalized patch, denoted $X’$, is computed by,

$$X’ = \frac{X - \mu}{\sigma}.$$  \hspace{1cm} (32)

Here $\mu$ is the mean, and $\sigma$ is the standard deviation of the image patch. All features in this work are extracted on the normalized image, $X’$. For the 3D radar volumes, this same normalization procedure is applied. The radar volume has its mean removed and is

Figure 37: For two known threat locations, 3D radar volumes (left column) and 2D images (right column) are beamformed. For each example the color scale is consistent showing the increased energy reflection when focusing at multiple depths during beamforming.
normalized by the standard deviation on an individual observation basis.

7.2 Volume Features

Features extracted over the 2D radar image and 3D volumes are described in this section. Each is a standard feature that has been used previously in FLGPR data processing with the 2D radar images. The extensions from the 2D radar image features to those that are appropriate for a 3D radar volume are also explained.

7.2.1 Raw pixels

This feature uses the vectorization of the pixels in $X'$ as a feature vector. The direct extension of this concept is also used with the multiple beamformed slices, that is, a vectorization of the 3D radar volume. This increases the overall feature length by a multiple of the number of depth slices.

7.2.2 Local statistics (LSTAT)

LSTAT was used previously in the work presented in prior chapters, and can be extended to the 3D radar volumes. To compute an LSTAT feature, the radar image is divided into a grid of non-overlapping regions in the cross track and down track dimensions. The feature vector consists of the mean and variance of the pixel intensities in each of the grid regions. For the 3D LSTAT feature, statistics are extracted from a volume split into non-overlapping regions in down track, cross track, and depth. The statistics (i.e., mean and variance) are concatenated from each region and included in the
feature vector. This increases the dimensionality for the 3D case by a multiple of the number of regions in the depth dimension.

7.2.3 2-Dimensional FFT (2DFFT+ feature)

This feature, for a single 2D radar image, consists of two quadrants from the 2DFFT performed over the real and magnitude images, it is referred to as the 2DFFT+ feature [75]. When extended to the 3D radar volume, 2DFFT+ features are extracted at multiple depths, one at each depth slice. These slice 2DFFT+ features are concatenated together to form the feature vector. This “multi-2DFFT+ feature” increases in overall feature length by a multiple of the number of depth slices.

7.3 Experimental Results

This section contains a description of the experimental setup and performance results comparing features from the 2D radar image and the 3D radar volumes. First, the experimental methods are described and is followed by the classification results and analysis.

7.3.1 Experimental design

The experiments that were performed were aimed at comparing features extracted from a 2D image versus those extracted from a 3D volume. With a set of labeled threat and non-threat observations, classifiers were trained and tested, in a lane-based cross validation paradigm (e.g., [13], [21], [23]) to predict how likely an observation is to be a
threat. Each beamforming method, feature extractor, and classifier combination is evaluated in lane-based cross-validation. The classifier used for these experiments was the linear 3-component partial least squares discriminant analysis (PLSDA). The results are presented in the next subsection.

7.3.2 Three-dimensional feature classification results

Below, the classification results from the beamforming method experiments for each feature extractor and classifier are presented. In Figure 38, the classification results are shown in pAUC for the PLSDA classifier. Detection performance improves for each feature set when extended from the 2D images to the 3D volumes. There is a much more substantive performance increase for the raw pixel and LSTAT features than for the 2D FFT features, which may suggest that the spatial location of the radar reflection is increasingly important when adding the depth context.
Three-dimensional feature analysis

Figure 39 presents a visualization of the PLSDA filter for the 3D volume raw pixel feature. The decision confidence computed for the PLSDA classifier is the inner product of this filter and the individual observations. In training, PLSDA tends to learn the areas in the feature vector that correlate best with the target label. In this figure the areas within the volume that are indicative of a buried threat are the more yellow areas. This figure illustrates the large amount of variation in depth over which threat responses are located. This further supports the hypothesis that images formed at a single depth are insufficient for identifying all threats effectively.
In these experiments, we explored the detection performance effects of beamforming responses of FLGPR data at multiple depths, and using this 3D volume for detection as opposed to the more traditional 2D beamformed image. Image features previously used with the FLGPR imagery were extended to be consistent with the radar volume data. With these features, experiments were conducted to compare the classification ability of the radar volume with that of the single depth radar image. The results show that by introducing the multiple depth images classification performance improves for each feature and classifier combination. Additionally, the results imply that the 3D radar volumes contain some useful classification information likely not present in the 2D image slices.

Figure 39: PLSDA filter for the 3D volume raw pixel feature. Slices of the 3D filter volume in order to reveal the structure in the middle. Yellow indicates the more target-like areas of the volume.

7.4 Conclusion

In these experiments, we explored the detection performance effects of beamforming responses of FLGPR data at multiple depths, and using this 3D volume for detection as opposed to the more traditional 2D beamformed image. Image features previously used with the FLGPR imagery were extended to be consistent with the radar volume data. With these features, experiments were conducted to compare the classification ability of the radar volume with that of the single depth radar image. The results show that by introducing the multiple depth images classification performance improves for each feature and classifier combination. Additionally, the results imply that the 3D radar volumes contain some useful classification information likely not present in the 2D image slices.
8 Automatic calibration of beamforming depth

This chapter introduces a method for selecting an appropriate beamforming depth for the 2D radar images. Before introducing the depth selection method, an experiment is conducted the results of which suggest that the previously used 2D images were being beamformed at a depth which detracts from overall detection performance. By beamforming at the correct depth, we learn that the performance gap between 3D and 2D features disappears. While it is always possible to search in a large 3D space for each observation (i.e., beamform large volumes for each prescreener alarm), the method presented here to find the correct beamforming depth reduces that need and increases performance with little additional computational time.

8.1 Performance at individual depths

This section presents an experiment for further examining the usefulness of the 3D radar volumes. At the conclusion of the previous chapter, the results indicated that using the 3D volumes proved to provide greater detection performance than using the single 2D slices. This is not a sufficient condition to conclude that the whole 3D volume is necessary for that increase in performance. Another hypothesis is that the single 2D image was being formed in a location in space not as useful for landmine detection. The results presented in Figure 40 plot the pAUC for 2D slices as the beamforming focus depth is varied. The feature used to generate the results shown here is the 2DFFT+ coupled with the PLSDA classifier. The dotted black line is the 3D volume performance from the
previous chapter using the same feature and classifier. Notice that the 3D volume performance is practically identical to the performance of a single 2D radar image at the 0.5m depth. This suggests that while the 3D volume was improving the overall detection performance of the FLGPR system, a way to achieve the same performance is to form the images at a more useful depth.

![pAUC by beamforming depth](image)

Figure 40: Performance in pAUC for the 2DFFT+ feature with PLSDA on images formed as the search depth is varied from -1 meter to 0 meters beneath the ground. The black dotted line is the performance of the 3D volume with the equivalent feature set and classifier.

### 8.2 Automatic location of the beamforming depth

As evident from the results shown above, the 3D volumes may not have been
capturing the shape of the response across depth but were instead exposed to better single depths for detecting landmines. Conventionally, the height for beamforming the 2D images for the FLGPR system has been at the ground surface [8]. This focus depth selection, as shown above, is not optimal for the detection of landmines. While using a *post hoc analysis* for beamforming the images at varied focus depths it becomes clear which depth should be used, this depth to use for each beamforming image formation is not known *apriori* to the system. The work in this section explores the development of a method for choosing a focus depth for beamforming without creating multiple slices of the radar images.

The strategy for finding the selecting a desirable image focus depth is inspired by the depth location of the high-energy region seen in the example target 3D radar volumes and the 3D Raw PLSDA classifier filter (see Figure 37 and Figure 39, respectively). Without computing the full volume of radar response, it is possible to see the depth location of the highest energy reflection of the target by only beamforming along a single cross track location and over multiple depth and down track locations. The average of all alarms, only target, and only non-targets is shown in Figure 41 over this altered view (i.e., down track by depth/elevation). The average depth response location is clearly below 0\(m\) (the value conventionally chosen for beamforming). In all three cases is it evident that the 0.5\(m\) depth is where the most energy is being returned by the average observation.
Figure 41: Average radar images in the depth and down track dimensions for three observations sets: all alarms (left), only target (middle), and only non-targets (right). These results show where, on average, the reflection energy is concentrated in depth.

This method, while taking less computational time than beamforming the full 3D radar volumes, does still require the beamforming of each observation. To reduce this constraint, the average max energy location is computed for the observations as the system advances down a single lane. Figure 42 shows the cumulative average of the max depth/elevation location of the observations’ responses. The cumulative average converges to the 0.5m level for all alarms within the first half of the lane. This is the depth level which was found to be most useful in detection in the classification test above. Other lanes converged within similar distances and at nearly identical levels. With this method, a single lane at previously unknown site can be used to calibrate the image depth level and improve upon traditionally depth measuring approaches.
Figure 42: cumulative average of the maximum depth location of the energy response across observations as the system advances down the lane. The average converges within the first half of the lane and implies that only that amount of the lane will need to be beamformed into images for the correct focus depth to be predicted. (note that the “All alarms” (blue) line is completely covered by the “Non-targets” (yellow) line)

With this method, the depth is selected to be $0.5 \text{m}$ and is used in the final performance comparison shown in Figure 43. The performance comparison shown here is between the conventional beamforming at both the 0$m$ and 0.5$m$ depth levels. Additionally, the learned antenna weightings are applied to both depth levels to show the effectiveness at either depth. The learned antenna weightings used here is the combined weighting from the independently learned aperture and Tx-Rx pair (with cross track location). There is a clear trend of performance increase by adding both the depth correction and the learned antenna weighting method.
Figure 43: Final ROC performance comparison with the depth selection and automatically learned antenna calibrations. Both methods provide performance improvements when applied separately and together.

8.3 Conclusions

In this chapter the depth at which the 2D radar images are beamformed was investigated. It was found that by choosing a depth which aligns with the max energy locations of the response dramatically improves detection performance. This performance matches found from the 3D radar volume testing. The depth selection method presented in this chapter shows that the correct depth for beamforming can be found without the need to beamform full 3D volumes, saving on the large computational cost associated with created the large 3D radar volumes. Further, it is shown that by only beamforming
across depth and down track for less than half of a single lane, the maximum response energy average stabilizes and indicates the appropriate depth at which to beamform.
9 Conclusions

The following section is a summary of the work presented in this dissertation and the major conclusions which can be drawn.

The goal of the first part of this work was to provide a fair comparison of FLGPR image features. To achieve this goal, each of the existing features were extracted on a large dataset of FLGPR imagery along with several different supervised classification models: PLSDA, a linear SVM, and a nonlinear SVM. Also, two recent feature learning techniques were adapted for the application of detection of buried threats in FLGPR imagery, to compare existing features with recent state-of-the-art approaches from the computer vision community. The effectiveness of the features was also shown to vary depending on the polarity of the radar, so each feature-classifier pair was evaluated on each of three radar polarization schemes: HH, VH, and VV. The experiments to evaluate these different polarity-feature-classifier combinations employed a large dataset of FLGPR imagery and used lane-based cross-validation to provide an unbiased and reliable performance estimates. The results indicated that the features extracted from the HH polarization images are individually most effective for discrimination. Results also indicate that the linear PLSDA classifier, in this context, yields similar performance to the more complicated non-linear RBF SVM, but requires much less computation during both training and testing. The results also indicated that, while the disparity in performance between different features was not large, the 2DFFT+ feature with the PLSDA classifier on
HH polarization performed best among individual feature sets.

The second part of this FLGPR investigation focused on the image formation process. Two separate approaches for improving the image formulation process in order to improve detection performance were investigated. The first strategy modified the antenna summation to include a weighting, or window, to better combine the individual antenna responses. Ultimately this led to the learned weightings across both dimensions of the sensor array (apertures and Tx-Rx pairs). For the aperture weighting it was shown that unlabeled observations led to a weighting which improved landmine detection performance. The Tx-Rx pair weightings improved upon the conventional window in multiple ways; first by creating a weighting for the whole Tx-Rx pair, and second by adapting that weighting to depend on the specific look direction. By using the current pixel cross track location, the Tx-Rx pairs on the side of the vehicle toward the investigated location were systematically weighted higher; this lead to subsequent improvement in performance. A second strategy for improving the underlying radar images was motivated by the success of the 3D radar beamforming investigation. However, further experiments showed the performance gap between the 3D and 2D features entirely disappeared when the correct beamforming depth for the 2D image was selected. The investigation then turned to producing a method for finding the appropriate beamforming depth for 2D images without the need to beamform full 3D radar volumes. By examining the max energy location in depth for the first section of a single lane the best
beamforming depth becomes evident. Lastly, by combining the depth selection strategy and the learned antenna weightings state-of-the-art performance is achieved.

In summary, the following broader conclusions can be drawn from this work:

- Most feature sets resulted in similar performance, though the newly developed 2DFFT+ feature on the HH polarization performed best.
- Using the combined antenna weightings which were learned independently across the 2D array leads to state-of-the-art detection performance.
- Learned antenna weightings benefit from being dependent on the cross track observation location and can be inferred well without ground labels.
- A simple unsupervised method based off the depth of the radar response’s max energy location correctly predicts the best burial depth for landmine classification.
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