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Abstract

The ability to convert sensory stimuli into long-lasting changes in brain function is essential for animals to interact with and learn from their environment. This process is achieved by encoding sensory stimuli into temporal patterns of neuronal activity, which in turn modulate the connectivity and strength of neural circuits in the brain. These long-term plastic changes in the brain are known to depend on the neuronal activity-regulated transcription of new gene products. My dissertation research sought to elucidate how the timing and level of transcriptional responses following neuronal activity can be precisely regulated to form proper neuronal connections. In the first part of this dissertation, I investigated the role of the developmentally regulated GluN3A subunit in NMDAR-induced transcription. I observed that neurons lacking the transcription factor CaRF showed enhanced NMDAR-induced expression of Bdnf and Arc both in cultured neurons and following sensory stimulation in the developing brain in vivo. I identified GluN3A as a regulatory target of CaRF and found that neurons lacking GluN3A showed selective enhancement of NMDAR-induced transcription. GluN3A limited synaptic activity-induced transcription by inhibiting both NMDAR-induced nuclear translocation of the p38 MAP kinase and activation of the transcription factor MEF2C. These data demonstrate that GluN3A negatively regulates NMDAR-dependent activation of gene transcription and reveal a novel mechanism that regulates the level of NMDAR-induced transcriptional response in the developing brain. In the second part of my dissertation, I examined the role of enhancer histone acetylation in neuronal activity-regulated gene transcription. I applied quantitative single-molecule fluorescence in situ hybridization to measure neuronal activity-induced gene transcription at the single neuron level, taking advantage of the intrinsic stochasticity of transcription to quantify the effects of enhancer regulation on the dynamics of promoter state transitions. Locally-induced enhancer histone acetylation by CRISPR-mediated epigenome editing was sufficient to increase Fos mRNA expression both under basal conditions and
following membrane depolarization in primary hippocampal neurons, via a mechanism that involves enhancer recruitment of Brd4, increased transcriptional elongation by the release of paused polymerase, and prolonged activation of Fos promoters. These data indicate that enhancer histone acetylation plays a causative role in the induction of neuronal activity-regulated gene transcription and open up the possibility to specifically control the level and timing of the neuronal activity-induced transcriptional response. Taken together my dissertation works elucidate mechanisms that control the specificity, timing, and amplitude of transcriptional responses to neuronal activity, revealing novel information about the dynamic range of this fundamental cellular process.
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1. Introduction

The mammalian brain is a paragon of complexity. The average human brain contains tens of billions of neurons and hundreds of trillions of synaptic connections (Bargmann and Marder, 2013; DeFelipe, 2010). Yet every day, legions of new brains are assembled from scratch in developing embryos, and for the most part they work as intended. As is true for all developmental programs, the fundamental instructions for wiring the brain are encoded in DNA. Those plans are executed in concert with signals from the environment that guide and refine the developmental process. Importantly, during the prenatal period both the intrinsic and extrinsic regulatory mechanisms that drive brain development are highly robust, such that - barring mutations in key regulatory genes - the total number of neurons, their relative position in the brain, and their primary connections are grossly similar between individual members of a species.

By contrast, in the period after birth a new variable comes into play in the form of sensory experience, which adds dynamic range to the final state of any given connectome. Activation of sensory neurons drives patterned neural activity in the cortex that initiates critical period stages of synapse development and maturation (Katz and Shatz, 1996; Wiesel, 1982). Neural activity regulates excitatory and inhibitory synapse development in this time window in large part by converging on the regulation of environmentally-sensitive transcription factors that coordinate the expression of gene products required for synapse formation, elimination, and plasticity (Majdan and Shatz, 2006; West and Greenberg, 2011). Depending on the environment into which any given animal is born, the nature, timing, and extent of this sensory experience will differ and thus the experience-dependent development of synapses will vary between these organisms as well. For proper brain development, the timing and level of transcriptional response following neuronal activity must be precisely regulated.

My dissertation research has been directed toward identifying the key molecular regulatory mechanisms that mediate this process. In this section, I first use the regulation of a
neuronal activity-regulated gene, *Fos*, as an example to elaborate upon what is known about the molecular mechanisms in neuronal activity-dependent gene transcription. Next, I discuss how neurons can encode the specificity of specific receptor signaling from the synapse to the nucleus. Then, I highlight new insights into the conundrum of synapse specificity, by reviewing studies that elucidate how transcriptional processes occurring in the nucleus of the neuron can promote the development of specific subsets of synapses in the cell periphery. Finally, I discuss how chromatin regulatory factors can serve as modulators of the postnatal experience dependent stages of synapse development.

1.1 Mechanisms of neuronal activity-regulated transcription

Neurons encode perceptions, movements, decisions and memories by firing sequences of action potentials in precise temporal patterns. Furthermore, these patterns of neuronal activity modify the connectivity and strength of neural circuits in the brain by modulating neural functions such as neurotrophin release (Balkowiec and Katz, 2000), neuronal differentiation (Gu and Spitzer, 1997), dendritic spine stability (Wyatt et al., 2012), and synaptic strength (Nelson and Turrigiano, 2008). One well-studied example of the consequences of different neural patterns for the specificity of plasticity is long-term potentiation (LTP) and depression (LTD), as long-term potentiation can be induced by delivering repetitive trains of high frequency stimulation whereas long-term depression can be induced by delivering a train of low frequency stimulation.

One way neuronal activity modulates neural plasticity is via neuronal activity-regulated gene transcription. The idea that neuronal activity regulates gene transcription first came from the observation that neurotransmitters can induce *Fos* transcription in PC12 cells (Greenberg et al., 1986). This observation was quickly extended to neurons when it was demonstrated that *Fos* transcription is a robustly induced following seizure in post-mitotic neurons of the central nervous system (CNS) (Morgan et al., 1987). A whole program of activity regulated genes was identified in a series of following studies (Nedivi et al., 1993; Qian et al., 1993) and many of these gene products act to directly modulate synaptic function (Lyons and West, 2011; West and
Greenberg, 2011). Subsequently, neuronal activity-dependent gene transcription has been shown to be a fundamental process needed for certain forms of long-term plastic changes in the brain (Nguyen et al., 1994; Wang et al., 2006).

**Figure 1:** Mechanisms that regulate activity-dependent transcription of *Fos*. Adapted from Cold Spring Harb Perspect Biol. 2011 Jun 1;3(6).

Because *Fos* transcription is so widely and strongly induced, the molecular mechanisms that regulate its transcription have been characterized in detail and provide general concepts into how neuronal activity regulates multiple steps of transcription (Fig. 1). Transcription is a tightly regulated process that is comprised of a series of biochemical steps. First, nucleosome position or higher-order chromatin structures must be regulated to control the accessibility of the promoter region, then the assembly of generalized transcription factors and PolIII happens at the start site, and then subsequent elongation produces nascent mRNA transcripts. In neurons under basal conditions, the *Fos* promoter is already transcriptionally permissive, with transcription factors SRF and CREB and the RNA polymerase II complex pre-bound (Kim et al., 2010). However, the promoter is held in a repressed state as reflected by the deacetylation of promoter histones, which
depends at least in part on the presence of histone deacetylases (HDACs) (Qiu and Ghosh, 2008). Neuronal activity induced signaling events impact proteins at the Fos promoter to relieve this repression. These promoter regulatory events include 1) the phosphorylation of CREB at Ser133, which facilitates recruitment of the histone acetyltransferase CBP to the Fos promoter (Chrivia et al., 1993; Sheng et al., 1991), 2) Activation of SRF-dependent transcription of Fos (Xia et al., 1996), 3) Release of HDACs from the promoter and their export to the cytoplasm (Qiu and Ghosh, 2008), and 4) Recruitment of the transcriptional cofactor CBP as well as RNA polymerase II to distal cis enhancer elements that interact with the Fos promoter by looping (Kim et al., 2010). In addition to the regulation of transcriptional initiation, evidence suggests that Fos transcription is regulated at the level of transcriptional elongation. Regulated phosphorylation of RNA polymerase II causes the polymerase complex to undergo promoter proximal stalling following initiation until activity-dependent elongation is cued (Saha and Dudek, 2013).

Neuronal activity patterns are transduced into transcriptional activation using intracellular calcium signals (Greenberg et al., 1986). One of the most important calcium adaptors in the cell is the protein CaM, which can coordinate up to four calcium ions with its four EF hand domains (Clapham, 2007). The Ca2+/CaM complex is then capable of activating several different downstream kinases pathways, including the family of CaMKs, MAPK and PKA. These kinases are then linked to gene expression through the phosphorylation of intermediate signaling targets that culminate in the promoter regulatory events described in Fig. 1. The analysis of calcium regulated promoters led to the identification of the cAMP response element (CRE) as a major calcium-responsive transcriptional element (Ginty, 1997). It has been proposed that the CRE binding protein (CREB) transcription factor family couples temporal signals to long-term changes in synaptic strength (Nelson and Turrigiano, 2008) and cross talk between MAPK and PKA is required for calcium stimulation of CREB-dependent transcription (Impey et al., 1998). While CREB is an important calcium responsive transcription factor for Fos transcription, internal deletions within the Fos gene that abolish CREB binding do not preclude calcium activation of
*Fos* transcription. This finding, together with the observation that calcium activates serum response factor-dependent transcription via CaMK dependent pathway (Miranti et al., 1995), indicates that the SRE is also a calcium response element.

**Figure 2:** Genomic views of neuronal activity dependent gene transcription.

In addition to gene promoters, which lie in close proximity to the transcription start site of genes, distal enhancers also contribute to the activation of gene transcription (Banerji et al., 1981). Genome-level sequencing studies have revealed important roles for distal enhancers in the control of neuronal activity-regulated gene transcription (**Fig. 2**) (Joo et al., 2015; Kim et al., 2010; Malik et al., 2014; Schaukowitch et al., 2014). Neuronal activity-regulated enhancers were identified by enhancer mark, histone H3 monomethylated at lysine 4 (H3K4me1), and a strong inducibility of the transcriptional co-activator p300/CBP binding following membrane depolarization (Kim et al., 2010). Many of these enhancers show increased acetylation of histone H3 Lys27 (H3K27ac) after membrane depolarization (Malik et al., 2014) and transcription factors known activity-regulated such as CREB, Npas4 and SRF bind to these enhancers either constitutively or in an activity-regulated manner (Kim et al., 2010). There are five putative activity-regulated enhancers of the *Fos* gene. A recent study shows that distinct subsets of the enhancers are activated by different stimuli and the activation of specific enhancers are required for stimulus-specific induction of *Fos* transcription (Joo et al., 2016). Thus, in addition to direct regulations at gene promoters, differential use of distal enhancers can also confer the specificity of the transcriptional response to different extracellular stimuli.
1.2 Receptors and stimulus specificity

As mentioned in the section above, neurons transduce signals from synapse to nucleus mainly through calcium regulated signaling pathways. The two most physiologically relevant modes of calcium entry into neurons in terms of regulating changes in gene transcription are entry through NMDARs and L-type voltage-gated calcium channel (L-VGCCs) (Bading et al., 1993; Ghosh et al., 1994a). Presynaptic action potentials inducing the release of glutamate activate NMDA-, AMPA-, and kainate-type glutamate receptors postsynaptically. Activation of the NMDA-type glutamate receptor permits direct influx of calcium. In addition, activation of all these receptors results in a large sodium influx that drives postsynaptic membrane depolarization. This depolarization then induces the opening of VGCCs including L-type VGCCs. Calcium influx via L-VGCCs and NMDARs can activate a number of different signaling cascades leading the activation of specific gene program (Bading et al., 1993; Hardingham et al., 1997).

The specificity of receptor signaling is thought to arise through the nature of the specific protein-protein interactions between channels and components of intracellular signaling pathways. One well studied case in the distinct regulation of signaling pathway by receptor is NMDARs regulated transcription. NMDAR receptors are heterotetramers that are made up of different subunit compositions and the subunit composition of these receptors determines the specificity of the downstream signaling cascades initiated following receptor activation (Lau and Zukin, 2007; Sasaki et al., 2002). For example, activation of synaptic NMDARs which are predominantly GluN2A-containing, induces CREB Ser133 phosphorylation which leads transcriptional activation. By contrast, extrasynaptic NMDARs, which are predominantly GluN2B-containing, stimulation results in CREB Ser133 dephosphorylation, which is required for transcriptional deactivation (Hardingham and Bading, 2010; Hardingham et al., 2002). This differential regulation of CREB activity by the distinct pool of NMDARs is mediated by Erk1/2-Jacob pathway (Karpova et al., 2013). Jacob is a protein messenger of NMDAR signaling to the nucleus that effects CREB dependent transcription. Synaptic, but not extrasynaptic NMDARs activation
activates ERK1/2 mediates nucleus translocation of Jacob (Karpova et al., 2013). There are seven known NMDAR subunits GluN1, GluN2A-D, and GluN3A-B (Ciabarra et al., 1995; Dingledine et al., 1999; Matsuda et al., 2002; McBain and Mayer, 1994; Nishi et al., 2001; Sucher et al., 1995). Studies in NMDARs dependent signaling have been heavily focused on GluN2A and GluN2B and little is known about other subunits effect on NMDARs dependent transcription. In Chapter 3, I will examine the role of a developmental regulated submit, GluN3A, in NMDARs dependent transcription.

1.3 Transcription Factors and Synapse Specificity

Transcription factors reside predominantly in the nucleus, where they are well-poised to integrate signaling information originating anywhere within the cell. This integrative capacity of stimulus-regulated transcription factors allows them to transduce reception of tiny amounts of growth factors into binary cell survival/cell death decisions (Brunet et al., 2001), and to drive homeostatic plasticity by summating neural activity levels into global synaptic scaling responses (Ibata et al., 2008). However, the central location of transcription factors raises the question of how they can have a meaningful impact on local synaptic connectivity, where the specificity of connections is essential to brain function. Previous studies from our lab on transcription factor CaRF provided some hints on how nuclear transcription factors encode specificity at synapse level. CaRF is a transcriptional activator and expression of exon IV-containing forms of Bdnf is significantly reduced in the cortex of CaRF knockout mice demonstrating that CaRF contributes to transcriptional activation of Bdnf promoter IV in vivo (McDowell et al., 2010; Tao et al., 2002). BDNF is known to regulate the formation of inhibitory synapse (Lyons and West, 2011) and indeed, the expression of GABAergic synaptic protein is altered in CaRF knockout mice (McDowell et al., 2010). Interestingly, while the transcriptional activity of CaRF is induced by membrane depolarization, CaRF is not required for the induction of Bdnf transcription that is driven by this stimulus (McDowell et al., 2010; Tao et al., 2002). I explored the role of CaRF in NMDARs dependent Bdnf transcription and will discuss my findings in Chapter 2. Together,
these findings demonstrate that transcription factor CaRF encodes specificity at the level of synapse type (e.g. excitatory, inhibitory). In the following section, I discuss two other examples of transcription factors that regulate specificity at synapse. These examples show that although nuclear transcription factors are unlikely to directly instruct the formation or elimination of individual synapses, they do encode specificity at subcellular synapse location (e.g. somatic, dendritic). Furthermore, by interacting functionally with local translational machinery they can have regulatory control over local activity-dependent synaptic plasticity.

1.3.1 Npas4: An activity-dependent, cell-type specific master regulator of inhibitory/excitatory balance

Npas4 belongs to the basic helix-loop-helix-Per-Arnt-Sim (bHLH-PAS) transcription factor family (Ooe et al., 2004), whose members share a bHLH DNA-binding domain, dual PAS domains, and a C-terminal activation domain (Partch and Gardner, 2010). These transcription regulators dimerize or form complexes with transcriptional coactivators through their bHLH and PAS domains to regulate diverse functions including development, circadian rhythms and cellular responses to hypoxia and environmental toxins (Gu et al., 2000; Kewley et al., 2004; Partch and Gardner, 2010). Among the bHLH-PAS family, Npas4 is unique for its restricted expression in neurons and the fact that its expression is selectively induced in neurons following membrane depolarization-induced calcium influx (Lin et al., 2008). Indeed, even compared with other immediate-early gene transcription factors such as Fos, Npas4 is far more selective for calcium signaling cascades, as its expression is induced only by calcium influx through L-type voltage gated calcium channels or NMDA receptors, but it is insensitive to the elevation of intracellular cAMP or the application of growth or neurotrophic factors (Lin et al., 2008). The mechanisms that confer this specificity upon Npas4 induction are not completely understood, though Npas4 seems to be a direct target of the activity-inducible transcription factor SRF (Kim et al., 2010; Kuzniewska et al., 2016).
Npas4 has been shown to play a prominent role in linking synaptic activity to inhibitory/excitatory synapse balance in a cell type- and subcellular-specific manner during brain development. The calcium-dependent induction of Npas4 was first discovered in excitatory glutamatergic neurons, and, interestingly, in these cells Npas4 was found to selectively promote the development of GABAergic synapses (Lin et al., 2008). Reduced numbers of GABAergic synapses were found in cultured hippocampal neurons when Npas4 was knocked down, whereas increased numbers of GABAergic synapses were found when Npas4 was overexpressed. In contrast, these manipulations did not affect glutamatergic synapses, indicating a selective role for Npas4 in inhibitory synapse development in these neurons. In addition to regulating the total number of inhibitory connections made during synapse formation, Npas4 appears to play an important role in the activity-dependent plasticity of GABAergic synapses in mature neural circuits. Npas4-knockout mice show decreased CA1 hippocampal neuron miniature inhibitory postsynaptic current (IPSC) frequency after exposure to an enriched environment compared with their wild-type littermates (Bloodgood et al., 2013), and Npas4 has also been found to underlie the activity-dependent increase in inhibition on newborn excitatory granule cells of the dentate gyrus as they integrate into the hippocampal circuitry (Sim et al., 2013). These studies together support a role for Npas4 in selectively upregulating inhibitory GABAergic synapse development in excitatory neurons following neuronal activity, suggesting that Npas4 diminishes future excitation and maintains homeostatic balance between inhibition and excitation.

**Figure 3:** Npas4 expression is induced rapidly by neuronal activity. Npas4 target genes promote GABAergic synapse formation at the soma while also inhibiting GABAergic synapse formation at the apical dendritic spines.
Perhaps the most interesting and unexpected finding regarding the Npas4-dependent regulation of GABAergic synapses onto excitatory neurons is that there is subcellular specificity with respect to the effects of Npas4 manipulation on the synapses on the postsynaptic cell (Fig. 3). Bloodgood et al. (2013) used the spatial organization of synaptic inputs onto distinct regions of pyramidal neurons in the hippocampus to reveal this specificity in vivo. The authors found that exposure of mice to an enriched environment induced expression of Npas4 in the hippocampus. After this exposure, when a stimulating electrode was placed in the pyramidal layer to activate somatic inhibitory synapses onto nearby pyramidal neurons, the authors saw relatively smaller evoked inhibitory currents in Npas4-knockout neurons compared with Npas4 wild-type neurons, which is consistent with the culture experiments showing that Npas4 promotes inhibitory synapse formation. By contrast, when the authors stimulated stratum radiatum to activate inhibitory synapses on the distal apical dendrites of these pyramidal neurons they found significantly larger evoked inhibitory currents in the knockout neuron compared with wild type, suggesting that Npas4 actually inhibits the formation of distal inhibitory synapses, presumably in the same neurons where it promotes somatic inhibition (Bloodgood et al., 2013). Given that different classes of inhibitory interneurons are known to synapse onto different subcellular domains of hippocampal pyramidal neurons (Freund and Buzsaki, 1996) having distinct Npas4 regulation of these events is likely to be important for fine-tuning circuit plasticity in the hippocampus.

Excitatory neurons comprise the large majority of cells in the culture systems that are most often used to study activity-inducible transcription; thus until recently very little was known about the identity of activity-inducible genes in inhibitory neurons. To fill this gap in knowledge, Spiegel et al. (2014) cultured neurons from the embryonic medial ganglionic eminence, which gives rise to the GABAergic interneurons that populate the forebrain. Using this system, they discovered that Npas4 expression was indeed induced in inhibitory neurons by membrane depolarization and subsequent calcium influx, similar to its regulation in excitatory neurons. However, when the authors studied the effects of knocking out Npas4 on synapse formation, they
found that, rather than affecting GABAergic synapses, the loss of Npas4 reduced glutamatergic input to inhibitory neurons while having no effect on the GABAergic synapses made onto these neurons (Spiegel et al., 2014). Thus, in contrast to its effects in excitatory neurons, activity-inducible Npas4 expression appears to upregulate glutamatergic synapses in inhibitory neurons to increase their inhibitory output. This suggests a more complex role than previously thought for Npas4 in mediating neuronal inhibition/excitation balance across multiple cell types in the heterogeneous neural circuits that comprise the cortex. Overall, these studies suggest that Npas4 functions as a key homeostatic factor in the cortex, depressing network excitability following neuronal activity via a negative feedback mechanism that is spread across multiple cell types and synapses.

How it is possible for Npas4 to promote opposite types of synapses in two different classes of neurons? The expression of distinct cell type-specific programs of Npas4-regulated genes in excitatory and inhibitory neurons may underlie the differential effects of Npas4 in these two neuron types (Spiegel et al., 2014). Using a genetic method to identify activity-regulated genes that are selectively induced in inhibitory vs. excitatory neurons, Spiegel et al. (2014) identified a set of inhibitory neuron-specific genes whose induction is impaired in the absence of Npas4. These Npas4-regulated inhibitory neuron genes include Kcnai, Frmpd3, and Nptx2. These gene products have been reported previously to be postsynaptic at glutamatergic synapses and therefore may contribute to the Npas4-dependent enhancement of glutamatergic synapse formation in inhibitory neurons. With respect to the Npas4-regulated genes that drive GABAergic synapse formation in excitatory neurons, one possible target is Bdnf. Bdnf is selectively induced by activity only in excitatory and not inhibitory neurons and is well known to promote GABAergic synapse development in the postnatal cortex. Npas4 binds to three regulatory elements within the Bdnf gene, and knocking down Bdnf partly rescues the effects of Npas4 overexpression on increased GABAergic synapse number and function in hippocampal neurons (Lin et al. 2008). Interestingly, BDNF expression is reduced in the hippocampus of Npas4-
knockout mice, and disruption of BDNF function prevents Npas4-mediated increases in inhibition at the soma but does not affect Npas4’s effects at the dendrites, thus providing a potential explanation for the subcellular specificity of Npas4-mediated inhibitory synapse formation (Bloodgood et al. 2013). Taken together, these data support the idea that Npas4’s differential effects in these two cell types are due to distinct cell type-specific programs of Npas4-regulated gene expression. Further understanding of the distribution of Npas4 binding sites in different cell types by chromatin immunoprecipitation (ChIP) will help to elucidate our understanding of how broadly expressed transcription factors can generate cell type-specific biological consequences.

1.3.2 MEF2: activation, repression, transcription, translation—MEF2 does it all

Initially identified for their role in muscle cell differentiation (Gossett et al., 1989) the myocyte enhancer factor 2 (MEF2) family of transcription factors comprises four members, MEF2A–D, that are now understood to have essential functions in multiple tissues including the CNS (Dietrich, 2013; Pon and Marra, 2016). In the brain the MEF2A, -C, and -D proteins are highly expressed in distinct, yet overlapping brain regions, both during neuronal development and in the adult (Leifer et al., 1993; Lyons et al., 1995). MEF2B is found at much lower levels and is not discussed further here. Importantly, the MEF2s are known to be targets of activity-dependent calcium signaling in neurons, where they have been studied for their roles in activity-dependent neuronal survival (Mao, 1999; Okamoto et al., 2000) as well as stimulus-regulated glutamatergic synapse formation and elimination (Flavell et al., 2006). The MEF2 proteins are subject to multiple, stimulus-regulated posttranslational modifications that are thought to regulate MEF2’s dual function as both a repressor and an activator (Lyons and West, 2011; McKinsey et al., 2002). In resting neurons, the MEF2s are sumoylated and they function primarily as transcriptional repressors (Shalizi et al., 2006). After neuronal activity, calcium influx through NMDARs and L-type voltage-gated calcium channels results in calcineurin-mediated dephosphorylation, MAP kinase-dependent phosphorylation, and a switch from sumoylation to acetylation at specific
residues on the MEF2s, all of which are associated with functional MEF2 activation (Flavell et al., 2006; Shalizi et al., 2006). Thus, MEF2 transcription factors are ideally poised to be important regulators of stimulus-inducible effects on neuronal development and function.

Both the transcriptional repressor and activator functions of the MEF2s have been implicated in synapse formation, with the accumulated evidence suggesting that the repressor forms regulate synapse formation and the activator forms promote synapse elimination. The repressor functions of the MEF2s have been studied in both the cerebellum and cortex, and repression by sumoylated MEF2A is particularly well characterized for its role in early cerebellar synapse development (Shalizi et al. 2006). In cerebellar granule neurons, sumoylated MEF2A enhances the formation of the mature claw morphology of granule neuron dendrites and knocking down MEF2A in cultured rat cerebellar slices impairs this dendritic differentiation. In cortical excitatory neurons, the repressor functions of MEF2C have similarly been shown to function in a cell-autonomous manner to regulate the development of glutamatergic synapses. Knocking out MEF2C in cortical neurons results in a mildly decreased frequency of miniature excitatory synaptic currents and significantly decreased dendritic spine density (Harrington et al., 2016). Spine density in the MEF2C-knockout neurons was rescued by expression of a fusion protein that links the DNA binding domain of MEF2C to the repressor domain of Engrailed (MEF2-En), indicating that the synapse-promoting effects of MEF2C in this context are mediated by its function as a transcriptional repressor. Interestingly, MEF2C also has a cell-autonomous effect on GABAergic synapses made onto cortical glutamatergic neurons, such that single-cell knockout of MEF2C is associated with increased amplitude and frequency of miniature inhibitory synaptic currents, and an increased number of GABAergic synapses, and this effect is again rescued by overexpression of MEF2C-En.

By contrast, the transcriptional activator functions of the MEF2 transcription factors have been implicated in the activity-dependent elimination of glutamatergic synapses in the hippocampus. Knocking down/out MEF2A, MEF2C, or MEF2D in hippocampal neurons was
found to increase excitatory synapse number, which first suggested a role for these factors in restricting synapse number (Barbosa et al., 2008; Flavell et al., 2006). The increase in glutamatergic synapses seen in MEF2A/D-knockdown neurons can be reversed by expressing a fusion protein that combines the DNA binding domain of MEF2 and the transcriptional activation domain of the viral transcription factor VP16 (MEF2-VP16), implicating the transcriptional activator function of MEF2 in this negative-regulatory effect on synapses.

A further level of MEF2-driven synapse specificity was revealed in a recent paper that showed that MEF2C differentially regulates local vs. long-range excitatory synaptic inputs onto neocortical neurons (Rajkovich et al., 2017). The authors found that knocking out Mef2c in a sparse population of layer 2/3 neurons in mouse barrel cortex weakened local excitatory synaptic input while enhancing long-range transcolossal excitatory inputs onto the same cells. Thus, even for the same type of synapses (excitatory) on a single type of neuron (also excitatory), MEF2C shows functional specificity in the direction of its regulatory effect depending on the source of the presynaptic input.

As in all cases where a transcription factor regulates synapses, it is natural to wonder how gene transcription in the nucleus of the neuron can be transduced into distal changes in synapse number in the periphery. Intriguingly, insights gleaned from studying a mouse model of fragile X syndrome (FXS), a genetic form of autism and mental retardation that occurs because of loss-of-function mutations in the Fmr1 gene (Abrahams and Geschwind, 2008; Bassell and Warren,
2008), have suggested that the Fragile X Mental Retardation Protein (FMRP) encoded by *Fmr1* may link MEF2 in the nucleus and its effects at synapses (Fig. 4). FMRP is an RNA binding protein that mediates RNA trafficking from the nucleus to synapses and regulates local mRNA translation at synapses. FMRP is required for MEF2-dependent synapse elimination because MEF2-VP16 overexpression fails to drive excitatory synapse elimination in the absence of FMRP expression (Pfeiffer et al., 2010).

An explanation for the requirement for FMRP in MEF2-dependent synaptic changes may be that FMRP regulates translation of MEF2-induced transcripts at synapses. In hippocampal neurons, MEF2 promotes excitatory synapse elimination by inducing degradation of postsynaptic density protein 95 (PSD-95) at the dendrites, a process requiring Mdm2-dependent ubiquitination and Pcdh10-dependent degradation of PSD-95. *Pcdh10* is a target of both MEF2- and activity-dependent transcription and FMRP-dependent translational repression (Morrow et al., 2008; Tsai et al., 2012), and inhibition of Pcdh10 function inhibits MEF2-dependent synapse elimination. MEF2 and FMRP also cooperate to regulate the synaptic localization and activation of Mdm2. As a result of this dual regulatory circuit, even though Pcdh10 levels are elevated in *Fmr1*-knockout neurons, MEF2-dependent degradation of PSD-95 is blocked in the absence of FMRP because of a failure of PSD-95 at synapses to be ubiquitinated. Dendritic FMRP is also known to regulate the transport and translation of specific mRNAs in response to metabotropic glutamate receptor (mGluR) activation, and blocking dendritic mGluR5 activity also results in loss of MEF2-induced glutamatergic synapse elimination in cultured hippocampal neurons (Wilkerson et al., 2014). One potential mediator of synapse elimination in this context is the cytoskeletal protein Arc, which plays important roles in dendritic spine plasticity and glutamate receptor trafficking (Korb and Finkbeiner, 2011). *Arc* transcription is induced in an activity- and MEF2-dependent manner, and it is required for MEF2 and dendritic mGluR5-induced synapse elimination (Wilkerson et al. 2014). Dendritic mGluR5 activation promotes local translation of Arc mRNA, and Arc is also a known translational target of FMRP in dendrites (Park et al., 2008). Thus, through coordinate
transcriptional and translational control of a program of synapse regulatory gene products, MEF2 and FMRP work together to shape synaptic activity-dependent changes in glutamatergic synapses.

1.4 Chromatin Regulation in neuronal activity-regulated gene transcription.

Sequence-specific transcription factors are the primary determinants of gene expression programs in cells because they directly mediate the recruitment of RNA polymerase II onto gene promoters. However, there are many more potential binding sites across the genome for any given transcription factor than are used, and it is the biochemical state and physical structure of DNA and its associated histone proteins, a complex called chromatin, that determine which of the potential sites are available to be bound (Sheffield et al., 2013). In this manner chromatin state functions to establish the potential range of transcription factor action in any given cell. Although chromatin structure is one step upstream from transcription factor binding, loss-of-function phenotypes and pharmacological inhibition of several chromatin regulatory factors have revealed important and specific roles for many of these proteins in neuronal activity-regulated gene transcription, synapse development and cognitive performance (Gräff and Tsai, 2013; Ronan et al., 2013; West and Greenberg, 2011). In Chapter 4, I investigate the role of histone acetylation at enhancer in neuronal activity-regulated gene transcription. Here, I review two chromatin regulatory factors that regulate neuronal activity-regulated gene transcription and synapse development in the brain.

1.4.1 ATP-dependent chromatin remodelers.

ATP-dependent chromatin remodelers use the energy of ATP hydrolysis to alter nucleosome positions along genomic DNA or to exchange nucleosomes on chromatin. By moving nucleosomes into or out of transcription factor binding sites and clearing chromatin of nucleosomes marked with regulatory histone modifications, chromatin remodelers have the ability to modulate gene transcription. There are four families of ATP-dependent chromatin remodeling complexes defined by the ATPase they contain: 1) BAF, 2) INO80/SWR1, 3) ISWI,
and 4) CHD (Hargreaves and Crabtree, 2011). Recently several specific members of the BAF and CHD families have been shown to play important roles in synapse development, and those factors are reviewed here.

Brg1/Brm-associated factor (BAF) complexes are mammalian SWI/SNF-like, ATP-dependent chromatin-remodeling complexes that are comprised of an assembly of at least 15 subunits encoded by 29 genes. The core ATPase subunit of these ~2-MDa protein complexes can be either Brg1 (also known as SmarcA4) or Brm (also known as SmarcA2) (Kadoch and Crabtree, 2015; Ronan et al., 2013; Vogel-Ciernia and Wood, 2014). Some accessory subunits of the BAF complexes are tissue specific, and the particular subunit composition of a given BAF complex affects both its genome targeting and functions. For example, in neural progenitors BAF complexes contain primarily BAF45a and BAF53a, and in these cells BAF complexes are required for cell proliferation. By contrast, when progenitors exit the cell cycle to become postmitotic neurons, BAF45a and BAF53a are replaced by BAF45b, BAF45c, and BAF53b, and blocking this subunit switch inhibits neural differentiation (Lessard et al., 2007). Study of the functions and protein interactions of neural-specific subunits of the BAF complex has helped explain how these chromatin-remodeling complexes regulate neuronal and synaptic development.

In postmitotic neurons, the BAF complexes have been implicated as regulators of both dendrite outgrowth and synapse maturation. For example, neurons lacking Brm show increased numbers of mature, mushroom-shaped spines (Loe-Mie et al., 2010) whereas neurons lacking Brg1 show increased numbers of immature, thin spines (Zhang et al., 2015), and Brg1 is required for activity-dependent dendritic outgrowth (Wu et al., 2007). Although BAF complexes can still assemble without the neural-specific subunit BAF53b, hippocampal neurons lacking BAF53b show defects similar to neurons lacking Brg1 including reduced activity-dependent dendritic outgrowth (Wu et al. 2007). Profiling gene expression in mice with heterozygous knockout of BAF53b revealed altered expression of genes involved in actin cytoskeletal remodeling and postsynaptic density, suggesting that the BA53b-mediated recruitment of the BAF complex to
these genes may play an important role in regulation of synapse functions (Vogel-Ciernia et al., 2013). ChIP studies also show that BAF53b is required for the recruitment of BAF complexes to the promoter region of genes involved in dendritic outgrowth (Wu et al. 2007). Taken together, these studies indicate that BAF complexes regulate genes that are important for synaptic functions and suggest that neural-specific subunits are important for targeting the complexes to their genes.
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**Figure 5**: Tissue specific BAF subunits interact with distinct transcription factors or transcriptional coactivators resulting in activation of different gene programs during neural development. BAF complexes regulate a group of synaptic genes and mediates synapse formation and maturation. In activated neurons, BAF complexes regulate Arc and Grin2b expression by interacting with CBP. BAF complexes also interact with MEF2C and are required for MEF2C mediated synapse elimination.

How do distinct BAF complexes achieve functional biological specificity? It is well established that BAF complexes are recruited to target genes via their interaction with sequence-specific transcription factors, and if these interactions differ between cell types or conditions, then the function of the BAF complex will differ as well (Cosma et al., 1999). For example, under basal conditions in neural progenitors Brg1 interacts with the transcription factor Gli3 and functions as a transcriptional repressor to suppress the expression of Shh target genes (Zhan et al., 2011). However, after exposure to Shh Brg1 interacts with the transcription factor Gli1 and is required for Shh-induced gene activation. In postmitotic neurons, BAF complex subunit-specific interactions with transcription factors and other chromatin regulators may define the specific
function of BAF complexes in synapse development (Fig. 5). For example, the neural-specific BAF subunit CREST has been shown to regulate dendrite development via its interactions with the transcriptional coactivator and histone acetyltransferase CBP (Aizawa, 2004). BAF complexes containing CREST are found bound to the promoters of genes related to synapse functions including *Arc* and *Grin2b*, where CREST is required to mediate their expression (Qiu et al., 2008). One key transcription factor that has been shown to link BAF complexes to synapse development is MEF2C. Gene expression profiling from a recent study revealed a significant overlap between neuronal activity-induced genes that are disrupted in the absence of Brg1 and genes that are targets of regulation by MEF2. Knocking out MEF2C was shown to impair the activity-dependent recruitment of Brg1 to gene promoters, and, conversely, knocking out Brg1 impaired the ability of MEF2C overexpression to drive synapse elimination (Zhang et al. 2015). These data suggest that Brg1 functions as a coactivator of the MEF2C-dependent transcriptional program that mediates excitatory synapse elimination. Taken together, these studies suggest that identifying and selectively disrupting specific BAF subunit-transcription factor interactions offers a strong opportunity to dissect the many roles of BAF complexes in synapse development.

1.4.2 CHD4: timing transcriptional repression

Whereas the BAF complexes illustrate how subunit specificity can allow a chromatin remodeler to differentially control distinct stages in the process of synapse formation, recent findings about the CHD family chromatin remodeler CHD4 have provided new insights into regulation of gene expression on distinct timescales during synapse development.

The ATPases of the CHD family are characterized by the presence of a chromodomain in addition to the conserved DEAD/H-related ATPase domain. CHD4 assembles with DNA binding proteins and histone deacetylases into a large protein complex called the nucleosome-remodeling and histone deacetylase (NuRD) complex (Hargreaves and Crabtree 2011). NuRD functions as a transcriptional repressor and has canonically been suggested to play an opposing role to the gene activation mediated by BAF complexes in regulation of gene transcription (Ho and Crabtree,
Although NuRD is well established to play a critical role in the differentiation of embryonic stem cells, far less is known about functions of NuRD in postmitotic tissue. However, a recent study showed that knocking out CHD4 in granule neurons in the cerebellar cortex results in a reduction in the density of synapses and neurotransmission between parallel fibers and Purkinje cell dendrites, suggesting that the NuRD complex promotes synaptogenesis (Yamada et al., 2014). Genomewide chromatin state profiling in the cerebellum of mice lacking CHD4 revealed that in the absence of NuRD a number of gene promoters fail to undergo developmentally regulated, NuRD-dependent repression. Expression of these NuRD target genes, which include Nhlh1, Elavl2, and Cplx3, is highly developmentally regulated in wild-type mice, such that expression peaks at postnatal day 6 and then decreases to very low levels in the adult brain. In the absence of CHD4, expression of the NuRD target genes remains high. Because in vivo RNAi knockdown reveals that many of these genes suppress presynaptic differentiation in the developing cerebellar cortex, these findings suggest that NuRD-dependent gene repression mediates the timing of proper synapse development by releasing the suppression of presynaptic differentiation in granule neurons during neural development (Fig. 6).

**Figure 6**: NuRD controls the timing of gene expression by turning genes off both on a developmental timescale and in response to transient neuronal activity. During cerebellar development, NuRD turns off genes that suppress presynaptic differentiation by histone deacetylation and inactivates neuronal activity-dependent gene transcription by replacing H2A with H2A.Z.
Interestingly, in addition to its role in gene repression on a developmental timescale, CHD4-dependent repression has also been found to act much more rapidly to regulate the dynamics of neural activity-dependent gene expression in neurons (Yang et al., 2016). Surprisingly, given its known functions in gene repression, genomewide CHD4 binding and chromatin state profiling revealed that CHD4 occupies the promoters of most actively transcribed genes in the mouse cerebellum including the classic activity-inducible genes Bdnf, Fos, and Npas4. Conditional knockout mice lacking CHD4 in cerebellar granule neurons show a prolonged time course of expression after the induction of activity-regulated genes is triggered, and this gene expression change is associated with defective activity-dependent granule neuron dendrite pruning. A clue to the mechanism of CHD4’s action in neuronal activity-regulated gene transcription came when the authors observed that binding of the histone variant H2A.Z at the promoters of activity-regulated genes was reduced in CHD4-knockout granule neurons. In yeast, the homolog of H2A.Z is enriched at the promoters of genes when they are in their inactive state but is rapidly lost from gene promoters when transcription is induced, which suggested that H2A.Z might poise genes in the off state for their rapid activation (Zhang et al., 2005). However, in the absence of CHD4, H2A.Z is depleted from activity-inducible gene promoters, and, rather than affecting induction, knockdown of H2A.Z phenocopies the prolonged time course of activity-induced transcription seen in CHD4-knockout neurons. (Yang et al. 2016) Thus these data suggest a new model in which CHD4-dependent recruitment of H2A.Z to activity-inducible gene promoters in neurons controls the timing of transcriptional inactivation, perhaps by serving to facilitate recruitment of repressors to promoters as has been observed for H2A.Z in embryonic stem cells (Hu et al., 2013). In sum, these data reveal two distinct functions for CHD4 in cerebellar synapse regulation—one of which relies on the classic function of the NuRD complex in developmental gene silencing and the other of which is mediated by interactions between CHD4 and the histone variant H2A.Z to control the inactivation kinetics of stimulus-inducible genes. Future understanding of the CHD4-dependent mechanisms that differentiate its function in
these two processes will enhance our understanding of the timescales of gene transcription that contribute to synapse formation and refinement in the developing CNS.

1.4.3 Epigenome editing by CRISRP-based method

Genome-level sequencing studies have identified DNA regulatory elements controlled by these chromatin regulatory factors and study the role of chromatin state at these DNA regulatory elements in neuronal activity-regulated gene transcription (Cholewa-Waclaw et al., 2016; Gray et al., 2015; Kim et al., 2010; Malik et al., 2014; Su et al., 2017; Sweatt, 2013). While sequencing methods provided information about epigenetic changes following neuronal activity, they can only show correlation between these epigenetic changes and gene transcription. To establish the causative relationship between epigenetic changes and gene transcription, protein engineers have developed several synthetic proteins, which are modified from endogenous DNA binding proteins, to achieve site-specific manipulation. Zinc finger nuclease (ZFN) and transcription activator-like effector nucleases (TALENs) are two of such tools (Boch et al., 2009; Moscou and Bogdanove, 2009; Urnov et al., 2005). While these tools can achieve site-specific manipulation in the genome, the significant financial and technical cost of these tools limits their usages. In recent years, a simpler and cheaper genome editing system, CRISPR/Cas9, has been developed and widely adopt. CRISPR/Cas is a nuclease system from bacteria that recognizes RNA-DNA hybrids (Barrangou et al., 2007). The Cas9 nuclease is recruited to the specific DNA sequence in the genome upon expression of an RNA that complement to the targeting DNA sequence(Cong et al., 2013; Gersbach, 2014; Ran et al., 2015). Because of the RNA-guided mechanism, CRISPR/Cas9 system can easily change the binding site in the genome. Fusing a transcriptional effector or catalytic domain of histone-modifying enzymes to catalytically-dead Cas9, provides an easy and fast way to manipulate chromatin state at any genome region (Gilbert et al., 2013; Hilton and Gersbach, 2015; Maeder et al., 2013; Mali et al., 2013; Perez-Pinera et al., 2013). In Chapter 4, I will apply a CRISPR-based epigenome editing method to examine the role of enhancer histone acetylation in neuronal activity-regulated gene transcription.
2. The transcription factor CaRF limits NMDAR-dependent transcription in the developing brain

2.1 Summary

Neuronal activity sculpts brain development by inducing the transcription of genes such as Brain-Derived Neurotrophic Factor (Bdnf) that modulate the function of synapses. Sensory experience is transduced into changes in gene transcription via the activation of calcium signaling pathways downstream of both L-type voltage gated calcium channels (L-VGCCs) and NMDA-type glutamate receptors (NMDARs). These signaling pathways converge on the regulation of transcription factors including Calcium-Response Factor (CaRF). Whereas CaRF is dispensable for the transcriptional induction of Bdnf following the activation of L-VGCCs, here we show that loss of CaRF leads to enhanced NMDAR-dependent transcription of Bdnf as well as Arc. We identify the NMDAR subunit-encoding gene Grin3a as a regulatory target of CaRF, and we show that expression of both Carf and Grin3a is depressed by the elevation of intracellular calcium, linking the function of this transcriptional regulatory pathway to neuronal activity. We find that light-dependent activation of Bdnf and Arc transcription is enhanced in the visual cortex of young CaRF knockout mice, suggesting a role for CaRF-dependent dampening of NMDAR-dependent transcription in the developing brain. Finally, we demonstrate that enhanced Bdnf expression in CaRF-lacking neurons increases inhibitory synapse formation. Taken together these data reveal a novel role for CaRF as an upstream regulator of NMDAR-dependent gene transcription and synapse formation in the developing brain.

2.2 Introduction

In the developing mammalian brain, transient sensory stimuli drive long-lasting changes in synapse development and neuronal function by inducing the transcription of activity-regulated genes (West and Greenberg, 2011). Calcium plays a key role in this signal transduction by initiating intracellular signaling cascades that carry the signal to the nucleus where they activate
multiple transcription factors that bind regulatory elements of activity-regulated genes (Lyons and West, 2011). In addition to ubiquitous immediate early genes (IEGs) such as Fos and Jun, synaptic activity regulates a functionally important set of neuron-selective genes, which include the neurotrophin BDNF, the intracellular scaffolds Arc and Homer, the glutamate receptor binding protein Narp, and the transcription factor Npas4 (Bloodgood et al., 2013; Gu et al., 2013; Hong et al., 2008; Hu et al., 2010; Leslie and Nedivi, 2011; Wang et al., 2006). Induced expression of these gene products couples synapse development and function with sensory-driven neuronal activity to adapt brain development to the environment.

Glutamate release at synapses drives calcium into neurons by opening both NMDA-type glutamate receptors (NMDARs) and L-type voltage-gated calcium channels (L-VGCCs). Calcium acts locally at these channels to induce the signaling cascades that regulate nuclear transcription factors, and the source of calcium entry can influence the specificity of downstream signaling (Bito et al., 1996; Dolmetsch et al., 2001; Hardingham et al., 2002; Karpova et al., 2013). We and others have used transcription of Bdnf as a model to discover the neuronal activity-regulated transcriptional mechanisms that are important for developmental synapse plasticity. BDNF is a key effector of activity-dependent synapse development and plasticity, and it is the precise temporal and spatial control of Bdnf transcription that permits this signaling molecule to regulate these dynamic processes (Leslie and Nedivi, 2011; West et al., 2014).

The Bdnf gene contains nine alternative promoters, each of which is activity-inducible in neurons and most of which are regulated by multiple activity-dependent transcription factors (West et al., 2014). Bdnf exon IV-containing transcripts (Bdnf IV) are the most highly expressed and activity-regulated of the Bdnf splice variants in developing neurons, and the transcription factors that regulate Bdnf promoter IV have been well described. We first identified Calcium Response Factor (CaRF) as a transcription factor based on its ability to bind the L-VGCC-responsive calcium-response element 1 (CaRE1) in Bdnf promoter IV (Tao et al., 2002a). Basal expression of Bdnf IV is reduced in the cortex of adult CaRF knockout mice, consistent with
CaRF functioning as an activator of Bdnf promoter IV (McDowell et al., 2010). However L-VGCC-induced transcription of Bdnf IV is unaffected by the loss of CaRF and instead the transcription factor MEF2C mediates the actions of CaRE1 in response to this stimulus (Lyons et al., 2012).

Given our evidence for the stimulus-specific contributions of CaRF to Bdnf promoter IV regulation, here we set out to determine the requirement for CaRF in NMDAR-induced transcription of Bdnf. Here we report that loss of CaRF leads to enhanced NMDAR-dependent induction of both Bdnf IV and the activity-regulated gene Arc, and we investigate potential mechanisms as well as biological consequences of this change in transcriptional regulation. These data reveal a novel role for CaRF as an upstream regulator of NMDAR-dependent processes in the developing brain.

2.3 Materials and Methods

2.3.1 Dissociated Neuron Cultures

Neuron-enriched cultures were generated from cortex of male and female E16.5 CD1 mouse embryos (Charles River Laboratories) and cultured as previously described (McDowell et al., 2010; Tao et al., 2002). Withdrawal from tetrodotoxin (TTX WD) was done by treating neurons for 48 hrs with 1μM TTX (Tocris) prior either to harvesting cells (for the control condition) or washing out the TTX with Neurobasal medium (Invitrogen). Isotonic membrane depolarization with 55mM extracellular KCl was done as previously described (Lyons et al., 2012). APV (Tocris) was used at a concentration of 100μM. Nimodipine (Sigma) was used at a concentration of 5μM. EGTA (Sigma) was used at 2.5mM. Actinomycin D (Sigma) was used at 30nM. Pharmacological blockers were added 2 min prior to TTX WD or KCl addition and maintained throughout the period of stimulation. All experiments were conducted in accordance with an animal protocol approved by the Duke University Institutional Animal Care and Use Committee.
2.3.2 Quantitative PCR

RNA was harvested from cultured mouse cortical neurons on DIV7 following 90min or 6hrs of KCl-mediated membrane depolarization or TTX WD as described in the text. RNA was harvested using the Absolutely RNA Miniprep Kit (Agilent) and cDNA was synthesized by Superscript II (Invitrogen). Quantitative SYBR green PCR was performed on an ABI 7300 real-time PCR machine (Applied Biosystems) using intron-spanning primers (IDT) listed in Appendix A. Data were all normalized to expression of the housekeeping gene Gapdh to control for sample size and processing. For CaRF luciferase assay, RNA was harvested from HEK293T cells at 2 days after transfection. cCaRE-Luc plasmid was previously described (Lyons et al., 2012; Pfenning et al., 2010) and TK-renilla luciferase is from Promega. The firefly luciferase mRNA levels were normalized for each well to cotransfected renilla luciferase mRNA levels.

2.3.3 RNAi and Lentiviral Infection

Four independent shRNAs were used to knockdown mouse Carf, and were paired with a vector-matched control (Ctrl). Carf shRNA1 (5′-GAAGACAGCACCAGCAATTAC-3′) and Ctrl1(5′-AAACAAGCCATTCGCGGATT-3), which is a scrambled version of Carf shRNA1, were cloned into vector pLLx3.8 (Zhou et al. 2007). Carf shRNA2 (TRCN0000086260; 5′-GCAGATGAACATAGCCCTCAA-3′), Carf shRNA3 (TRCN0000086262; 5′-GACGATGGTGAGAAGTCAGAA-3′), Carf shRNA4 (TRCN0000086261; 5′-CCAGCCAGGATATCATTAAA-3′) were purchased from Thermo Scientific and the empty pLKO.1 vector was used as Ctrl2. Bdnf shRNA (TRCN0000065384; 5′-CAAGGCTGTTAGAGAGATAATTGGA-3′) were purchased from Thermo Scientific and the empty pLKO.1 vector was used as Ctrl. The rat GluN3A and rat CaRF-myc expression plasmids were constructed by placing the rat Grin3a or Carf-myc coding sequences under control of the ubiquitin promoter in the lentiviral expression vector pFUIGW (Lois et al., 2002). The C-terminally truncated rat CaRF(1-268) expression plasmid was cloned by PCR from rat brain.
cDNA generating a fragment expressing amino acids 1-268, which corresponds to the shortest truncated version of mouse CaRF (AAs 1-251). The construct was placed under control of the ubiquitin promoter in the lentiviral expression vector pFUIGW (Lois et al., 2002). For viral infection of neurons, shRNA or viral expression constructs were packaged as lentiviral particles in HEK 293T cells following standard procedures. Concentrated viruses were titered on mouse cortical neurons which were infected for 6 hrs on day in vitro (DIV) 1 at a multiplicity of infection of 1 in BME medium (Sigma) with 0.4µg/mL added polybrene (Sigma).

2.3.4 Immunofluorescence
Embryonic mouse cortical neurons were cultured on PDL/laminin coated glass coverslips (Bellco) and fixed in 4% paraformaldehyde at room temperature for 10mins. Neurons were blocked in 10% normal goat serum and permeabilized in 0.3% Triton X-100 prior to antibody incubation. Coverslips were incubated in primary antibodies overnight at 4°C. Secondary antibodies were incubated at room temperature for 1 hr. Hoechst dye (0.1µg/ml, Sigma) was used to label nuclei. Primary antibodies used in this study for immunocytochemistry were mouse anti-MEF2D, 1:1000 (BD Biosciences; #610774), mouse anti-Gephyrin, 1:500 (Synaptic Systems; 147021), rabbit anti-GAD65, 1:500 (Millpore; AB5082), chicken anti-GFP, 1:2000 (Millpore; AB16901).

2.3.5 Western Blotting
Cells were homogenized in homogenization buffer (320 mM Sucrose, 10mM HEPES pH 7.4, 2mM EDTA, 1mM DTT and protease inhibitors). Nuclear pellet was centrifuged out at 1500xg for 15min. Cytosolic and membrane fractions were separated by centrifuging at 200000xg for 20min. Membrane, cytoplasmic, and nuclear extracts were run for SDS-PAGE and transferred to Nitrocellulose for western blotting following standard procedures. Primary antibodies used in this study for western blotting were mouse anti-Actin, 1:5000 (Millipore; MAB1501); rabbit anti-CaRF, 1:500 (#4510, McDowell et al., 2010); rabbit anti-Histone H3,
1:5000 (Millipore; catalog #070-690); rabbit anti-GluN3A, 1:1000 (Millipore; #07-356); mouse anti-Transferrin Receptor, 1:2000 (Invitrogen; #13-6800).

2.3.6 Electrophoretic Mobility Shift Assays (EMSA)

Nuclear extracts from cultured mouse cortical neurons infected on DIV1 with viruses expressing the shRNAs targeting Carf or their respective controls were harvested on DIV7 and used for EMSA as previously described (McDowell et al., 2010). Probes were end labeled with $^{32}$P and EMSA images were captured on a Storm phosphorimager (Molecular Dynamics). The high affinity CaRF-binding cCaRE probe, CaRE1 and mCaRE1 have been previously described (Pfenning et al. 2010; Lyons et al. 2012). The probes of two potential CaRF binding sites near Grin3a promoter are listed here (gCaRE1: 5’-TCATTATGAGACAGA, gCaRE2: 5’-TCTCGAGGAGACAGA).

2.3.7 BDNF ELISA

Two-site BDNF ELISA was performed as previously described (Hong et al., 2008; McDowell et al., 2010). Total protein concentration in the lysate was measured by BCA protein assay kit (Pierce) and BDNF protein concentrations were measured by the BDNF Emax ImmunoAssay System (Promega).

2.3.8 Pilocarpine-induced Seizure

Adult (8-12 week old) male C57BL6/J mice (Charles River Labs) were weighed and injected with 1 mg/kg methyl scopolamine nitrate (i.p.). 30 min later mice were injected i.p. with either 337 mg/kg pilocarpine HCl or saline (control mice) and monitored for status epilepticus as previously described (Wijayatunge et al., 2014). 1, 3, or 6 hrs following the onset of status epilepticus, mice were deeply anesthetized with isofluorane and decapitated for brain harvesting. Brains of control mice were harvested 3 hrs after the saline injection. 5-6 mice were used for each time point. The hippocampus was rapidly dissected bilaterally, flash frozen on dry ice/ethanol, and stored at -80°C prior to RNA harvesting, cDNA synthesis, and quantitative PCR as described above.
2.3.9 Dark Adaptation and Light Exposure

Male and female Carf wildtype (WT) and knockout (KO) adult mice (McDowell et al., 2010) or pups with their mothers at postnatal day 14 (P14) were transferred from their normal housing room with a 12 hr:12 hr light:dark cycle into a light-tight dark housing room to maintain constant darkness for 7 days. Animals in the unstimulated (dark) condition were killed and their eyes enucleated in the dark prior to bringing the body into the light to dissect the brain. Animals in the stimulated (light-exposed) condition were removed from the dark room and exposed to normal lighting for 6 hrs prior to tissue harvesting. For MK-801 (Sigma) experiments, 6-month-old adult were injected intraperitoneally (i.p.) in the dark with either saline (control) or 1mg/kg MK-801 diluted in 0.9% NaCl 30 min prior to being brought into the light. V1 visual cortex and S1 somatosensory cortex were isolated based on anatomical landmarks and immediately flash frozen. RNA and protein were harvested and measured as described above.

2.3.10 Quantification of inhibitory synapse density

Embryonic mouse cortical neurons were cultured on PDL/laminin coated glass coverslips (Bellco). Neurons were transfected with Ctrl1 or Carf shRNA1 by lipofectamine 2000 on DIV 3 and fixed in 4% paraformaldehyde at room temperature for 10 mins on either DIV14 or DIV19. Neurons were blocked in 16% normal goat serum and permeabilized in 0.2% Triton X-100 prior to antibody incubation. Coverslips were incubated in primary antibodies overnight at 4°C. Secondary antibodies were incubated at room temperature for 1 hr. Hoechst dye (0.1µg/ml, Sigma) was used to label nuclei. Primary antibodies used in this study were mouse anti-Gephyrin, 1:500 (Synaptic Systems; 147021), rabbit anti-GAD65, 1:500 (Millpore; AB5082), chicken anti-GFP, 1:2000 (Millpore; AB16901). Images were acquired on a Leica SP8 confocal microscope with a 40X objective at 1024X1024 pixel resolution. Images were collected as a z-stack of 10-12 sections at 0.5µm step size, and maximum intensity projections generated from the z-stack were used for analysis. Synapse density was quantified with ImageJ using NeuronJ and SynapCountJ.
plugin. For each experiment, approximately 5-10 neurons from at least two different coverslips were analyzed, and between 2-3 experiments were conducted per condition.

2.3.11 Statistical Analyses

Unless otherwise indicated, all data presented are the average of at least three biological replicates from each of at least two independent experiments. Also unless otherwise indicated, data were analyzed by a Student’s unpaired t-test, and p<0.05 was considered significant. Bar and line graphs show mean values and all error bars show S.E.M.

2.4 Results

2.4.1 Loss of CaRF results in potentiation of NMDAR-dependent transcription

![Figure 7: Relative induction Bdnf exon IV-containing mRNA in mouse cortical neurons either without stimulation (Basal) or 6 hrs following TTX withdrawal (TTX WD) or 55mM elevated extracellular potassium (KCl) prior to RNA harvesting. Stimulation was done in the presence of the following pharmacological blockers of NMDARs and L-VSCCs: none (Ctrl), +APV, nimodipine (+Nim), or APV + Nim (+APV/Nim). mRNA levels are reported as fold induction relative to Basal. n=3. We set the fold induction reached by either TTX WD or KCl in the Ctrl group to 100%. *p<0.05 compared with Ctrl in TTX WD. #p<0.05 compared with Ctrl in KCl.](image)

To assay NMDAR-dependent activation of Bdnf transcription, we stimulated dissociated mouse cortical neuron cultures with tetrodxin withdrawal (TTX WD). This stimulus has previously been characterized for its ability to induce IEG expression in neurons in an NMDAR-dependent manner (Ghiretti et al., 2014; Rao et al., 2006; Saha et al., 2011), including exon IV-
containing forms of Bdnf. We confirmed that pretreatment with the NMDAR antagonist APV significantly attenuated TTX WD-induced Bdnf IV expression (p=0.0285). Conversely, pre-treatment with the L-VGCC antagonist Nimodipine alone had no significant effect on TTX WD-induced Bdnf IV expression (p=0.5372), though it blocked Bdnf IV transcription induced by membrane depolarization with elevated extracellular KCl (p= 0.0047) (Fig. 7). Thus, using these two stimulation paradigms (TTX WD and elevation of extracellular KCl) we can selectively activate gene transcription in an NMDAR- or L-VGCC-dependent manner.

Figure 8: Levels of Carf mRNA in mouse cortical neurons infected with lentiviruses encoding shRNAs targeting two independent sequences in Carf. Carf mRNA levels are shown normalized to expression in cells infected with the paired control viruses. n=3.

To test the requirement for CaRF in NMDAR-dependent activation of Bdnf IV, we characterized two independent shRNAs in lentiviral vectors that knockdown (KD) expression of CaRF in cultured neurons (Fig. 8). We then measured Bdnf IV mRNA following TTX WD. To our surprise, given that we have previously characterized CaRF as an activator of Bdnf transcription, we found that Bdnf IV induction was significantly potentiated upon TTX WD in CaRF KD neurons compared with neurons that were infected with paired control viruses (Carf shRNA1: p= 0.0171; Carf shRNA2: p= 0.0269; Fig. 9A). This effect was selective for the activation of Bdnf IV transcription by NMDARs because we did not observe any significant difference in Bdnf IV induction between CaRF control and KD neurons when we stimulated L-
VGCC-dependent transcription with the elevation of extracellular KCl (Carf shRNA1: p= 0.8989; Carf shRNA2: p= 0.9814; Fig. 9B). The transcriptional activation of Bdnf IV by both TTX WD and KCl leads to increased expression of BDNF protein as measured by ELISA (Fold induction BDNF after KCl: 4.54 ± 0.17, n=6; after TTX WD: 3.06 ± 0.49, n=6). Importantly, the potentiation of NMDAR-dependent Bdnf IV transcription we observed in CaRF KD neurons

![Graph A: TTX WD](image)
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**Figure 9:** (A) Levels of Bdnf exon IV mRNA in cortical neurons infected with the indicated lentiviruses then stimulated with 6hrs TTX WD. Induced mRNA levels for neurons infected with each shRNA targeting Carf (shRNA1, shRNA2) are reported as percentages of induction relative to their respective control vectors (Ctrl1 or Ctrl2). n=3-4, *p<0.05 compared with Ctrl1, #p<0.05 compared with Ctrl2. (B) Levels of Bdnf exon IV mRNA in cortical neurons infected with the indicated lentiviruses then stimulated with 55mM extracellular KCl for 6hrs. Induced mRNA levels for neurons infected with each shRNA targeting Carf (shRNA1, shRNA2) are reported as percentages of induction relative to their respective control vectors (Ctrl1 or Ctrl2). n=3-4 (C) Levels of BDNF protein as measured by ELISA from neurons treated for 6 hrs as in (A) and (B). Protein levels are reported as percentages of induction by TTX WD or KCl relative to control shRNA (Ctrl1) n=6, *p<0.05 compared with Ctrl1.
resulted in enhanced expression of BDNF protein in CaRF KD compared with control neurons (p< 0.0001; Fig. 9C). By contrast, KCl-mediated membrane depolarization induced BDNF protein expression to similar levels in both CaRF control and KD neurons (p= 0.7889; Fig. 9C).

Figure 10: Levels of Arc and Fos mRNA in cortical neurons infected with the indicated lentiviruses then stimulated with 90min TTX WD. n=3-4 *p<0.05 compared with Ctrl1, #p<0.05 compared with Ctrl2.

In addition to Bdnf, other IEGs including Fos and Arc are strongly induced by TTX WD stimulation and the activation of NMDARs (Saha et al., 2011). We found that KD of CaRF did not lead to a nonspecific increase in all NMDAR-activated transcription (Fig. 10), because the TTX WD-induced expression of Fos was not different between CaRF control and KD neurons (Carf shRNA1: p=0.1926; Carf shRNA2: p=0.6159). However, KD of CaRF did lead to a potentiation of TTX WD-induced Arc expression compared with that seen in control-infected neurons (Carf shRNA1: p= 0.0264; Carf shRNA2: p< 0.0001), demonstrating that the effects of CaRF on NMDAR-dependent gene expression extend beyond the regulation of Bdnf. These data reveal for the first time that CaRF regulates NMDAR-dependent neuronal plasticity by selectively inhibiting NMDAR-dependent activation of a subset of IEGs, which include not only Bdnf but also Arc.
2.4.2 The NMDAR subunit gene *Grin3a* is a regulatory target of CaRF

CaRF is a DNA binding transcription factor that in neurons is bound to a large number of regulatory elements dispersed across the genome (Pfenning et al., 2010). Because the effects of CaRF KD were selective for NMDAR-dependent transcription, we reasoned that CaRF might confer this specificity via regulation of components of the NMDAR itself. In addition to the obligatory GluN1 subunit encoded by the *Grin1* gene, forebrain neurons most highly express the GluN2A and B subunits encoded by *Grin2a* and *Grin2b* as well as the GluN3A subunit encoded by *Grin3a* (Fig. 11). Of the genes encoding these subunits, only *Grin3a* was among those we found significantly changed in microarray analysis of gene expression in mouse cortical neurons lacking *Carf* (Whitney et al., 2014). Q-PCR confirmed that CaRF knockdown had consistent and

![Figure 11: mRNA levels of NMDAR subunits in cultured mouse cortical neurons. Levels of the indicated mRNAs in cultured mouse cortical neurons (DIV 7). mRNA levels are shown relative level to *Gapdh* expression. n=4.](image-url)
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significant effects expression on the *Grin3a* gene, which was reduced by more than 50% in CaRF KD neurons relative to control (*Carf* shRNA1: p= 0.0001; *Carf* shRNA2: p< 0.0001; **Fig. 12A**). Furthermore, levels of GluN3A were significantly reduced in membrane fractions taken from the cortex of postnatal day 21 (P21) CaRF knockout (KO) mice as compared with their wildtype (WT) littermates (p=0.0013; **Fig. 12B**).

If *Grin3a* is a regulatory target of CaRF, these gene products should be co-regulated. *Grin3a* is most highly expressed during a transient period in early postnatal forebrain development (Ciabarra et al., 1995; Sucher et al., 1995), and notably, CaRF expression follows a similar pattern of temporal regulation (McDowell *et al.* 2010). Furthermore, our data show that, in addition to this slow developmental regulation, expression of CaRF is under the more acute control of activity-regulated signaling pathways. Following pilocarpine-induced seizure, which rapidly upregulated expression of *Bdnf* IV and *Fos* in hippocampus (Fold induction *Bdnf* IV 1hr after pilocarpine injection: 9.24 ± 1.53, n=5-6; Fold induction *Fos* 1hr after pilocarpine injection: 105.73 ± 23.5, n=5-6), *Carf* expression was significantly reduced (*F*1,21=19.15, p<0.0001; **Fig. 13A**). *Grin1*, *Grin2a*, and *Grin2b* showed no significant change in their expression over this timecourse (*Grin1*: *F*1,21=0.42, p=0.7342; *Grin2a*: *F*1,21=0.96, p=0.4296; *Grin2b*: *F*1,21=0.17, p=0.9148; **Fig. 13B**), however like *Carf*, *Grin3a* expression was significantly reduced following pilocarpine treatment (*F*1,21=7.26, p=0.002; **Fig. 13A**). The downregulation of both *Carf* and *Grin3a* was recapitulated by elevation of extracellular KCl in cultured hippocampal neurons, suggesting a role for calcium signaling pathways in this regulation (*Carf*: p< 0.0001; *Grin3a*: p= 0.0001; **Fig. 13C**). Consistent with this hypothesis, treating cultures with 2.5mM EGTA, which chelates free extracellular calcium, drove a significant increase in both *Carf* and *Grin3a* mRNA
expression (Carf: p=0.0051; Grin3a: p=0.0001; Fig. 13C). This induction was transcription-dependent, because the EGTA-dependent increase of Carf and Grin3a mRNA expression was blocked by pre-treatment with the transcriptional inhibitor Actinomycin D (Carf: p= 0.0002; Grin3a: p< 0.0001; Fig. 13C).

Because CaRF can function as a DNA sequence-specific transcriptional activator (Tao et al. 2002), it could regulate the expression of Grin3a directly by binding to the Grin3a promoter. Although a search of the proximal Grin3a promoter revealed two elements with partial homology to the consensus CaRF binding site, electrophoretic mobility shift assays revealed no evidence for CaRF binding at these sites (Fig. 14) and furthermore CaRF binding was not detected at the proximal Grin3a promoter by ChIP-seq (Pfenning et al., 2010). Thus these data suggest that CaRF does not directly bind the proximal Grin3a promoter.
Figure 14: CaRF does not bind to Grin3a promoter directly. Electrophoretic mobility shift assays. Left, in vitro transcribed and translated CaRF protein was incubated with either a radiolabeled CaRF binding sequence (CaRE1) or one of the two sequences with partial homology to the CaRF binding sequence identified in the proximal Grin3a promoter (gCaRE1 and gCaRE2). The red arrows indicate nuclear protein-DNA complexes. Specificity of the interaction is shown by competition of the interaction with incubation of an excess of unlabeled WT CaRE1 probe but not an unlabeled mutant probe (MUT) that lacks CaRF binding. Right, CaRF is first bound to the CaRE1 probe and association with the gCaRE sequences is tested by asking if the gCaREs can compete binding. The ramps indicate increasing concentration of unlabeled competitor probe. Competition of labeled CaRE1 binding by unlabeled CaRE1 is shown as a positive control. The red arrows indicate nuclear protein-DNA complexes. Data from Anne West.

Figure 15: Schematic diagram showing the protein domain organization of CaRF and the targeting sites of Carf shRNAs. The numbers above the diagram indicate the target site of Carf shRNAs. The numbers below the diagram indicate the protein residues corresponding to mouse CaRF (NP_631889.1). The arrows mark the C-terminal end of truncated forms of CaRF reported previously (Tao et al. 2002). The rCaRF(1-268) construct corresponds to the truncated mouse CaRF terminating at amino acid 251. DBD, DNA binding domain; TAD, transcriptional activation domain.

The Carf gene encodes several splice variants, some of which lack the C-terminal activation domain and are predicted to encode truncated CaRF isoforms that function as transcriptional repressors (Fig. 15) (McDowell et al., 2010; Pfenning et al., 2010; Tao et al., 2002b). To determine which forms of CaRF are required for regulation of Grin3a we tested the consequences of knocking down CaRF using shRNAs that are either specific to the longer forms or common to sequences contained within all variants. Whereas all shRNAs reduced the expression of CaRF mRNA (Fig. 16A) only the shRNAs that targeted all of the truncated and the full-length CaRF variants resulted in reduced expression of Grin3a (Carf shRNA2: p = 0.0018;
**Carf** shRNA3: p<0.0001; **Carf** shRNA4: p=0.0882; **Fig. 16B**. Because these data suggested that expression of the shorter truncated version of CaRF might be sufficient to promote expression of **Grin3a**, we selectively re-expressed rat isoforms of either truncated or full-length CaRF in CaRF KD neurons, which due to sequence variation in the region targeted by **Carf** shRNA1 are resistant to knockdown. Though both rescue constructs were overexpressed relative to endogenous levels of CaRF, only the truncated form of rat CaRF was able to restore **Grin3a** expression in CaRF KD neurons (**Carf** shRNA1: p<0.0001; rCaRF rescue: p=0.009; rCaRF(1-268): p=0.1018; **Fig. 16C**). Since this variant of CaRF lacks the transcriptional activation domain (**Fig. 15**), taken together with the lack of CaRF binding to the **Grin3a** promoter (**Fig. 14**), these data suggest that CaRF functions in an indirect manner to drive **Grin3a** expression.

Regardless of the mechanism by which CaRF regulates expression of **Grin3a**, if the potentiation of NMDAR-dependent transcription in CaRF KD neurons is due to the reduced GluN3A expression we observed, then rescuing the expression of GluN3A in these neurons should be sufficient to restore the regulation of TTX WD-induced **Bdnf** IV expression to control levels. To test this hypothesis, we first asked whether selective re-expression of the truncated form of rat CaRF would restore NMDAR-regulated **Bdnf** IV induction to control levels in CaRF...
KD neurons. Consistent with this hypothesis we found that expression of an shRNA-resistant form of CaRF significantly reduced NMDAR-dependent Bdnf IV induction in shRNA-expressing neurons toward control levels (rCaRF(1-268): p=0.0005; Fig. 17A). Notably, re-expressing full-length rat CaRF also partially rescued Bdnf IV inducibility despite the fact that it did not rescue Grin3a expression (rCaRF: p=0.0031; Fig. 16C and 17A). Because our previous microarray and chromatin immunoprecipitation experiments have identified a large number of putative CaRF target genes (Pfenning et al. 2010; Whitney et al. 2014), we interpret these latter data to suggest that full length CaRF may regulate gene products other than Grin3a that can also impact Bdnf inducibility. Thus to more directly determine whether restoration of GluN3A can rescue Bdnf inducibility in neurons lacking CaRF, we overexpressed rat GluN3A or GFP as a control in both CaRF KD and control neurons and measured the induction of Bdnf IV mRNA upon TTX WD. Whereas CaRF KD neurons expressing GFP showed potentiated induction of Bdnf IV and Arc relative to control neurons, when we expressed rat GluN3A together with the Carf shRNA, the induction of Bdnf IV and Arc was not significantly different from control (Bdnf IV: p= 0.8960; Arc: p= 0.8243; Fig. 17B and 17C). Together these data place CaRF as an indirect upstream regulator of Grin3a, and Grin3a upstream of Bdnf IV and Arc induction, establishing a
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mechanism by which CaRF can selectively modulate NMDAR-dependent processes in the developing brain.

2.4.3 Enhanced sensory experience induced gene transcription in the developing cortex of CaRF knockout mice.

NMDARs and activity-regulated genes like Bdnf play an important role in the sensory experience-dependent refinement of cortical organization in the postnatal brain. Given that both CaRF and GluN3A show peak expression during of the first two postnatal weeks of brain development (Ciabarra et al., 1995; McDowell et al., 2010; Sucher et al., 1995), we hypothesized that the CaRF-GluN3A pathway we have elucidated here may be important for regulating NMDAR-dependent gene expression by sensory stimuli in the developing postnatal brain. To test this hypothesis, we assayed light-dependent activation of transcription in the visual cortex of mice that were dark-adapted from postnatal day 14 (P14) to P21.

Figure 18: (A) Levels of Bdnf exon IV mRNA in the primary visual cortex of adult mice adapted to darkness for 7 days. Mice were injected with either saline or the NMDAR blocker MK-801 in the dark, then 30 min later they were either maintained in darkness (Dark) or exposed to light for 2hrs (Light) prior to tissue harvesting. n= 3, *p<0.05, Saline vs MK-801. (B) Levels of Bdnf exon IV mRNA and BDNF protein in the primary visual cortex of P21 CaRF WT and KO mice after 7 days of constant darkness (Dark) or following exposure to light 6hrs (Light) prior to tissue harvesting. n= 6, *p<0.05, CaRF WT vs KO. (C) Levels of Fos in the primary visual cortex of P21 CaRF WT and KO mice after 7 days of constant darkness (Dark) or following exposure to light 6hrs (Light) prior to tissue harvesting. n= 6, *p<0.05, CaRF WT vs KO. (D) Levels of Arc in the primary visual cortex of P21 CaRF WT and KO mice after 7 days of constant darkness (Dark) or following exposure to light 6hrs (Light) prior to tissue harvesting. n= 6, *p<0.05, CaRF WT vs KO. (E) Levels of Bdnf mRNA in the primary visual cortex of P21 CaRF WT and KO mice after 7 days of constant darkness (Dark) or following exposure to light 6hrs (Light) prior to tissue harvesting. n= 6, *p<0.05, CaRF WT vs KO.
Light exposure drives rapid upregulation of Bdnf expression in visual cortex (Castrén et al., 1992). This induction is NMDAR-dependent because when we pretreated dark-adapted mice with the NMDAR inhibitor MK-801 prior to light exposure we significantly inhibited the induction of Bdnf IV mRNA by light (p = 0.0309; Fig. 18A). Because we found that GluN3A expression is reduced in the developing cortex of CaRF KO mice relative to their WT littermates at P21 (Fig. 12B) we predicted that light-dependent activation of NMDAR-dependent gene transcription at this time point would be enhanced in the visual cortex of these mice. Indeed we found that light-induced expression of both Bdnf IV mRNA and BDNF protein were potentiated in visual cortex of P21 dark-adapted CaRF KO mice compared with their identically treated WT littermate controls (mRNA: p = 0.0003; protein: p=0.0156; Fig. 18B). The induction of gene expression was specific to brain regions activated by the light stimulus, because we saw no light-dependent regulation of activity-dependent genes in somatosensory cortex of the same mice (Fold induction Fos: 1.21 ± 0.56; Arc: 0.90 ± 0.32; Bdnf IV: 0.67 ± 0.12. Fig. 19). The potentiation of
Figure 19: Light exposure does not induce gene transcription in somatosensory cortex. Levels of (A) Bdnf exon IV, (B) Bdnf exon I, (C) Arc, and (D) Fos in the primary somatosensory cortex of P21 CaRF WT and KO mice after 7 days of constant darkness (Dark) or following exposure to light for 6hrs (Light) prior to tissue harvesting. n=9-11.

Bdnf IV transcription in CaRF KO mice did not reflect a general increase in all NMDAR-dependent transcription because we saw no difference between CaRF WT and KO mice in the light-dependent induction of Fos (p= 0.2446; Fig. 18C). However, similar to our results in cultured neurons, the potentiation of NMDAR-dependent transcription in CaRF KO mice did extend to other NMDAR-dependent genes including Arc (p= 0.0001; Fig. 18D). Interestingly, although transcriptional regulation of Bdnf promoter I is also regulated by NMDARs expression of Bdnf exon I does not show potentiation of light-induced expression in the visual cortex of CaRF KO mice (p= 0.7034; Fig. 18E). Taken together these data demonstrate that CaRF plays an important role in limiting sensory stimulus-regulated transcription of NMDAR-dependent genes in the developing postnatal brain.

2.4.4 Enhanced BDNF expression in CaRF-knockdown neurons accelerates inhibitory synapse development

The best characterized function of neuronal activity-dependent BDNF transcription in the developing brain is its role in promoting the formation of GABAergic synapses (Hong et al., 2008). We previously reported that we found increased expression of GABAergic synaptic proteins in the striatum of adult Carf KO mice (McDowell et al., 2010). To determine whether the enhanced NMDAR-dependent BDNF expression we detected in the CaRF KO and KD neurons could contribute to increases in GABAergic synapse formation, we assayed the development of GABAergic synapses by co-localization of pre- and post-synaptic markers in cultured control and Carf KD neurons. The density of GABAergic synapses increased between Day 14 in culture (DIV14) and DIV19 (Ctrl1: p<0.0001; Fig. 20). This developmental increase in GABAergic synapses was attenuated by transfection of an shRNA that knocks down expression of Bdnf, demonstrating the importance of BDNF as a modulator of GABAergic synapse number (DIV19,
Ctrl1+*Bdnf* shRNA: p=0.0417). This increase was significantly greater in CaRF KD neurons compared with control (DIV19, *Carf* shRNA1: p=0.0425) indicating that CaRF functions to limit
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**Figure 20:** (A) Representative low and high magnification images of shRNA transfected mouse cortical neurons immunostained with indicated antibodies. The smaller images are the enlargement of the boxed area in low magnification images shows details of dendrites. Scale bar, 10 μm. (B) Quantification of the average density of GAD65/Gephyrin coclusters along the dendrites of mouse cortical neurons transfected with indicated shRNA. 10-15 cells per condition, *p*<0.05 compared with Ctrl. #*p*<0.05 compared with *Carf* shRNA1.

GABAergic synapse formation during development. The effect of losing CaRF on GABAergic synapse number was BDNF-dependent because knocking down BDNF in CaRF KD neurons
blocked the increase of GABAergic synapses compared to control on DIV19 (DIV19, Carf shRNA1+ Bdnf shRNA: p=0.0473; Fig. 20). Together these data demonstrate that CaRF-dependent modulation of BDNF transcription is important for regulating GABAergic synapse formation during development.

2.5 Discussion

NMDA-type glutamate receptors couple sensory experience with synapse maturation and neuronal survival in the developing brain (Cull-Candy and Leszkiewicz, 2004; Scheetz and Constantine-Paton, 1994). NMDARs exert long-lasting effects on brain development at least in part via their ability to activate calcium-regulated gene transcription (Bading, 2013). Our studies provide a new angle on the molecular mechanisms of this experience-dependent brain development by showing for the first time that the transcription factor CaRF regulates NMDAR-dependent gene transcription. Specifically, we find that neurons lacking CaRF have enhanced NMDAR-dependent activation of Bdnf and Arc, transcription of which mediates experience-dependent synaptic plasticity in the developing cortex (Leslie and Nedivi, 2011). Interestingly our data further suggest that CaRF acts upstream of NMDARs to limit synaptic activity-dependent gene transcription in the developing brain by regulating NMDAR subunit composition.

2.5.1 Permissive and instructive actions of CaRF on activity-regulated genes

It is well established that the promoters and enhancers of activity-regulated genes including Bdnf and Arc are bound by multiple activity-responsive transcription factors (e.g. CREB, MEF2, SRF) (Lyons and West, 2011). Under basal conditions these activity-dependent transcription factors are either inactive or they actively repress their target genes. In response to synaptic activity, calcium signaling pathways rapidly convert these factors into potent transcriptional activators. CaRF is also bound to the promoters of many activity-regulated genes including Bdnf (Tao et al., 2002; Pfenning et al., 2010). However, unlike CREB and MEF2, full-length CaRF is competent to mediate transcription even in the absence of synaptic activity and it
undergoes a comparatively small increase in its ability to promote transcription following membrane depolarization (Tao et al., 2002; West, 2011). CaRF can likely also act as a basal repressor, because among the set of genes that have CaRF bound at their promoters, equal numbers are up- versus down-regulated in CaRF knockout neurons compared with control (Pfenning et al., 2010). Although the mechanisms that allow CaRF to both activate and repress genes are not fully understood, the Carf gene does encode short variants that contain the DNA binding domain but lack the transcriptional activation domain (Tao et al., 2002) and our evidence that selective re-expression of the truncated form of CaRF in CaRF KD neurons is sufficient to rescue both Grin3a expression and NMDAR-dependent Bdnf IV induction (Fig. 16C and 17A) suggests that the repressor forms contribute to neuronal gene regulation. Taken together, we interpret these data to suggest that CaRF primarily acts at activity-regulated gene promoters not as a calcium-inducible activator, but rather as a basal activator or repressor.

Stimuli that increase synaptic activity decrease CaRF expression (Fig. 13A). Thus, we propose that it is the loss of the basal activator or repressor activity at CaRF-regulated promoters following synaptic activity that permits transcription of these genes to rise or fall. This model helps to explain our previous microarray analysis of L-VGCC regulated transcription in CaRF knockout and knockdown neurons (Whitney et al., 2014). In those experiments we discovered a set of genes that increase or decrease their expression following membrane depolarization in CaRF wildtype neurons, but which show either basally increased or decreased expression, respectively, in neurons that lack CaRF. Furthermore, these genes show no change in their expression following membrane depolarization in neurons lacking CaRF. The occlusion of L-VGCC-dependent regulation in CaRF-lacking neurons suggests that the activity-induced loss of CaRF expression mediates the transcriptional regulation of these target genes. Conversely, since CaRF expression is elevated by pharmacological inhibition of intracellular calcium (Fig. 13C) our model also predicts that CaRF may play an instructive role in activating or repressing gene transcription following the inhibition of synaptic activity. This is interesting because although
increases in transcription are required to mediate homeostatic synaptic scaling following inhibition of neuronal firing (Ibata et al., 2008), very few transcription factors have been described that show increases in their transcriptional activity under conditions of reduced neuronal activity. Other than CaRF the only known transcription factor that may show inactivity-induced increases in its transcriptional activity is CCAT, which is derived from an alternative promoter in an intron of the gene encoding the L-VGCC subunit Cacna1c and which translocates to the nucleus of neurons under conditions of low intracellular calcium (Gomez-Ospina et al., 2006, 2013). Whether CaRF or CCAT is required for inactivity-dependent glutamatergic synaptic scaling remains to be determined.

2.5.2 Modulation of NMDAR-dependent transcription

In addition to regulating a subset of activity-responsive genes directly, our data suggest that CaRF also impacts NMDAR-dependent transcription by promoting the expression of the Grin3a gene, which encodes the NMDAR subunit GluN3A. NMDARs are comprised of an obligatory GluN1 subunit together with variable GluN2(A-D) and GluN3(A-B) subunits (Köhr, 2006). Expression of GluN3A is strongly developmentally regulated in the mouse forebrain, with highest levels of expression occurring during the first two postnatal weeks of life (Al-Hallaq et al., 2002; Sasaki et al., 2002; Wong et al., 2002). Transient expression of GluN3A in this time period is required for the proper temporal regulation of excitatory synapse maturation (Henson et al., 2012; Kehoe et al., 2014; Roberts et al., 2009). Our data are the first to suggest that GluN3A may contribute to activity-dependent synapse development by modulating NMDAR-dependent changes in gene transcription. Specifically our observation that rescuing the expression of GluN3A in CaRF knockdown neurons is sufficient to restore the induction of Bdnf and Arc to control levels (Fig. 17B,C), places the actions of GluN3A downstream of CaRF and upstream of NMDAR-dependent Bdnf IV and Arc inducibility.

The presence of GluN3A could impact NMDAR-dependent transcription either by altering the biophysical or the biochemical signaling properties of NMDARs. NMDARs
containing GluN3A have reduced calcium permeability (Kehoe et al., 2013), and because calcium is a key mediator of NMDAR-induced gene transcription (Lyons and West, 2011) it is possible that GluN3A inhibits the induction of activity-dependent genes by limiting the synaptic activity-induced elevation of postsynaptic calcium. However this model fails to explain why only a subset of activity regulated genes (e.g. Bdnf IV and Arc, but not Fos and Bdnf I) appear to be sensitive to GluN3A expression. An alternative possibility, in analogy to the differential ability of GluN2A versus GluN2B containing NMDARs to activate CREB (Martel et al., 2012), is that GluN3A-containing and GluN3A-lacking NMDARs differ in their abilities to activate specific downstream transcription factors. This could explain the specificity of gene regulation because different activity-regulated genes are induced by distinct complements of transcription factors (Lyons and West, 2011). The long intracellular C-terminal tail of GluN3A, which is distinct from that of other NMDAR subunits, provides docking sites for an assortment of intracellular signaling molecules (Henson et al., 2010). If GluN3A-mediated recruitment of one or more of these signaling molecules to NMDARs were to change the ability of NMDARs to signal to specific transcription factors in the nucleus, this could impact the transcriptional outcome of NMDAR activation. Identifying whether specific stimulus-regulated transcription factors are differentially activated in the presence or absence of GluN3A will help advance understanding of the mechanisms by which subunit composition can affect the specificity of NMDAR-dependent transcriptional regulation.

2.5.3 Activity-dependent transcription in the developing brain

Our evidence that young CaRF knockout mice show enhanced light-dependent induction of Bdnf and Arc in the visual cortex (Fig. 18B and 18D) suggests that CaRF-dependent modulation of NMDAR-dependent transcription may contribute to the fidelity of experience-dependent synapse maturation in the developing brain. Consistent with this model we find that CaRF knockdown neurons show enhanced GABAergic synapse development in culture that is BDNF-dependent (Fig. 20). The expression of both Bdnf and Arc is under tight spatial and
temporal control in the developing cortex and even subtle disruption of this regulation can have a substantial impact on cortical development. Activity-dependent transcription of \textit{Bdnf} mediated by CREB activation is required for proper development of inhibitory GABAergic synapses in the developing brain (Hong et al., 2008). Inhibition has been tightly linked to timing the critical period for plasticity in visual cortex (Hensch, 2005), and indeed transgene expression of BDNF early in postnatal development both accelerates maturation of GABAergic synapses and leads to premature closure of the critical period for ocular dominance plasticity (Huang et al., 1999). Arc functions in excitatory synapse maturation and the loss of Arc in the postnatal brain is associated with impaired sensory-dependent synapse plasticity in the visual cortex (McCurry et al., 2010; Wang et al., 2006). Given that expression of CaRF is highly developmentally regulated, with peak expression in the early postnatal brain (McDowell et al., 2010), we propose that CaRF may act to refine the fidelity of sensory- and NMDAR-dependent gene transcription in the developing cortex in ways that optimize the timing of critical period plasticity. Adult CaRF knockout mice have enhanced expression and synaptic localization of GABAergic synapse proteins (McDowell et al., 2010) and display aberrant learning in Morris Water Maze, novel object, and interval timing tasks (Agostino et al., 2013; McDowell et al., 2010). Determining whether these defects arise from impaired postnatal expression of CaRF will enhance our understanding of the importance of tuning activity-dependent gene regulation in this critical period of brain development.
3. The NMDA receptor subunit GluN3A inhibits synaptic activity-induced and MEF2C-dependent transcription

3.1 Summary

Neuronal activity induces gene transcription via calcium dependent signaling pathway. Two main calcium sources in neurons are NMDA-type glutamate receptors (NMDARs) and L-type calcium channel. NMDARs drive the activation of multiple transcription factors to induce long-lasting effects on brain development and synapse plasticity. NMDAR subunit composition can impact the nature of this transcriptional response, but the role of the developmentally regulated GluN3A subunit in NMDAR-induced transcription was not known. We demonstrated that neurons lacking GluN3A showed selective enhancement of NMDAR-induced transcription. This enhancement was mediated by the accumulation of activated p38 kinase in the nucleus which leads to activation of the transcription factor MEF2C. These data demonstrate that GluN3A negatively regulates NMDAR-dependent activation of gene transcription and they reveal a novel mechanism that confers stimulus-specificity on the transcription of activity-regulated genes.

3.2 Introduction

NMDA-type glutamate receptors (NMDARs) are essential for coupling sensory experience with brain development. NMDARs activate intracellular signaling cascades, which subsequently impact synapse formation, maturation, and function. NMDARs are heterotetrameric receptors comprised of GluN1, GluN2, and GluN3 subunits, and the subunit composition of these receptors determines the specificity of the downstream signaling cascades initiated following receptor activation (Lau and Zukin, 2007; Sasaki et al., 2002). For example GluN2A- and GluN2B-containing NMDARs have opposing effects on phosphorylation of the transcription factor CREB (Martel et al., 2012). Interestingly, neurons in the developing postnatal brain also transiently express high levels of the GluN3A subunit, which is incorporated into functional
GluN1-GluN2-GluN3 glutamate-activated NMDARs (Al-Hallaq et al., 2002; Ciabarra et al., 1995; Pilli and Kumar, 2012; Sucher et al., 1995). Genetic deletion of GluN3A is associated with dysregulation of the plasticity of glutamatergic synapses in the developing brain, implicating the expression of this subunit in NMDAR-dependent aspects of brain development (Das et al., 1998; Larsen et al., 2011). Functionally, excitatory synapses show evidence of premature maturation in GluN3A knockout mice (Das et al., 1998; Henson et al., 2012), whereas prolonging expression of GluN3A into adulthood causes excitatory synapses to persist in a juvenile state (Roberts et al., 2009). Although these data indicate that GluN3A is a negative regulator of synapse development, the mechanism of its action is poorly understood. Furthermore, although it is well-established that NMDAR-dependent induction of genes such as Bdnf and Arc make an important contribution to synapse maturation and refinement in the developing brain (Hong et al., 2008; McCurry et al., 2010), the role of GluN3A in this program of inducible gene transcription has been unknown.

Here to address this, we knock down GluN3A in primary rat hippocampal neurons to examine the role of GluN3A in NMDAR dependent transcription and identify the downstream signaling pathways that regulated by GluN3A. we discovered that the GluN3A subunit of the NMDAR inhibits the activation of a subset of activity-regulated genes including Bdnf. GluN3A impacts downstream gene transcription by inhibiting the nuclear translocation of the p38 mitogen-activated protein kinase (MAPK), which limits the activation of genes that depend on the transcription factor MEF2C. The net effect of this pathway is the NMDAR-selective inhibition of a subset of synaptic activity-regulated genes. These data bring new understanding of the mechanisms by which NMDARs regulate activity-dependent brain development.
3.3 Materials and Methods

3.3.1 Plasmids

Two independent shRNAs were used to knockdown rat Grin3a and each was paired with a vector-matched control. Grin3a shRNA1 (TRCN0000100220; 5'GCTCCATGACAAGTGGTACAA-3') was purchased from Thermo Scientific and the empty pLKO.1 vector was used as Ctrl1. Grin3a shRNA2 (5'-GTATCCGGCAGATATTTGAAA-3') was cloned into the pLLx3.8 vector and a scrambled version of the shRNA2 sequence (5'-GCCTGCAGTATGACTCAGTAA-3') in pLLx3.8 was used as Ctrl2. The shRNA-resistant GluN3A expression plasmid was constructed by using PCR to introduce silent mutations (GCTaCATGACAAGTtGTACAA) into the region of rat Grin3a targeted by Grin3a shRNA1, and then placing the Grin3a coding sequence under control of the ubiquitin promoter in the lentiviral expression vector pFUIGW (Lois et al., 2002). Gal4 DNA binding domain fusions with human MEF2Cα1β and MEF2Cα1βγ have been previously described (Zhu and Gulick, 2004) and were kindly provided by Dr. Gulick (Burnham Institute, Orlando, FL). The TT293/300AA and S387A mutations of Gal4-MEF2Cα1β were generated by PCR. The viral expression plasmid for the rescue of MEF2 expression in neurons infected with the shRNA targeting rat Mef2c was generated by cloning the full coding sequence of human MEF2Cα1β, which is not targeted by the rat Mef2c shRNA used, into the vector pFUIGW. The CRE luciferase reporter plasmid was purchased from Agilent and TK-renilla luciferase plasmid from Promega. The following plasmids were reported previously: MRE luciferase reporter plasmid (Flavell et al., 2006), the UAS luciferase reporter plasmid (Tao et al., 2002a), and shRNAs targeting rat Mef2a, Mef2c, and Mef2d in the vector pLKO.1 (TRCN0000095959, TRCN0000012068, and TRCN0000085268 respectively, Thermo Scientific) (Lyons et al., 2012).

3.3.2 Dissociated Neuron Cultures

Neuron-enriched cultures were generated from cortex of male and female E16.5 CD1 mouse embryos (Charles River Laboratories) or from hippocampus of male and female E18.5 CD
IGS rat embryos (Charles River Laboratories) and cultured as previously described (McDowell et al., 2010; Tao et al., 2002a). Withdrawal from tetrodotoxin (TTX WD) was done by treating neurons for 48 hrs with 1µM TTX (Tocris) prior either to harvesting cells (for the control condition) or washing out the TTX with Neurobasal medium (Invitrogen). Isotonic membrane depolarization with 55mM extracellular KCl was done as previously described (Lyons et al., 2012). Pharmacological blockers were added 2 min prior to TTX WD or KCl addition and maintained throughout the period of stimulation. All experiments were conducted in accordance with an animal protocol approved by the Duke University Institutional Animal Care and Use Committee.

3.3.3 Lentiviral Infection
For viral infection of neurons, shRNA or viral expression constructs were packaged as lentiviral particles in HEK 293T cells following standard procedures. Concentrated viruses were titered on cultured neurons and mouse cortical neurons or rat hippocampal neurons were infected for 6 hrs on day in vitro (DIV) 1 at a multiplicity of infection of 1 in BME medium (Sigma) with 0.4µg/mL added polybrene (Sigma).

3.3.4 Neuronal Transfection for Luciferase Assays
Neuron cultures were transfected with calcium phosphate on DIV3-5 as described previously (Tao et al., 2002a). Cotransfection of pTK-renilla luciferase (Promega) was used to control for transfection efficiency and sample handling. For the MRE-luc and CRE-luc reporters, luciferase reporters plasmid were transfected into cultured embryonic rat hippocampal neurons that had been infected with either Grin3a shRNA1 or Ctrl1 lentiviruses. Lysates were harvested on DIV9-10 after 0, 4, 6, 8, 14, or 22 hrs of TTX WD. For the UAS-luc reporter, luciferase reporter was cotransfected with either Grin3a shRNA1 or control (Ctrl1) plasmid. Lysates were harvested on DIV7 ± 6 hrs TTX WD as described above. Luciferase activity was determined using the Dual-Luciferase® Reporter Assay System (Promega).
3.3.5 **Western Blotting**

Cells were homogenized in homogenization buffer (320 mM Sucrose, 10mM HEPES pH 7.4, 2mM EDTA, 1mM DTT and protease inhibitors). Nuclear pellet was centrifuged out at 1500xg for 15min. Cytosolic and membrane fractions were separated by centrifuging at 200000xg for 20min. Membrane, cytoplasmic, and nuclear extracts were run for SDS-PAGE and transferred to Nitrocellulose for western blotting following standard procedures. Bands were visualized with fluorescent secondary antibodies (Biotium) using the Odyssey imaging system (LI-COR Bioscience) and quantified using ImageJ. Actin was used as a loading control.

3.3.6 **Immunofluorescence**

Embryonic mouse cortical neurons or rat hippocampal neurons were cultured on PDL/laminin coated glass coverslips (Bellco; #1943-10015) and fixed in 4% paraformaldehyde at room temperature for 10mins. Neurons were blocked in 10% normal goat serum and permeabilized in 0.3% Triton X-100 prior to antibody incubation. Coverslips were incubated in primary antibodies overnight at 4°C. Secondary antibodies were incubated at room temperature for 1 hr. Hoechst dye (0.1µg/ml, Sigma) was used to label nuclei. Images were captured on a Leica SP8 confocal microscope with 1µm thickness optical section. Nuclear and cytoplasmic total pixel intensities were quantified by ImageJ macro: Intensity Ratio Nuclei Cytoplasm Tool. ~300 cells in 15 images per treatment group were quantified.

3.3.7 **Antibodies**

Primary antibodies used in this study for western blotting were mouse anti-Actin, 1:5000 (Millipore; MAB1501); mouse anti-phosho-S133 cAMP response element binding protein (CREB), 1:1000 (Millipore, #05-667); rabbit anti-GluN3A, 1:1000 (Millipore; #07-356); mouse anti-GluN1, 1:1000 (Affinity Bioreagents; #OMA1-04010); mouse anti-Transferrin Receptor, 1:2000 (Invitrogen; #13-6800); rabbit anti-phospho-Thr180/Tyr182 p38 MAPK, 1:1000 (Cell Signaling; #4511); rabbit anti-phospho-Ser387 MEF2C, 1:200 (Santa Cruz; #sc-13920). Primary antibodies used in this study for immunocytochemistry were mouse anti-MEF2D, 1:1000 (BD Biosciences; #610774); mouse anti-phospho-Tyr182 p38 MAPK, 1:50 (Santa Cruz; #sc-7973).
3.3.8 Quantitative PCR
RNA was harvested on DIV7 following 90min or 6hrs of KCl-mediated membrane depolarization or TTX WD as described in the text. RNA was harvested using the Absolutely RNA Miniprep Kit (Agilent) and cDNA was synthesized by Superscript II (Invitrogen). Quantitative SYBR green PCR was performed on an ABI 7300 real-time PCR machine (Applied Biosystems) using intron-spanning primers (IDT) listed in Appendix A. Data were all normalized to expression of the housekeeping gene Gapdh to control for sample size and processing. In most cases as described in the text we reported mRNA levels as relative expression in neurons infected with any single independent shRNA compared with its paired control shRNA (Ctrl1 or Ctrl2).

3.3.9 Statistical Analyses
Unless otherwise indicated, all data presented are the average of at least three biological replicates from each of at least two independent experiments. Also unless otherwise indicated, data were analyzed by a Student’s unpaired t-test, and p<0.05 was considered significant. Time courses were analyzed by one-way analysis of variance (ANOVA) using SPSS v11.0 statistical software (SPSS, Chicago, IL). Bar and line graphs show mean values and all error bars show S.E.M.

3.4 Results
3.4.1 The NMDAR subunit GluN3A inhibits NMDAR-induced MEF2 transcriptional program

Figure 21: (A) Levels of Grin3a mRNA in rat hippocampal neurons infected with lentiviruses encoding shRNAs targeting two independent sequences in Grin3a. Grin3a mRNA level are shown normalized to levels in cells infected with the paired control viruses. n=4-20. (B) Membrane fractions from cultured neurons infected with the...
indicated lentiviruses were analyzed by Western blot using an antibody that detects the GluN3A protein. Transferrin receptor is shown as a loading control.

To directly test the functions of GluN3A in NMDAR-inducible transcription, we characterized two independent shRNAs in lentiviral vectors to knockdown the expression of GluN3A in cultured rat hippocampal neurons (Fig. 21). Similar to our observations in CaRF KD neurons in chapter 2, we found that knockdown of GluN3A resulted in potentiation of both Bdnf IV mRNA transcription and BDNF protein expression upon TTX WD compared with control infected neurons (Fig. 22A). This potentiation was selective for transcription induced by NMDARs, because there were no significant differences in the levels of Bdnf IV mRNA or BDNF protein induced in GluN3A KD and control neurons following KCl-mediated membrane depolarization (Fig. 22B, C). The potentiation of NMDAR-dependent transcription was limited to
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**Figure 22:** (A) Levels of Bdnf exon IV mRNA in hippocampal neurons infected with the indicated lentiviruses then stimulated with 6hrs TTX WD. Induced mRNA levels for neurons infected with each shRNA targeting Grin3a (shRNA1, shRNA2) are reported as percentages of induction relative to their respective control vectors (Ctrl1 or Ctrl2). n=5-6, *p<0.05 compared with Ctrl1, #p<0.05 compared with Ctrl2. (B) Levels of Bdnf exon IV in hippocampal neurons infected with the indicated lentiviruses then stimulated with 55 mM KCl for 6 hrs. n=2-4. (C) Levels of BDNF protein measured by ELISA from neurons stimulated as in (A) and (B). Induced protein levels are reported as percentages of induction relative to control shRNA (Ctrl1) n=6, *p<0.05 compared with Ctrl1. (D) Levels
of Arc, and Fos mRNA in hippocampal neurons infected with the indicated lentiviruses then stimulated with 30min TTX WD. Induced mRNA levels for neurons infected with each shRNA targeting Grin3a (shRNA1, shRNA2) are reported as percentages of induction relative to their respective control vectors (Ctrl1 or Ctrl2). n=3-4, *p<0.05 compared with Ctrl1, #p<0.05 compared with Ctrl2. (E) Levels of Bdnf exon IV mRNA in hippocampal neurons infected with the indicated lentiviruses. Neurons were infected by shRNA virus at DIV1 and rescue virus at DIV5 then stimulated with 6hrs TTX WD and harvested at DIV8. Induced mRNA levels are shown relative to the control condition (Ctrl). n=6, *p<0.05 compared with Ctrl. #p<0.05 compared with Grin3a shRNA1.

a subset of NMDAR-inducible gene targets, because TTX WD-induced Fos expression did not differ between GluN3A KD and control neurons. However, similar to our observations with CaRF, the TTX WD induced expression of Arc was also potentiated in the GluN3A KD neurons compared with control (Fig. 22D). Finally, to determine whether the enhanced activation of Bdnf IV and Arc transcription in GluN3A KD neurons is a direct result of the absence of GluN3A, as opposed to a secondary effect of the lack of GluN3A on excitatory synapse development, we performed an acute rescue of GluN3A expression in GluN3A KD neurons (Fig. 23). Whereas GluN3A KD led to potentiation of Bdnf IV induction by TTX WD relative to control, re-

**Figure 23:** Left, levels of Grin3a mRNA in the hippocampal neurons infected with the indicated lentiviruses. n=3. Right, membrane extracts from cultured neurons infected with the indicated lentiviruses were analyzed by Western blot using an antibody that detects the GluN3A protein. Transferrin receptor is shown as a loading control. Expression of GluN3A in KD neurons was sufficient to significantly reduce Bdnf IV potentiation (Fig. 22E). Thus these data demonstrate for the first time that GluN3A inhibits NMDAR-dependent transcription. Specifically GluN3A selectively limits the ability of NMDARs but not LVGCCS to induce a set of neuronal-selective, synaptic activity-regulated genes including Bdnf IV and Arc.
3.4.2 GluN3A inhibits NMDAR-dependent gene transcription via a p38MAPK-MEF2C pathway

The neuronal activity-dependent transcription of Bdnf, Fos, Arc and other IEGs is mediated by the activation of transcription factors bound to regulatory elements in the proximal promoters and distal enhancers of these genes (Lyons and West, 2011). We hypothesized that the potentiation of Bdnf IV and Arc transcription reflected a change in the activation of a subset of these transcription factors. We focused on NMDAR-dependent activation of CREB and MEF2, two of the transcription factors that mediate activity-dependent expression of both Bdnf IV and Arc (Kawashima et al., 2009; Lyons et al., 2012; Tao et al., 2002a). To monitor the activity of these transcription factor families, we transfected GluN3A KD or control infected neurons with luciferase reporter plasmids in which the expression of luciferase is under the control of binding sites for either the CREB (CREB response elements; CRE) or MEF2 (MEF2 response elements; MRE) families of transcription factors. In control infected neurons TTX WD induced a significant increase in luciferase expression from both the CRE and MRE reporters (Fig. 24A), demonstrating NMDAR-dependent activation of CREB and MEF2 family transcription factors.
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**Figure 24:** (A) Luciferase expression in hippocampal neurons transfected with MRE-Luc plasmid and infected with either Grin3a shRNA1-containing or control (Ctrl) lentiviruses. Neurons were stimulated with TTX WD for the indicated amounts of time prior to lysis. Data expressed as fold induction over untreated (Basal) condition. n=6-9, *p<0.05 Ctrl1 vs. Grin3a shRNA1. (B) Luciferase expression in hippocampal neurons transfected with CRE-Luc plasmid and infected with either Grin3a shRNA1-containing or control (Ctrl) lentiviruses. Neurons were stimulated as described in (A). n=3-6/time point. Data from Michelle Lyons.

(MRE, F1,36=20.2, p<0.0001; CRE, F1,17=22.9, p<0.0001). However, in GluN3A KD neurons, we detected significantly more luciferase expression from the MRE reporter after 6hr.
(cntr1=3.11±0.38, Grin3a shRNA1=7.28±1.08, n=7, p=0.003) and 8hr (cntr1=3.82±0.54, Grin3a shRNA1=8.41±0.94, n=7, p=0.001) of TTX WD compared with the expression in control infected neurons. By contrast CRE reporter activity was not different in GluN3A KD neurons as compared with controls at any time point (Fig. 24B). These data suggest that the potentiation of NMDAR-dependent transcription in GluN3A KD neurons arises from enhanced activation of MEF2 transcription factors.

To determine whether MEF2 family transcription factors are required for the potentiation of NMDAR-induced gene transcription in GluN3A KD neurons, we used lentiviral shRNAs to knockdown expression of MEF2A, MEF2C, and MEF2D, the three major MEF2 family members expressed in cultured hippocampal neurons (Lyons et al., 2012). Previously we showed that knockdown of MEF2C but not MEF2A or MEF2D impairs the LVGCC-dependent induction of Bdnf exon IV (Lyons et al., 2012). Here we found that while knocking down any of the three MEF2 family members did not affect TTX WD-induced Bdnf IV expression in control neurons, knockdown of MEF2C, but not MEF2A or MEF2D, eliminated the potentiation of Bdnf IV expression in GluN3A KD neurons (Fig. 25A).
To test whether knockdown of GluN3A potentiates the transcriptional activity of MEF2C, we cotransfected neurons with plasmids encoding a Gal4-MEF2C fusion protein and a UAS-luciferase reporter along with either the GluN3A shRNA or the paired control vector. Neuronal MEF2C is comprised of two major splice variants: both isoforms contain exons encoding the α1 and β domains, but the alternatively spliced exon encoding the γ domain is present in only about 50% of Mef2c mRNA transcripts in hippocampus and cortex (Lyons et al., 2012; Zhu and Gulick, 2004). MEF2C splice variants lacking the γ-domain (MEF2Cγ-) are the most highly activated of the MEF2C isoforms following LVGCC activation (Lyons et al., 2012) and here we found that only Gal4-MEF2C fusion proteins that lack the γ-domain are activated upon TTX WD (Fig. 25B). Furthermore, only the γ-isoform of MEF2C (MEF2Cα1β) showed potentiation upon TTX WD in GluN3A KD neurons compared with control neurons (Fig. 25B). Importantly, because these studies were done with co-transfection of the knockdown and the Gal4 reporter plasmids, which leads to expression of both constructs in only about ~1% of the neurons in our cultures, these experiments demonstrate that the effects of GluN3A knockdown on the activation of MEF2C are cell autonomous.
Figure 26: Levels of (A) *Mef2a* (B) *Mef2c* and (C) *Mef2d* mRNA in hippocampal neurons infected with the indicated shRNA lentiviruses. mRNA level are shown normalized to levels in cells infected with the control pLKO.1 virus. n=5-6. (D) N1 Nuclear fractions from cultured neurons infected with the indicated lentiviruses were analyzed by Western blot using an antibody that detects the MEF2C protein. Actin is shown as a loading control.

To confirm that expression of the MEF2Cγ isoform is sufficient to drive NMDAR-dependent *Bdnf* IV transcription, we overexpressed human MEF2Cγ, which is resistant to the rat *Mef2c* shRNA, in GluN3A and MEF2C double knockdown neurons (Fig. 26). Whereas the knockdown of MEF2C eliminated the potentiation of both *Bdnf* IV and *Arc* transcription in GluN3A KD neurons, replacement of human MEF2Cγ in GluN3A and MEF2C double KD neurons was sufficient to restore induction of expression to the levels seen in GluN3A KD neurons (Fig. 27).
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**Figure 27:** Levels of (A) *Bdnf* exon IV or (B) *Arc* mRNA in hippocampal neurons infected with the indicated lentiviruses then stimulated for 6hrs with TTX WD. Induced mRNA levels are shown as percentage of induction relative to control condition (Ctrl). n=6, *p*<0.05 compared with Ctrl. #p<0.05 compared with *Grin3a* shRNA1. ^p<0.05 compared with *Grin3a/Mef2c* shRNA.

To identify the signaling mechanisms underlying the potentiation of NMDAR-induced transcription in GluN3A KD neurons, we first asked whether pharmacological blockade of known MEF2 regulatory pathways (McKinsey et al., 2002) would inhibit the potentiation of Gal4-MEF2C activity upon TTX WD. Although calcineurin-dependent dephosphorylation of MEF2s is required for the membrane depolarization-dependent activation of MEF2-dependent transcription in cultured hippocampal neurons (Flavell et al., 2006), we found that inhibition of calcineurin...
with CSA and FK506 had no effect on Gal4-MEF2C activation following TTX WD in either control or GluN3A KD neurons. By contrast pretreatment of neurons with the p38 MAPK inhibitor SB203580 inhibited the induction of Gal4-MEF2C activity only in GluN3A KD neurons (Fig. 28A). Interestingly, p38 MAPK blockade had no significant effect on TTX WD-induced Gal4-MEF2C activity in control infected neurons indicating a selective requirement for the p38 pathway in MEF2C activation in GluN3A KD neurons (Fig. 28A).

Figure 28: (A) Luciferase expression in hippocampal neurons cotransfected with the UAS-Luc plasmid, a Gal4-MEF2Cα1β expression plasmid and either the Grin3a shRNA1 plasmid or its paired control. Hippocampal neurons were stimulated for 6 hrs with TTX WD in the absence of presence of Cyclosporin A +FK 506(CsA/FK; CsA) or SB203580 at the doses indicated. Induced luciferase levels are shown as percentages of induction relative to the control condition (Ctrl/Ctrl1). n=6, *p<0.05 Grin3a shRNA1 vs. Ctrl1. (B) Luciferase expression in hippocampal neurons cotransfected with the pUAS-Luc plasmid, expression plasmids encoding the indicated Gal4-MEF2Cα1β constructs, and either the Grin3a shRNA1 plasmid or its paired control. Gal4-MEF2C constructs were either wildtype (WT) or bearing Ser (S) or Thr (T) to Ala (A) mutations at key phosphorylation sites. Data are shown as fold change in luciferase levels compared to the control condition (Ctrl1/WT/Basal). n=4-8, *p<0.05 Basal vs. TTX WD. #p<0.05 Grin3a shRNA1 vs. Ctrl1.

p38 MAPK activates MEF2C by inducing its phosphorylation at three sites: Thr293, Thr300, and Ser387, with the numbering referring to amino acid positions in human MEF2Cαβ+γ+ (Han et al., 1997). To test the functional importance of these phosphorylation sites in neurons, we mutated each of these residues to Ala in the context of the Gal4-MEF2Cγ- fusion protein and assessed the effects on TTX WD-induced luciferase expression in neurons cotransfected with the GluN3A KD shRNA plasmid or its paired control. Whereas mutating MEF2C at both Thr293 and Thr300 rendered the Gal4 fusion protein unresponsive to TTX WD in both control and GluN3A
knockdown neurons, MEF2C bearing the Ser387 to Ala mutation showed impairment of TTX WD-induced activation only in neurons lacking GluN3A (Fig. 28B). These data suggest that p38 MAPK-dependent phosphorylation of MEF2C at Ser387 is selectively required for the activation of MEF2C in GluN3A knockdown neurons.

**Figure 29:** (A) Phosphorylated CREB-S133 (pCREB) and phosphorylated MEF2C-S387 (pMEF2C) levels in nuclear extracts from hippocampal neurons infected with the indicated shRNA virus then stimulated with TTX WD for the indicated amounts of time prior to lysis. Actin is shown as a loading control. (B) Quantification of three independent experiments as described in (A). Band density in each lane was quantified using ImageJ. Expression was normalized to actin for each sample. pMEF2C levels are reported as fold induction relative to unstimulated (Basal) condition. *p<0.05 Grin3a shRNA1 vs. Ctrl1.

To determine whether endogenous MEF2C is phosphorylated at Ser387 in response to TTX WD in hippocampal neurons, we ran western blots using a phosphoSer387-MEF2C specific antibody on nuclear extracts from GluN3A KD and control neurons. We found that TTX WD did not induce phospho-Ser387 MEF2C in control neurons (Fig. 29). By contrast in GluN3A KD neurons, phospho-Ser387 MEF2C was significantly induced, reaching a peak around 30mins after stimulation with TTX WD (Fig 29).
Finally, if p38 MAPK-dependent phosphorylation of MEF2C is selectively mediating the potentiation of NMDAR-dependent transcription in GluN3A KD neurons, then pharmacological inhibition of the p38 MAPK pathway in GluN3A KD neurons should restore transcriptional activation following TTX WD to the levels observed in control neurons. Indeed, pretreatment of neurons with the p38 MAPK inhibitor SB203580 had no effect on the magnitude of TTX WD-induced Bdnf IV expression in control neurons, but it abolished the potentiation of Bdnf IV induction in GluN3A KD neurons (Fig. 30). Taken together, these data suggest that GluN3A inhibits NMDAR-dependent transcription by opposing the p38 MAPK-dependent phosphorylation and activation of MEF2C.

3.4.3 Enhanced NMDAR-dependent nuclear activation of p38 MAPK in GluN3A knockdown neurons

To determine whether the differential p38 MAPK-dependent phosphorylation of MEF2C we observed in GluN3A KD neurons reflects differential NMDAR-dependent activation of the p38 MAPK pathway, we subjected GluN3A KD or paired control neurons to TTX WD and measured the activation of p38 MAPK by western blotting with an antibody selective for the MKK3/6 phosphorylation sites on p38 at Thr180/Tyr18. When we assayed cytoplasmic fractions from our neuronal cultures, we found that p38 MAPK was phosphorylated within five minutes after TTX WD in both control and GluN3A KD neurons, and we saw that the magnitude and time course of activation of p38 MAPK did not differ between these cultures (Fig. 31A,B). Thus GluN3A does not inhibit the activation of cytoplasmic p38 MAPK. However many signaling proteins, including those in the p38 MAPK pathway, must undergo rapid nuclear translocation to induce gene transcription following extracellular stimulation (Plotnikov et al., 2011; Zehorai and Seger, 2014). To determine whether the nuclear activation of p38 MAPK is affected by the presence of GluN3A in NMDARs, we harvested nuclei from GluN3A KD and control neurons.
Figure 31: (A) Phosphorylated p38/MAPK (p-p38) in the cytoplasm of hippocampal neurons infected with the indicated shRNA virus or paired control virus then stimulated with TTX WD for the indicated amounts of time prior to lysis. (B) Quantification of two independent experiments as described in (A). Band density in each lane was quantified using ImageJ. Expression was normalized to actin for each sample. p-p38 levels are reported as fold induction relative to unstimulated (Basal) condition. (C) Phosphorylated p38/MAPK (p-p38) in the nucleus of hippocampal neurons as shown in (A). (D) Quantification of three independent experiments described in (C). *p<0.05 Grin3a shRNA1 vs. Ctrl.

and ran them for western analysis. In contrast to the activation of p38 MAPK in the cytoplasm, we saw TTX WD-induced phosphorylation of p38 MAPK only in the nuclei of GluN3A KD neurons, with no significant increase in phosphorylation in the control-infected neurons (Fig. 31C,D). To confirm the differential localization of phospho-p38 MAPK after TTX WD in GluN3A KD and control neurons, we used immunostaining with the phospho-p38 MAPK antibody to localize the activated kinase in dissociated hippocampal neurons (Fig. 32A). Confocal images through control-infected cells show a robust TTX WD-induced signal in the cytoplasm that is absent from the nucleus. By contrast in GluN3A KD neurons the phospho-p38 MAPK signal fills the cell including the nucleus. Quantification of the relative distributions of phospho-p38 MAPK in these two compartments demonstrates that there is a significant increase in the
nuclear:cytoplasmic ratio of phospho-p38 MAPK immunostaining signal in neurons lacking GluN3A (Fig. 32B). This difference in the localization of activated p38 MAPK in the GluN3A

neurons is due to the lack of GluN3A because we were able to restore the control distribution by re-expressing shRNA resistant GluN3A in the GluN3A KD neurons (Fig. 31 and 32). Taken together, these data suggest that GluN3A inhibits NMDAR-dependent transcription by blocking the activation of nuclear p38 MAPK.

3.5 Discussion

Our data describe a novel mechanism that regulates NMDAR-dependent gene expression in the developing brain. We show for the first time that the NMDAR subunit GluN3A inhibits the ability of NMDARs to induce activity-dependent gene transcription. Because GluN3A is directly incorporated into NMDARs, it provides a means to selectively inhibit the ability of NMDARs to induce activity-regulated genes, while leaving LVGCC-induced transcription intact. This is important because many activity-regulated neuronal genes have pleiotropic functions that are differentially coupled to the activation of distinct upstream calcium signals. For example, though
BDNF is induced by both LGGCCs and NMDARs, LGGCP-induced BDNF expression is strongly linked to neuronal survival pathways (Ghosh et al., 1994), where NMDAR-induced BDNF is implicated in GABAergic synapse maturation (Huang et al., 1999). It is likely that the consequences of BDNF expression are defined by the context in which it is induced. Thus by inhibiting the coupling of activity-regulated genes to NMDAR activation, GluN3A has the ability to limit NMDAR-dependent effects on synapse development without impairing the activation of these genes by stimuli such as spontaneous action potentials that promote neuronal survival and neurite outgrowth (West and Greenberg, 2011).

GluN3A is highly expressed only during a brief period of early postnatal forebrain development (Al-Hallaq et al., 2002; Sasaki et al., 2002; Wong et al., 2002) and downregulation of GluN3A prior to the onset of the critical period for sensory-driven cortical plasticity is required for the maturation of excitatory synapse development (Roberts et al., 2009). However, the mechanisms that allow GluN3A to exert this inhibitory effect on cortical plasticity have been unknown. Our evidence that GluN3A limits NMDAR dependent Bdnf and Arc transcription suggest that the GluN3A dependent inhibition of NMDAR-dependent gene transcription inhibits premature synaptic maturation by restricting the activation of plasticity-inducing gene products. In the visual cortex, Arc is required for the experience-dependent establishment of normal ocular dominance (McCurry et al., 2010; Wang et al., 2006) and BDNF promotes the maturation of GABAergic inhibition in the developing cortex, which drives closure of the critical period (Huang et al., 1999). The developmental downregulation of GluN3A would permit the robust induction of this transcriptional program, promoting the onset of the later stages of critical period plasticity.

Although NMDARs pass current and contribute to synaptic potentials, it is primarily the ability of these channels to function as synaptic activity-regulated signaling receptors that underlies their unique roles in brain development and synaptic plasticity. All functional glutamate-sensing NMDARs are comprised of both GluN1 and GluN2 subunits, and the
biophysical and biochemical properties of specific subtypes of these receptors vary based on their subunit composition. GluN2A and GluN2B-containing NMDARs have been particularly highly studied given the evidence linking these two subtypes of receptors to distinct biological functions (Wyllie et al., 2013). The distinct signaling consequences of activating these two classes of NMDARs has been shown to depend on the ability of their intracellular C-terminal tails to differentially recruit signaling complexes to the NMDAR (Martel et al., 2012). Similar to the GluN2s, the long C-tail of GluN3A provides unique NMDAR docking sites for intracellular signaling proteins that can influence the functional impact of NMDAR activation. For example, GluN3A-dependent association with the endocytic protein Pacsin1 (Syndapin1) enhances the membrane trafficking of NMDARs (Pérez-Otaño et al., 2006), and the association of GluN3A with the phosphatase PP2A promotes dephosphorylation of the GluN1 subunit at Ser897 (Chan and Sucher, 2001). In addition to effects on the NMDAR itself, protein associations with the GluN3A C-terminal tail regulate local synaptic signaling in dendritic spines (Fiuza et al., 2013). Our data now further indicate that incorporation of GluN3A can modulate the ability of NMDARs to signal to the nucleus. Interestingly whereas GluN2A and GluN2B differentially regulate NMDAR-dependent activation of the transcription factor CREB, we find that GluN3A selectively inhibits the activation of MEF2 transcription factors. Thus in addition to controlling the likelihood of transcriptional activation, differential use of NMDAR subunits can confer specificity on the set of downstream transcription factors that are activated by synaptic stimulation.

Although activation of any single activity-regulated transcription factor is sufficient to induce transcription of a reporter gene (e.g. Fig. 28B) the regulation of most neuronal IEGs is under the control of multiple activity-regulated transcription factors (Lyons and West, 2011). We have proposed that the presence of multiple transcription factor binding sites in the promoters and enhancers of neuronal activity-dependent genes may allow for specificity in the coupling of subsets of activity-responsive genes to distinct sources of upstream activation (West et al., 2002).
Consistent with this prediction we find that GluN3A selectively inhibits the component of NMDAR-induced transcription of Bdnf and Arc that depends on MEF2C while leaving LVGCC and CREB-dependent transcription of these genes intact. However we also find that the selective regulation of these pathways results in the activation of these genes being driven to two different levels – either high levels of transcription through the coordinate activation of MEF2C and CREB, or a lower level of activation, mediated by CREB in the absence of MEF2C. Importantly, substantial data support the hypothesis that the levels to which these IEGs are induced is important for their function in the brain. The spatial and temporal induction of BDNF is particularly tightly regulated in the brain, and even mild increases or decreases in BDNF levels are associated with developmental and functional neuronal abnormalities (Chen et al., 2006; Genoud et al., 2004; Korte et al., 1995; McDowell et al., 2010). Increases in Arc expression due to impaired ubiquitination in mice bearing mutations of the Angelman Syndrome protein Ube3A leads to a decrease in the number of synaptic AMPA receptors and impaired synaptic transmission (Greer et al., 2010).

One of the most interesting questions raised by this study is how incorporation of GluN3A into NMDARs at the cell surface leads to the regulation of gene transcription in the nucleus. Our data indicate that a key step in this process is the ability of GluN3A to inhibit the activation of nuclear p38 MAPK. The p38 MAPK is rapidly activated by glutamate-induced calcium influx through NMDARs in neurons (Kawasaki et al., 1997), and in this context p38 has attracted interest for its involvement in the recycling of AMPA-type glutamate receptors that underlies activity-dependent changes in synaptic strength (Zhu et al., 2005). NMDARs activate p38 MAPK via the regulation of the small GTPases Ras, Rac1, and/or Rap1, and the differential association of GTPase exchange factors (GEFs) and GTPase activating proteins (GAPs) with NMDARs that have distinct GluN2 subunit composition has been suggested to contribute to the ability of NMDARs to induce LTP versus LTD (Zhu et al., 2005). Like the GluN2 subunits, GluN3A regulates the NMDAR-dependent activation of small GTPases by binding directly to the
small GTPase Rheb and indirectly inhibiting the activation of Rac1 (Fiuza et al., 2013; Sucher et al., 2010). However our data indicate that GluN3A has no effect on the time course or magnitude of p38 MAPK activation; instead the primary consequence of GluN3A is to restrict the subcellular distribution of activated p38 MAPK to the cytoplasm, whereas NMDARs lacking GluN3A can also drive the appearance of activated p38 MAPK in neuronal nuclei.

Nuclear translocation of p38 requires the phosphorylation-dependent association of p38 with β-like importins in the cytoplasm followed by active transport through the nuclear pore that is mediated by the small GTPase Ran (Zehorai and Seger, 2014). The nuclear export of p38 MAPK is also regulated, either as a consequence of dephosphorylation in the nucleus (Gong et al., 2010) or via the physical association of p38 MAPK with a downstream substrate bearing a nuclear export signal (Ben-Levy et al., 1998). One mechanism that controls the localization of phospho-p38 MAPK is the mechanism of its upstream activation. In addition to phosphorylation by the canonical upstream MAPK kinases MKK3/6, p38 MAPK can be activated by autophosphorylation in complex with the TAB-1 scaffold protein (Ge et al., 2002). In cardiomyocytes, when TAB-1 binds to and induces the autophosphorylation of p38 it prevents the nuclear translocation of the activated kinase and antagonizes the activation of gene transcription driven by MKK-dependent p38 activation (Lu et al., 2006). Future investigation of the mechanisms of NMDAR-induced p38 MAPK activation in neurons may expand our understanding of the regulatory processes that control this important kinase signaling cascade.
4. Histone acetylation at enhancers prolongs the activation of neuronal activity-inducible gene transcription

4.1 Summary

Neuronal activity induces gene transcription and drives acetylation of histones at promoters and enhancers of activity-inducible genes. However, whether histone acetylation plays a causative role in regulating activity-inducible gene transcription has remained unknown. We applied CRISPR-mediated epigenome editing, single-cell transcriptional analysis, and mathematical modeling to identify the role of histone acetylation at enhancers of activity-induced Fos transcription in primary mouse hippocampal neurons. Locally-induced enhancer histone acetylation was sufficient to increase Fos mRNA expression both under basal conditions and following membrane depolarization, via a mechanism that involves enhancer recruitment of Brd4, increased transcriptional elongation by the release of paused polymerase, and prolonged activation of Fos promoters. The increase in Fos mRNA was translated into increased Fos protein expression and associated with elevation of resting membrane potential. These data causally demonstrate that enhancer histone acetylation can increase the transcription of activity-regulated genes in a manner that is sufficient to alter neuronal function.

4.2 Introduction

Sensory-driven neural activity shapes the processes of brain development and plasticity in ways that both permit and instruct adaptive cognition. Transient sensory experiences are transduced into long-lasting changes in synaptic connectivity and neuronal function at least in part through the activity-dependent regulation of new gene transcription (West and Greenberg, 2011). Synaptic activity, via subsequent membrane depolarization of the postsynaptic neuron, regulates gene transcription by activating intracellular calcium-dependent signaling cascades that modify the function and/or expression of activity-dependent DNA-binding transcription factors and chromatin regulatory proteins (Greer and Greenberg, 2008). The targets of these activity-
regulated transcriptional signaling pathways in neurons include both immediate-early gene transcription factors (Fos, Fosb, Npas4), which induce cell-type specific secondary gene transcription programs to effect cellular adaptations to environmental change, as well as neural-specific programs of gene expression (Bdnf, Narp, Arc), which directly alter aspects of neuronal and synapse structure and function (Leslie and Nedivi, 2011). In this manner, stimulus-induced transcription provides a compelling mechanism of activity-dependent neuronal plasticity.

Genome-level sequencing studies have revealed important roles for chromatin state and structure in the control of gene transcription. In addition to gene promoters, which lie in close proximity to the transcription start site of genes, distal enhancers also contribute to the activation of gene transcription. Enhancers are characterized by their accessibility to transcription factor binding as well as their enrichment for methylation and acetylation on specific histone H3 residues (H3K4me1, H3K27ac), and are thought to regulate target genes by virtue of conformational loops that bring them in close physical proximity to gene promoters (Heintzman et al., 2009). Enhancers have been best studied for their role in controlling cell-type specific programs of gene expression, in which the differential recruitment of the histone acetyltransferases p300/CBP and the presence of H3K27ac are strong predictors of regulatory elements that are sufficient to drive cell-type specific gene transcription (Blow et al., 2010; Nord et al., 2013; Visel et al., 2013).

Yet despite widespread correlations between histone modifications and enhancer function, whether these modifications themselves play causative roles in enhancer activity has been controversial. For example, although H3K4me1 is a canonical mark of enhancers, mutant versions of the histone methyltransferases Mll3/Mll4 that impair H3K4me1 levels at enhancers are nonetheless sufficient to support enhancer-dependent transcription of some genes through non-enzymatic mechanisms (Dorighi et al., 2017). CRISPR-based methods have emerged as a powerful tool in this context because the site specificity of Cas9 binding together with its ability to be fused to enzymatic domains permits the isolated experimental manipulation of histone and
DNA modifications at specific sites across the genome (Thakore et al., 2016). Using this methodology, local CRISPR-mediated recruitment to enhancers of a nuclease-dead Cas9 (dCas9) fused to the active catalytic domain of p300 was shown to be sufficient to induce expression of several cell-type specific genes including MYOD in HEK293T cells (Hilton et al., 2015). Thus these data suggest that, at least for this class of enhancers, histone acetylation may play a causative role in the ability of enhancer elements to promote transcription.

Compared with the regulation of cell-type specific gene expression, far less is known about enhancer function in general, and the role of histone modifications in particular, in the context of neuronal activity-inducible transcription. Membrane depolarization of embryonic mouse cortical neurons has been shown to induce CBP binding and H3K27ac at a subset of putative enhancers near activity-regulated genes, and regulatory elements that show activity-dependent increases in H3K27ac are highly likely to be sufficient to drive activity-dependent transcription of a reporter gene (Kim et al., 2010; Malik et al., 2014). These observations are interesting in the context of neuronal plasticity because drugs that block histone deacetylases (HDACs), and thus globally increase histone acetylation, both enhance the activity-dependent expression of stimulus-inducible genes and correlate with enhanced neuronal plasticity during reconsolidation in a memory task (Graff et al., 2014). It is intriguing to speculate that epigenetic priming of the genome, via the activity-dependent deposition of histone acetylation, could regulate behavioral responses to the environment by modulating activity-dependent transcription (Gräff and Tsai, 2013). However pharmacological inhibition of HDACs leads to genome-wide increases in histone acetylation and likely alters acetylation of non-histone proteins as well, raising questions of mechanistic specificity. Furthermore although biochemical studies have provided snapshots showing increased H3K27ac and gene transcription at steady-state time points following neuronal activation, the temporal ordering of these events has not yet been established. Thus the causal link between histone acetylation at activity-regulated enhancers and transcriptional regulation of neuronal gene expression and function remains unknown.
Here, to test whether enhancer histone acetylation plays a causative role in the induction of neuronal activity-regulated gene transcription, we used CRISPR-based dCas9 epigenome editing to locally induce histone acetylation at well-established enhancers of the *Fos* gene. We applied quantitative single-molecule fluorescence in situ hybridization (smFISH) to measure neuronal activity-induced gene transcription at the single neuron level, taking advantage of the intrinsic stochasticity of transcription to quantify the effects of enhancer regulation on the dynamics of promoter state transitions, and we quantified the electrophysiological consequences of enhancer-driven Fos expression in hippocampal neurons. Taken together these data provide direct evidence for a causal role of enhancer histone acetylation in promoting activity-dependent gene transcription and functional neuronal adaptations.

### 4.3 Materials and Methods

#### 4.3.1 Plasmids

pcDNA-dCas9-p300 Core (Addgene, 61357) and pcDNA-dCas9-p300 Core (D1399Y) (Addgene, 61358) were generous gifts from Charles Gersbach (Duke University). The CRISPR web interface from the Zhang lab at MIT (http://crispr.mit.edu) was used to design CRISPR guide RNA (gRNA) followed by a PAM site (NGG) that have minimal off-target matches. gRNA oligos were clone into a FUGW-based U6 chimeric gRNA expression vector co-expressing GFP (Hilton et al., 2015). gRNA sequences are listed in Appendix B. 3xAP1pGL3 (3xAP-1 in pGL3-basic) was obtained from Addgene (40342) (Vasanwala et al., 2002). pRL-TK Renilla Luciferase Control Reporter Vector was purchased from Promega.

#### 4.3.2 Dissociated Neuron Cultures

Neuron-enriched cultures were generated from cortex or hippocampus of male and female E16.5 CD1 mouse embryos (Charles River Laboratories) and cultured as previously described (Lyons et al., 2016). Transfections were performed with Lipofectamine 2000 (Life Technologies) at DIV3-4. Cell were treated with 1 µM Tetrodotoxin (TTX) (Tocris, 1069) 24 hours before membrane depolarization. Isotonic membrane depolarization with 55mM
extracellular KCl was done as previously described (Lyons et al., 2016). Inhibitors were added 20 hours prior to fixation. Trichostatin A (TSA) (Sigma, T8552) was used at a concentration of 30nM. All experiments were conducted in accordance with an animal protocol approved by the Duke University Institutional Animal Care and Use Committee.

4.3.3 Cell Culture
Neuro2a (N2A) cells (ATCC #CCL-131) were grown in DMEM with 10% FBS (Hyclone) and 100 units/ml penicillin/streptomycin. Transfections were performed with Lipofectamine 3000 (Life Technologies) using protocols recommended by the manufacturer. Cells were harvested for analysis 2 day after transfection.

4.3.4 Immunofluorescence
Embryonic mouse hippocampal neurons were cultured on PDL/laminin coated glass coverslips (neuVitro, GG-12-laminin) and fixed in 4% paraformaldehyde at room temperature for 10 min. Neurons were blocked in 10% normal goat serum and permeabilized in 0.3% Triton X-100 prior to antibody incubation. Coverslips were incubated in primary antibodies overnight at 4°C. Secondary antibodies were incubated at room temperature for 1 hr. Hoechst dye (0.1µg/ml, Sigma) was used to label nuclei. Primary antibodies used in this study for immunocytochemistry were mouse anti-Fos (EnCor, MCA-2H2, 1:800), mouse anti-GAD65 (Millipore, AB5082, 1:500), and chicken anti-MAP2 (Millipore, AB5543, 1:2000).

4.3.5 Immunofluorescence image acquisition and analysis
Images were captured on wide-field microscope (DMI4000, Leica) equipped with a CCD camera (DFC365 FX, Leica) and controlled by MetaMorph (Molecular Devices). For quantification of Fos protein level, images were captured at the best z-plane identified in Hoechst channel and analyzed by Fiji. Transfected neurons were selected based on their GFP signals and then Fos fluorescence intensities were measured in these neurons.

4.3.6 Reverse transcription and quantitative PCR
RNA was harvested using the Absolutely RNA Miniprep Kit (Agilent, 400800) and cDNA was synthesized by Superscript II (Invitrogen, 18064). Quantitative SYBR green PCR was
performed on an ABI 7300 real-time PCR machine (Applied Biosystems) using intron-spanning primers (IDT) listed in Appendix A.

4.3.7 Chromatin Immunoprecipitation-QPCR
Chromatin immunoprecipitation was performed following the protocol of EZ-ChIP (Millipore, 17-371). Briefly, cells were lysed by SDS Lysis Buffer and sonicated for 2 hrs (Diagenode Bioruptor) at 4°C on the high setting with 30 seconds on/off interval. 20 µl Dynabeads Protein G (ThermoFisher, 10003D) was pre-incubated with 2 µg antibodies in ChIP Dilution buffer for 1 hour at 4°C. Cell lysates were then incubated overnight with antibody-bead complexes at 4°C. Subsequently, the beads were washed with Low Salt Immune Complex Wash Buffer, High Salt Immune Complex Wash Buffer, LiCl Immune Complex Wash Buffer and TE Buffer. Bound protein/DNA complexes were eluted by ChIP elution buffer and then reversed the crosslinks. Samples were treated with RNase A and Proteinase K for post-immunoprecipitation and then the DNA was purified using QIAquick PCR Purification Kit (Qiagen, 28104). H3K27Ac (Abcam, ab4729), Brd4 (Bethyl, A301-985A), Pol II Ser-2P (Abcam, ab5095) antibodies were used. Primers used for qPCR are listed in Appendix A.

4.3.8 Single molecule fluorescence in situ hybridization
Neurons were hybridized with Stellaris RNA FISH Probe sets labeled with Quasar 570 or Quasar 670 (Biosearch Technologies, Inc.), following the manufacturer's instructions available online at www.biosearchtech.com/stellarisprotocols. Briefly, embryonic mouse hippocampal neurons were cultured on PDL/laminin coated glass coverslips (neuVitro) and fixed in 4% paraformaldehyde at room temperature for 10mins. Neurons were then permeabilized overnight by 70% (vol./vol.) ethanol at 4°C. Coverslips were hybridized with 500 nM probes in hybridization buffer (10% Formamide, 10% 20x SSC, 10% Dextran sulfate, 1mg/mL Escherichia coli tRNA, 2 mM Vanadyl ribonucleoside complex and 20ug/mL BSA) at 37 degree for 4 hours followed by washing and Hoechst staining. Custom Stellaris FISH Probe sets were designed against mouse Fos exon, mouse Fos intron and mouse Naps4 exon by utilizing the Stellaris®
RNA FISH Probe Designer (Biosearch Technologies, Inc.) available online at [www.biosearchtech.com/stellarisdesigner](http://www.biosearchtech.com/stellarisdesigner). Probe sequences are available upon request.

### 4.3.9 smFISH image acquisition and analysis

Z-stack images were captured on either wide-field microscope (DMI4000, Leica) or confocal microscope (TCS SP8, Leica). Wide-field microscope (DMI4000, Leica) equipped with a CCD camera (DFC365 FX, Leica) and controlled by MetaMorph (Molecular Devices). Objective with NA 1.4 and 63X magnification yielded an xy pixel-size of 146 nm. 35-45 Z-slices were recorded with a 200 nm step-size and 1 second exposure time. Confocal microscope (TCS SP8, Leica) equipped with HyD hybrid detectors (Leica). Objective with NA 1.4 and 100X magnification. The detection field was set at 1024 x 1024 and yielded xy pixel-size of 116 nm. The scan rate was set at 600 Hz and the argon laser was set at 30% intensity. 35-45 Z-slices were recorded with a 200 nm step-size. *Fos* and *Npas4* transcript numbers and active TSs were estimated with FISH-quant (Mueller et al., 2013). Cell body of neurons were segmented manually and active TSs were detected with an intensity threshold (around 1.5 fold of average intensity of single transcript). The average number of transcript per cell in the images obtained from wide-field microscope were equivalent to the number in the images obtained from confocal microscope.

### 4.3.10 Mathematical modeling

We developed and estimated parameters for multiple gene regulation models from our smFISH data using the BayFish pipeline (Gómez-Schiavon et al., 2017). In all cases, the mRNA degradation rate was 0.0469 min⁻¹, as previously measured (Shyu et al., 1989). For each model, the posterior probability of the model parameters was estimated by running three replicas of BayFish for 100000 iterations with different initial parameters. The proposals for new parameters in the Metropolis Random Walk (MRW) were drawn from a normal distribution with mean zero and covariance diagonal matrix with $10^5$ for the $K_{ON}$, $k_{OFF}$, and $\mu_0$ entries, and $10^3$ for the $\mu$ entry. A limit for the maximum mRNA number of 300 was imposed. To avoid overfitting, we used diverse information criteria metrics (Bayesian (BIC), Akaike (AIC) and Deviance (DIC))
Information Criterion) to select the final mathematical model that best fits the data and minimizes the number of free parameters.

4.3.11 Calcium Imaging

Primary cultured hippocampal neurons plated on glass coverslips were loaded with 2μM Fura-2 AM (Invitrogen) and 0.04% Pluronic F-127 (Invitrogen) in HANKS buffer (Sigma) at room temperature for 30 min. Cells were imaged every 5 second with an inverted microscope (Nikon) at 340 nm and 380 nm at room temperature. Movies were analyzed with Nikon Elements software: background was subtracted, regions of interest for neurons selected, and the 340/380 ratio calculated.

4.3.12 Electrophysiology and analysis

Electrophysiology recordings of hippocampal neurons Whole-cell patch-clamp recordings were performed 5 days post-transfection at room temperature using an EPC10 amplifier and Patchmaster software (HEKA Elektronik, Lambrecht, Germany). Data were sampled at 10 kHz and filtered at 2.9 kHz. Borosilicate glass pipettes (1.5 OD, 0.85 ID; Sutter Instrument Company, Novato, CA) had a resistance of 3–6.5 MΩ when filled with pipette buffer solution (120 mM potassium gluconate, 10 mM KCl, 5 mM MgCl2, 0.6 mM EGTA, 5 mM HEPES, 6 μM CaCl2, 10 mM phosphocreatine disodium, 2 mM Mg-ATP, 0.2 mM GTP, pH=7.2 adjusted with KOH). Basic external solution contained 126 mM NaCl, 3 mM KCl, 20 mM HEPES, 2 mM CaCl2, 1mM MgCl2, 30 mM glucose, and synaptic blockers 20 μM 2-amino-5-phosphonovaleric acid (APV) and 20 μM 6-cyano-7-dinitroquinoxaline-2,3-dione (CNQX), pH=7.3 adjusted with NaOH. Resting membrane potential was recorded over a 3 s period of zero current injection. Analysis was performed with Igor Pro 6.22A (WaveMetrics, Lake Oswego, OR).

4.3.13 Statistical Analyses

Unless otherwise indicated, all data presented are the average of at least two biological replicates from each of at least two independent experiments. Also unless otherwise indicated,
data were analyzed by a Student’s unpaired t-test, and p<0.05 was considered significant. Bar and line graphs show mean values and all error bars show S.E.M.

4.4 Results

4.4.1 Local induction of H3K27ac at Fos enhancers is sufficient to drive transcription via Brd4 recruitment and activation of transcriptional elongation

Figure 33: The epigenetic landscape of the Fos genomic locus in embryonic 16.5 day mouse forebrain. Blue vertical bars indicate the locations of the Fos enhancers and promoter. The ENCODE data GSE82453, GSE82464, GSE82690 and GSE78323 are shown.

To determine whether the accumulation of H3K27ac at distal enhancers plays a causative role in regulating neuronal activity-dependent gene transcription we used CRISPR-based methods to locally recruit a dCas-p300 fusion protein (Hilton et al., 2015) to either the Fos promoter or each of five putative activity-regulated enhancers of the Fos gene (Kim et al., 2010) (Fig. 33). We observed a significant increase of Fos mRNA in dCas9-p300 transfected N2A cells co-transfected with gRNAs targeting the Fos promoter compared with control gRNA and dCas9-p300 co-

Figure 34: Locations of gRNAs used in this study. Blue vertical bars indicate the locations of the Fos enhancers and promoter.
transfected cells (Fig. 35A, Ctrl n=6, Pro p=0.01 n=4). We also observed a significant increase of Fos mRNA expression over control in cells transfected with dCas9-p300 and gRNAs targeting Fos enhancers (Enh) 1, 2, 4 or 5, but not Enh3 (Fig. 35A, Enh1 p<0.01 n=3, Enh2 p<0.01 n=7, Enh3 p=0.07 n=7, Enh4 p<0.01 n=6, Enh5 p<0.01 n=7). The induction of Fos is specifically due
to dCas9-p300 recruitment to Fos enhancers, and is not a non-specific effect on N2A cell biology, because expression of another Fos family member, Fosb, and the immediate early gene Npas4 were unaffected in cells co-transfected with dCas9-p300 and Fos Enh2 gRNAs compared to control (Fig. 35C, Fosb: p=0.80, Npas4: p=0.52, control vs. dCas9-p300 at Enh2, n=4/condition). Thus of the five putative enhancers near Fos that were initially identified by their inducible CBP binding and H3K27ac accumulation following neuronal membrane depolarization (Kim et al., 2010; Malik et al., 2014), only four are either necessary (Joo et al., 2016) or sufficient (Fig. 35A) for Fos transcriptional regulation.
To uncover the mechanisms by which the dCas9-p300 fusion protein promotes *Fos* transcription we focused on acetylation of Enh2. We chose Enh2 because each of the four verified *Fos* enhancers shows specificity for activation by different upstream stimuli, and Enh2 is the most responsive to membrane depolarization (Joo et al., 2016), which is the stimulus we use to drive activity-inducible *Fos* transcription in neurons. To test if histone acetyltransferase (HAT) activity of the dCas9-p300 fusion protein is required for Enh2-mediated *Fos* transcription, we utilized a mutant dCas9-p300 fusion protein bearing a single amino acid mutation (D1399Y; dCas9-p300DY) in the enzymatic domain of p300 that eliminates its HAT activity (Hilton et al., 2015). Whereas cells co-transfected with the HAT-active dCas9 fusion protein and the gRNA targeting Enh2 induce *Fos* expression, cells co-transfected with the HAT mutant dCas9 fusion protein failed to induce *Fos* expression (Fig. 35B, p=0.04 control vs dCas9-p300 at Enh2, p=0.32 control vs. dCas9-p300DY at Enh2, n=4/condition). Chromatin immunoprecipitation (ChIP) using an antibody against a FLAG epitope on the dCas9 fusions proteins showed that both dCas9-p300 and dCas9-p300DY were recruited to *Fos* Enh2 by the Enh2 gRNA (Fig. 36A, p=0.02 control vs. dCas9-p300 at Enh2; p<0.01 control vs. dCas9-p300DY at Enh2, n=3/condition). This binding was specific to enhancer 2 because there was no significant interaction of either dCas9 fusion protein at the *Fos* promoter or other *Fos* enhancers (Fig. 36, Promoter: p=0.51 control vs. dCas9-p300 at Enh2, p= 0.47 control vs. dCas9-p300DY at Enh2, Enhancer 1: p=0.82 control vs.
dCas9-p300 at Enh2, p=0.76 control vs. dCas9-p300DY at Enh2, Enhancer 4: p=0.28 control vs. dCas9-p300 at Enh2, p=0.25 control vs. dCas9-p300DY at Enh2, n=3/condition). To confirm that CRISPR-targeted dCas9-p300 locally increases H3K27ac at targeted enhancers, we performed ChIP to measure H3K27ac at the Fos promoter and enhancers in transfected cells. Compared with control, we observed significantly higher H3K27ac at Fos Enh2 in cells co-transfected with dCas9-p300 and Enh2 gRNAs, whereas co-transfection of Enh2 gRNAs with the HAT-dead dCas9-p300DY construct did not increase H3K27ac over control levels (Fig. 37A, p<0.01 control vs. dCas9-p300 at Enh2; p=0.11 control vs. dCas9-p300DY at Enh2, n=5/condition). Importantly, this increase in H3K27ac was local to the enhancer where the dCas9-p300 fusion protein was recruited, and we saw no increase of H3K27ac at the Fos promoter and other enhancers (Fig. 37, Promoter: p=0.48 control vs. dCas9-p300 at Enh2, p=0.78 control vs. dCas9-p300DY at Enh2, Enhancer 1: p=0.27 control vs. dCas9-p300 at Enh2, p=0.13 control vs. dCas9-p300DY at Enh2, Enhancer 4: p=0.18 control vs. dCas9-p300 at Enh2, p=0.25 control vs. dCas9-p300DY at Enh2, n=5/condition).

Fos is one of a large set of neuronal activity-regulated genes whose promoters are occupied under basal conditions by RNA PolII complexes that are initiated but stably paused (Saha et al., 2011). In response to neural activity or other stimuli, recruitment of the P-TEFb complex triggers PolII phosphorylation and promotes highly rapid and productive transcriptional
elongation of paused genes (Jonkers and Lis, 2015). Interestingly the acetyl-lysine binding domain protein Brd4 promotes recruitment of P-TEFb and acts as a master regulator of transcriptional elongation (Winter et al., 2017). Brd4 has been shown to mediate stimulus-dependent activation of transcriptional elongation when recruited to enhancers (Zippo et al., 2009) and its function in neuronal activity-inducible gene expression is beginning to be explored (Korb et al., 2015). Thus we considered the possibility that enhancer histone acetylation might activate *Fos* transcription by recruiting Brd4 and promoting transcriptional elongation. Consistent with a role for Brd4 in enhancer acetylation-dependent activation of *Fos*, we observed significantly more Brd4 binding by ChIP at *Fos* Enh2 when dCas9-p300 was recruited to this enhancer compared with control (Fig. 38A, p=0.02 n=5/condition). This recruitment was dependent on the local induction by dCas9-p300 of H3K27ac at Enh2 (Fig. 37), because we saw no significant increase in Brd4 binding at the *Fos* promoter in the same cells (Fig. 38A, p=0.46 n=5/condition).

The increase in Brd4 binding at Enh2 was associated with increased *Fos* elongation, because the level of Ser2 phosphorylated RNA PolII(pSer2-PolII) was significantly elevated on the *Fos* gene in cells co-transfected with dCas9-p300 and Enh2 gRNAs compared to control. pSer2-PolII was elevated at both the 5’ and 3’ ends of the *Fos* gene in these cells, indicating that acetylation of
Enh2 was sufficient to induce productive increases in RNA PolIII elongation across the length of the *Fos* gene (Fig. 38B, 5’ end p=0.01 control vs. dCas9-p300 at Enh2, 3’ end p=0.04 control vs. dCas9-p300 at Enh2, n=6/condition). Thus these data demonstrate that histone acetylation at *Fos* enhancers mediated by local recruitment of dCas9-p300 is sufficient to drive *Fos* expression by promoting transcriptional elongation.

**4.4.2 Transient membrane depolarization drives dynamic H3K27 acetylation at *Fos* regulatory elements that matches the time course of *Fos* transcription**

Activity-regulated gene transcription is a dynamic process comprised of multiple steps that include transcriptional initiation, elongation, and termination. Thus to test possible causative roles for histone acetylation in this process, we first needed to establish a stimulus protocol in neurons that would allow us to accurately assess the temporal order in which both histone acetylation and *Fos* transcription occur. Membrane depolarization mediated by the elevation of extracellular potassium chloride levels is a robust stimulus for the induction of neuronal activity-regulated genes that acts via well-established mechanisms (Bito et al., 1997). Membrane depolarization induces gene transcription by opening L-type voltage gated calcium channels, activating intracellular calcium-regulated kinases (CaMKIV, Erk MAP kinase), and promoting the phosphorylation of nuclear transcription factors like CREB and MEF2 that are pre-bound to promoters and enhancers of activity-inducible genes (Lyons and West, 2011). It has been demonstrated that the steps that comprise this process, including intracellular calcium elevation, cytoplasm to nuclear translocation of kinase activity, CREB phosphorylation, and *Fos* induction occur over the time course of minutes (Bito et al., 1996; Dolmetsch et al., 2001; Zhai et al., 2013). On the contrary, prior studies of membrane depolarization-inducible histone acetylation have used hours long stimuli, thus whether the deposition of these histone modifications either precedes or follows the onset of gene transcription is not known (Kim et al., 2010; Malik et al., 2014).
In order to determine whether H3K27ac is induced at Fos enhancers on the same time scale as transcription, we stimulated cultured cortical neurons with a 5 min pulse of membrane depolarization by elevating extracellular potassium to 55mM (Lyons et al., 2016) and measured levels of Fos mRNA and H3K27ac at regulatory elements of the Fos gene as a function of time (Fig. 39). We found that 5 min of membrane depolarization is sufficient to drive stimulus-dependent increases in both Fos mRNA and H3K27ac at the Fos promoter and distal enhancers (Fig. 39 left, mRNA: F(5,18)=81.18, p<0.01; H3K27ac: Pro F(5,26)=5.98 p<0.01, Enh1 F(5,26)=2.54 p=0.05, Enh2 F(5,26)=3.48 p=0.02, Enh4 F(5,26)=5.90 p<0.01). Induction of Fos mRNA as well as H3K27ac in response to this stimulus is both rapid and transient, significantly increasing within 10 min following stimulus induction and falling rapidly following cessation of the stimulus (Fig. 39 right, H3K27ac at 5 min: Pro p=0.04, Enh2 p=0.02, Enh4 p<0.01; mRNA at 15 min: p<0.01).

Finally, to establish whether constitutive elevation of histone acetylation can be correlated with increased Fos expression in our cultured primary mouse neurons as has been shown in other systems, we treated our neuronal cultures with the histone deacetylase inhibitor TSA overnight and measured both H3K27ac at Fos regulatory elements and Fos mRNA.
expression. Consistent with previous studies using HDAC inhibitors in vivo (Graff et al., 2014), TSA in our system was sufficient to both induce H3K27ac at the *Fos* promoter and distal enhancers and to induce *Fos* mRNA expression (Fig. 40, H3K27ac: Pro p=0.01, Enh1 p=0.03, Enh2 p<0.01, Enh4 p=0.02, n=4/condition; mRNA: p<0.01, n=5/condition).

These data show that we have established a system in which we can study the full time course of stimulus-inducible *Fos* transcription to assess the functional impact of H3K27ac at enhancers. Furthermore by establishing the coincident induction of H3K27ac at *Fos* regulatory elements with the activation of *Fos* transcription, these data provide fundamental support for a possible causative role of histone acetylation in transcriptional regulation.

### 4.4.3 Single neuron analysis of gene expression reveals gene-local, probabilistic regulation of neuronal activity-dependent transcription

There are only two alleles for any given gene in the nucleus of a post-mitotic neuron. Transcription of any gene in a cell is an inherently stochastic process governed by the probabilities and kinetics of promoter transitions between on and off states in its two alleles (Symmons and Raj, 2016). This stochasticity can be useful because one can measure the probabilistic variance in gene transcription between single cells within a population and infer
quantitative properties of the transcriptional process (Vera et al., 2016). To extract such data from our primary neuronal culture model, we examined stimulus-inducible *Fos* transcription at the single neuron level. As expected, we observed that 5 min of membrane depolarization was sufficient to drive a robust increase in intracellular calcium concentration that had a unimodal distribution across the sampled population (Fig. 41A, Basal vs. KC15 p<0.01 n=50 neurons/condition). However when we compared the levels of Fos protein induced by membrane depolarization across individual neurons in the population we found a much wider variation (Fig. 41B). These data show that although this stimulus has the potential to induce calcium-dependent transcription in each individual neuron, that the efficacy with which this stimulus is coupled to Fos induction varies widely across the population.

Figure 41: (A) Intracellular calcium concentration in single primary mouse hippocampal neurons measured by Fura-2, 1 min before (Basal, blue) and 1 min after (KC15, green) 5 min exposure to 55 mM KCl. Dashed lines show average for each group. n=50 neurons per time point from 2 biological replicates. scale bar= 5µm. (B) Fos protein levels in single primary mouse hippocampal neurons, before (Basal, red) and 60 mins after (KC15+60, red) 5min 55mM KCl. Dashed lines show average for each group. Basal n=172 and KC15+60 n= 345 neurons from 2 biological replicates. scale bar= 5µm.

Figure 42: (A) Representative smFISH images for the indicated mRNAs in primary mouse hippocampal neurons before and 20 min after a 5 min exposure to 55mM KCl. White arrows show the two alleles in the nucleus. Scale bar= 5µm. Observed distributions of *Fos* (B) RNA and (C) active transcription sites (TSs) per single cell by smFISH. Dashed lines show average RNA number for each group. Basal n=173, KC15 n=174, KC15+10 n=122, KC15+20 n=115 neurons from 3 biological replicates.
To determine the contribution of variation at the transcriptional level to the variation in stimulus-inducible Fos protein expression, we measured gene transcription at the single neuron level using directly labeled fluorescent DNA probe sets to count single molecules of RNA in fixed primary neurons in situ (smFISH, Fig. 42A) (Raj et al., 2008). We quantified RNA expression in single primary mouse hippocampal neurons in culture both under basal conditions and over time following 5 min of membrane depolarization (Fig. 42B). The time course and magnitude of the average transcriptional activity detected by smFISH across all cells in the population precisely paralleled the values we observed for the same stimulus and time course using quantitative PCR, validating the measure (Fig. 43). Additionally, because nascent RNA from inducibly transcribed genes like Fos accumulates near the transcription site (TS) in the nucleus prior to splicing and export (Bhatt et al., 2012; Senecal et al., 2014), smFISH reveals the number of active alleles of each gene (0, 1, or 2) that are being transcribed in each cell at any given time point, providing a key additional measure of promoter state (Fig. 42C). Colocalization of smFISH signal for Fos introns with the nuclear Fos exon signal confirmed that these nuclear clusters are composed of nascent RNA (Fig. S3A).

Similar to our observations for Fos protein (Fig. 41A), although we found that Fos mRNA rose above basal levels in the great majority of neurons in the culture, we again observed a substantial variation in the quantity of Fos mRNA induced per cell comparing individual
neurons in the population (Fig. 42B). This variation could not be explained by the presence of excitatory and inhibitory neurons in our cultures because the vast majority of our MAP2+ neurons were excitatory and did not express the inhibitory neuron marker Gad65 (Fig. 44). The proportion of neurons showing both Fos alleles active in the nucleus increased following membrane depolarization and reached a peak at 10 min following cessation of the stimulus (Fig. 42C). However, at all time points, we still observed a fraction of the neurons that had only one Fos allele active (Fig. 42C), consistent with the probabilistic regulation of each promoter.

The variation in Fos mRNA expression between neurons could arise due to differences in the capacity of individual neurons in the culture to propagate calcium-dependent signaling events to the nucleus in addition to the effects of the probabilistic activation of single gene promoters. If there is substantial cell-to-cell variation in the activation of calcium-dependent transcriptional signaling pathways between neurons in our population, we predicted that we would see concordant degrees of activation of all activity-inducible genes in any single neuron. Alternatively if the variability we observe for any single gene is predominantly arising from probabilistic activation local to the gene promoter, we predicted that different activity-inducible genes would be regulated independently in single neurons, as evidenced by discordant induction of any two genes in a single neuron. To disambiguate the contribution of these two factors, we

Figure 44: Fraction of excitatory (GAD65-) and inhibitory (GAD65+) neurons (MAP2+) in primary cultured hippocampal neurons. n=1531 neurons from 2 biological replicates. Scale bar= 10μm.
simultaneously quantified mRNA for two neuronal activity regulated genes, *Fos* and *Npas4*, in single hippocampal neurons by two color smFISH (Fig. 45A).

**Figure 45:** (A) Representative dual color smFISH images for *Fos* and *Npas4* in single neurons at 20 min following 5min 55mM KCl. Scale bar= 5µm. Scatter plot of (B) RNA and distribution of (C) active TSs in single neurons at different time point by dual-color smFISH, Basal n=93, KC15 n=100, KC15+10 n=104, KC15+20 n=99 neurons from 2 biological replicates.

Even though *Fos* and *Npas4* have similar kinetics and magnitude of induction at the population level (Fig. 43), we found only a weak correlation between the depolarization-induced levels of these two mRNAs in single neurons (Fig. 45B). These data suggest that the interneuronal variability in gene induction arises at least in part because of intraneuronal variability in the probability of promoter activation at each allele. Consistent with this possibility, our data also reveal variability in the transcriptional activation of each of the two *Fos* and *Npas4* alleles within a single cell. Although, on average, the neurons in our population transitioned from having both alleles of *Fos* and *Npas4* off (0,0) to having both alleles on (2,2) following membrane depolarization, at each time point we also found neurons in which a single allele of one gene was...
active in various combinations with active alleles of the other gene (0,1; 1,0; 1,1; 2,1; 1,2; 2,0; 0,2) (Fig. 45C). Taken together with the substantial physical distances between the four individual alleles of Fos and Npas4 in any given cell (Fig. 46), these data indicate that regulatory events local to each allele of any specific gene play a role in modulating the probability of activity regulated gene transcription.

4.4.4 Local induction of H3K27ac at Fos enhancers alters the dynamics of Fos promoter state transitions, increasing Fos protein expression and driving functional neuronal adaptations

To determine how induction of H3K27ac at Fos enhancers changes activity-inducible Fos transcription in neurons, we co-transfected primary mouse hippocampal neurons with dCas9-p300 and either a control gRNA or a pool of gRNAs targeting Enh2 and quantified the number of Fos mRNA per cell and the number of active TSs by smFISH before and at time points after 5 min period of membrane depolarization (Fig. 47A). Recruitment of dCas9-p300 to Fos Enh2 significantly increased Fos mRNA expression in neurons both under basal conditions and following membrane depolarization (Fig. 47B p<0.01 basal, p=0.96 KCl5, p=0.04 KCl5+10). We also observed an increase in the average number of active TSs when comparing neurons in which dCas9-p300 had been targeted to Fos Enh2 compared with control transfected neurons (Fig. 47C)
These data show that recruitment of histone acetylation at *Fos* enhancer 2 is sufficient to increase transcription of *Fos* in neurons even following a robust stimulus like membrane depolarization.

Changes in *Fos* mRNA expression could arise from increased probability of promoter activation, a prolonged time of activation, an increased synthesis rate during activation, or a decreased rate of degradation. We have developed a computational pipeline (BayFish) that uses Bayesian inference to estimate the kinetic parameters of promoter state transitions for any given gene from smFISH data gathered over a time course after cellular stimulation (Gómez-Schiavon et al., 2017). Our method uses the likelihood and posterior probability of a set of kinetic parameters, given the observed experimental data, to evaluate the validity of different gene regulation models. To discover the potential transcriptional mechanisms by which histone acetylation at *Fos* Enh2 promotes activity-inducible *Fos* transcription, we applied this pipeline to our single neuron smFISH data. We evaluated a two-state promoter model of gene transcription, in which the promoter of each *Fos* allele can be either active (ON) or inactive (OFF; Fig. 48A).

This represents the simplest model that can recapitulate the variability of TS activation we observed in our neurons (Fig. 42C, 45C and 47C) and is consistent with the widely applied
bursting model of gene regulation that has been previously used to evaluate Fos regulation in non-neuronal cells (Senecal et al., 2014). Our two-state promoter model estimates four kinetic parameters – the rate at which each promoter turns on (k_ON), the rate at which each promoter turns off (k_OFF), the RNA synthesis rate for each ON promoter (µ) and for each OFF promoter (µ_0). The rate of RNA degradation (δ) was previously measured and those data used here (Shyu et al., 1989). We compared and fit different versions of this model in which we allowed membrane depolarization to change one or more parameters. We countered overfitting by using different metrics to penalize models with larger numbers of parameters. For the considered metrics, increasing only the promoter activation rate (k_ON) following membrane depolarization showed consistently the best and most parsimonious fit to the Fos smFISH data from both groups of neurons (control and Enh2 transfected) (Fig. 48B). Varying additional parameters together with k_ON had a minimal improvement on the fit, suggesting that membrane depolarization acts to increase Fos mRNA primarily by increasing the probability that each Fos promoter transitions to the ON state. This outcome of the model is the same as we observed when we analyzed smFISH data for Npas4 induced by membrane depolarization in neurons (Gomez-Schiavon et al., 2017) and is highly consistent with the well-established activity-dependent molecular mechanisms that regulate the induction of Fos transcription in neurons (Lyons and West, 2011).

<table>
<thead>
<tr>
<th></th>
<th>Ctrl</th>
<th>Enh2</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>k_ON(U)</td>
<td>0.0101</td>
<td>0.0015</td>
<td>0.0094</td>
</tr>
<tr>
<td>k_ON(S)</td>
<td>0.1544</td>
<td>0.0169</td>
<td>0.1630</td>
</tr>
<tr>
<td>k_OFF</td>
<td>0.0880</td>
<td>0.0161</td>
<td>0.0521</td>
</tr>
<tr>
<td>µD</td>
<td>0.0181</td>
<td>0.0091</td>
<td>0.0302</td>
</tr>
<tr>
<td>µ</td>
<td>4.6803</td>
<td>0.2642</td>
<td>4.6790</td>
</tr>
<tr>
<td>δ</td>
<td>0.0462</td>
<td>-</td>
<td>0.0462</td>
</tr>
<tr>
<td>t_ON(U)</td>
<td>11.7</td>
<td>2.1285</td>
<td>19.7</td>
</tr>
<tr>
<td>a</td>
<td>23.2</td>
<td>6.8008</td>
<td>55.6</td>
</tr>
<tr>
<td>f_ON(U)</td>
<td>0.10</td>
<td>0.0138</td>
<td>0.15</td>
</tr>
<tr>
<td>t_OFF(U)</td>
<td>101.7</td>
<td>15.5328</td>
<td>108.8</td>
</tr>
<tr>
<td>f_ON(S)</td>
<td>0.64</td>
<td>0.0352</td>
<td>0.76</td>
</tr>
<tr>
<td>t_OFF(S)</td>
<td>6.6</td>
<td>0.7198</td>
<td>6.2</td>
</tr>
</tbody>
</table>

**Table1:** The best fit parameters in k_ON-sensitive two-state promoter model.
By contrast when we compared the best fit parameters between the two groups of transfected neurons our data from the neurons co-transfected with the Enh2 gRNAs had a smaller promoter inactivation rate ($k_{\text{OFF}}$) compared with the control transfected neurons (Fig. 4B and Table 1). The effect of decreasing $k_{\text{OFF}}$ is to prolong the time that the promoter stays in the active state after it turns on. This prediction of the model is consistent with our evidence for increased mRNA expression in the presence of persistent enhancer H3K27ac under both basal and stimulus induced conditions. Furthermore the prolonged kinetics of $Fos$ promoter activation in the Enh2 transfected cells is consistent with our evidence that enhancer histone acetylation increases the release of paused PolII at the $Fos$ gene (Fig. 3), because pausing has been found to inhibit multiple rounds of transcription under conditions when upstream stimuli drive synchronous transcriptional activation (Shao and Zeitlinger, 2017). We discuss the mechanistic implications of these data in more detail in the Discussion section below.

Finally, to determine whether enhancer acetylation-dependent promotion of $Fos$ transcription has relevance for plasticity of neuronal function, we asked whether the induction of $Fos$ transcription we observed in neurons in which dCas9-p300 was targeted to Enh2 was sufficient to drive changes in Fos protein expression and function. We observed a significant increase of Fos protein levels in neurons transfected with $Fos$ Enh2 gRNAs compared with control gRNA-transfected neurons, indicating that the increased $Fos$ mRNA we observed in these
neurons was translated into increases in Fos protein (Fig. 49, p=0.03). Because Fos is a transcription factor, once its expression is induced Fos binds AP-1 elements across the genome to regulate the expression of secondary response genes in a cell-type specific manner. In N2A cells co-transfected with a 3xAP-1 firefly luciferase reporter plasmid and dCas9-p300 we found significantly more firefly luciferase (FLuc) mRNA in cells in which Fos Enh2 gRNAs had been used to drive Fos expression compared to control transfected cells (Fig. 50B, p<0.01). Thus these data show that the activation of Fos transcription induced by enhancer histone acetylation is sufficient to increase Fos-dependent transcription. What might be the consequences of increasing Fos transcription in neurons? Though the precise cell-autonomous consequences of Fos induction in hippocampal neurons remain to be determined, a recent RNA-seq of dentate granule neurons overexpressing Fos in vivo revealed both increased and decreased expression of a large number of genes.
of genes encoding ion channels, suggesting that Fos overexpression might change the membrane properties of hippocampal neurons (Su et al., 2017). Consistent with this possibility, and similar to the effects of Fos overexpression (Fig. 50A, C) we found that hippocampal neurons co-transfected with dCas9-p300 and Enh2 gRNAs showed significantly higher resting membrane potentials compared with control-transfected neurons (Fig. 50D, p=0.04). In summary, these data show that induction of histone acetylation at Fos enhancers plays a causative role in the induction of Fos-dependent neuronal adaptations.

4.5 Discussion

Epigenome profiling studies have yielded substantial data on the distribution of chromatin marks across the genome and their correlative relationship to gene expression. These data have driven the formation of intriguing hypotheses of the functional consequences of chromatin regulation, including the speculation that the priming of histone modifications or DNA methylation at regulatory elements controlling stimulus-regulated genes could modulate behavioral responses to the environment (Day and Sweatt, 2011; Graff and Tsai, 2013). Epigenome editing offers an opportunity to test the causative role of chromatin modifications for gene transcription via the local recruitment of histone modifying enzymes to specific gene regulatory elements (Thakore et al., 2016). Here we have used this methodology to study the transcriptional consequences of histone acetylation at enhancers of the canonical neuronal activity-inducible gene Fos. Not only do our data show that enhancer histone acetylation is sufficient to increase the expression and function of Fos in neurons, they also offer mechanistic insight into how this enhancer modification changes the dynamics of activity-inducible gene transcription.

At the level of a single gene allele, transcription is a probabilistic process driven by the biophysics of interactions between DNA and the transcriptional machinery. One important consequence of this biology is that most if not all genes are transcribed in a pulsatile fashion,
called bursts, with variable periods of transcriptional inactivity followed by typically short periods when RNA is actively transcribed. Prior single-cell studies of steroid- and serum-inducible genes have indicated that the increases in RNA expression that follow cellular stimulation arise due to an increase in the frequency of bursts (Larson et al., 2013; Senecal et al., 2014). Our single-neuron smFISH data for *Fos* and *Npas4* (Gómez-Schiavon et al., 2017) are well fit by similar bursting model in which membrane depolarization decreases the time until a given promoter transitions to the ON state, which would result in more frequent bursts (Fig. 48B). This model matches well with the known molecular mechanisms used by calcium-dependent intracellular signal pathways to turn on gene expression, in which the phosphorylation of transcription factors enhances recruitment of the transcriptional machinery to activity-inducible gene promoters, mediating their activation (Lyons and West, 2011). Importantly, although the time scale (order of minutes) of the stimulus we used in this study was commensurate with the burst kinetics we observed, it would be valuable in the future to examine activity-dependent gene induction over a continuous time course following temporally complex patterned stimuli like those known to induce synaptic plasticity, since differences in the induction of neuronal activity-regulated genes have been linked to distinct patterns of upstream stimuli (Lee et al., 2017).

Engineered RNA tags are beginning to be used to image RNA expression and localization in single living neurons (Park et al., 2014), and the application of these methods to study the impact of synaptic activity patterns on the kinetics of transcriptional bursting will allow us to more precisely define the input-output relationship between neuronal activity and the transcriptional induction of plasticity genes.

Enhancers are functionally defined regions of the genome that promote the expression of a given gene. Enhancers serve as binding sites for transcription factors, and as such they regulate gene promoters by increasing the local likelihood of the intermolecular interactions that underlie the formation of active transcriptional regulatory complexes (Levine et al., 2014). However modified histones can also serve as docking sites for transcriptional regulatory proteins,
suggesting a potential causative mechanism by which these chromatin marks can impact transcriptional processes (Andrews et al., 2016). The challenge for testing the functional importance of protein interactions with histones has been finding a way to isolate the modification of histones at regulatory elements independent of the changes in transcription factor binding and/or activation that normally accompany the induction of these modifications. Here we achieve that goal by using CRISPR-dCas9 to engineer increased histone acetylation at $Fos$ enhancers. In the context of neuronal activity-induced $Fos$ transcription, our model suggests that enhancer histone acetylation increases burst duration by inhibiting the transition of active promoters to the OFF state (Fig. 48B). Although the precise transcriptional mechanisms that are associated with the ON and OFF promoter states in our neurons are not known, these data on promoter state kinetics are compatible with a primary effect of enhancer acetylation on transcriptional elongation. Specifically, paused PolII has been shown to inhibit new transcriptional initiation at genes (Shao and Zeitlinger, 2017), and transcriptional bursts are characterized by the rapid successive initiation of multiple PolII complexes at gene promoters (Larson et al., 2011). If these two processes are in dynamic equilibrium, then relief of pausing could favor additional rounds of initiation, lengthening the duration of transcriptional bursts as we observe.

Finally our data show that enhancer chromatin modifications play a role in fine-tuning the dynamic features of stimulus-inducible $Fos$ transcription. These effects are modulatory and indeed they are of a smaller magnitude than the transcription changes induced by membrane depolarization (Fig. 47B). Nonetheless, we show that the changes in Fos expression induced by enhancer histone acetylation alone are sufficient to shift neuronal membrane potential (Fig. 50D), revealing a mechanism by which chromatin regulation could impact neuroplasticity. Consistent with this possibility, small molecule inhibition of Brd4 binding in neurons with the drug JQ1 has been shown both to blunt stimulus-dependent induction of genes including $Fos$ and to impair behavioral performance in memory tasks (Korb et al., 2015). Might the variance in Fos induction
between neurons have a functional role in enabling aspects of neuronal plasticity? Here we have used a relatively robust stimulus that is capable of inducing *Fos* in the majority of cells in our culture. However *in vivo* most physiologically relevant stimuli (e.g. sensory stimulation, novel environment/object exploration, task learning) are associated with sparse induction of activity-inducible genes within activated brain regions (Barth et al., 2004; Guzowski et al., 2006; Wang et al., 2006). Forcing some cells to have more or less activity-inducible transcription, for example by manipulating CREB function, can influence the probability that specific neurons are brought into a memory trace (Han et al., 2007), and *in vivo* imaging studies of the activity-inducible gene *Arc* have shown that the neurons making the most *Arc* during the early stages of a learning task are the ones most likely to be recruited to the ensemble that mediates the expression of the memory (Cao et al., 2015). If enhancer histone acetylation were to be present in some neurons and not others, this could contribute to the kind of differences in activity-inducible gene expression that drive the formation of these neuronal ensembles. The challenge for fully addressing this hypothesis is advancing methods for the single-neuron analysis of histone modifications. A few innovative studies using high-resolution imaging have managed to see H3K27ac at single genes either in live or fixed cells (Khan et al., 2017; Stasevich et al., 2014) and single cell ChIP for histone marks has been reported (Rotem et al., 2015) though these biochemical methods remain highly inefficient at the single cell level. Importantly, strategies are just beginning to emerge that will allow the application of CRISPR to manipulate chromatin state *in vivo* (Liu et al., 2016) and these will present an exciting opportunity to carry the findings revealed here to a circuit level of analysis.
5. Conclusion and Discussion

The timing and magnitude of transcriptional response following neuronal activity must be precisely regulated to form proper neuronal connections. For example, transgenic mice which overexpressing BDNF in the forebrain show an accelerated maturation of cortical inhibition (Huang et al., 1999). In my dissertation research, I have identified and characterized several novel mechanisms of specificity in neuronal activity-regulated transcription. In Chapter 2, I show that transcription factor, CaRF limits NMDARs dependent gene transcription in the developing brain via a developmental regulated NMDAR subunit, GluN3A. Following this work, in Chapter 3, I find that GluN3A inhibits both NMDAR-induced nuclear translocation of the p38 MAP kinase and activation of the transcription factor MEF2C. These two works reveal a novel mechanism that confers the temporal specificity on the transcription of activity-regulated genes in the developing brain. In Chapter 4, I reveal the causative relationship between enhancer histone acetylation and neuronal activity-regulated gene transcription via the combination of CRISPR mediated epigenome editing and single cell analysis. In this chapter, I will further discuss my findings regarding the significance and future directions that could be pursued.

5.1 CaRF: a context-specific regulator of Bdnf transcription and GABAergic synapse formation

Calcium-response factor (CaRF) was initially discovered as a transcriptional activator of Brain-Derived Neurotrophic Factor (Bdnf), which it directly induces by binding to a 10-bp
calcium response element (CaRE1) in the proximal region of Bdnf promoter IV (McDowell et al., 2010; Tao et al., 2002) (Fig. 51). Expression of exon IV-containing forms of Bdnf is significantly reduced in the cortex of CaRF-knockout mice, demonstrating that CaRF contributes to transcriptional activation of Bdnf promoter IV in vivo (McDowell et al., 2010). Surprisingly, although the CaRE1 element is required for transcriptional induction of Bdnf upon membrane depolarization, and the transcriptional activity of CaRF is induced by the subsequent calcium influx, CaRF is not required for the induction of Bdnf transcription that is driven by this stimulus (McDowell et al., 2010; Tao et al., 2002). Instead, membrane depolarization-mediated activation of Bdnf promoter IV requires the transcription factor MEF2C, which binds CaRE1 independently of CaRF and acts together with CREB to drive the calcium-inducible component of Bdnf transcription (Hong et al., 2008; Lyons et al., 2012).

Following up previous works in the lab, in Chapter 2, we found that CaRF inhibits the induction of Bdnf promoter IV following activation of NMDA-type glutamate receptors. Membrane depolarization promotes the activation of Bdnf transcription via the opening of L-type voltage-gated calcium channels (Tao et al., 1998). By contrast, treatment of neurons with the sodium channel inhibitor tetrodotoxin (TTX) silences action potentials and induces homeostatic synaptic plasticity such that upon TTX withdrawal there is rebound excitation, release of synaptic glutamate, activation of synaptic glutamate receptors, and the NMDA receptor (NMDAR)-dependent induction of transcription from genes including Bdnf promoter IV (Ghiretti et al., 2014; Turrigiano and Nelson, 2004). We show that after TTX withdrawal-induced activation of NMDARs, neurons lacking CaRF show significantly higher induction of exon IV-containing forms of Bdnf mRNA and BDNF protein compared with CaRF-expressing control neurons (Fig. 9). Unlike the direct activation of Bdnf transcription by CaRF, which requires binding of CaRF to Bdnf promoter IV, the CaRF-dependent inhibition of Bdnf transcription is proposed to occur through an indirect mechanism that involves CaRF-dependent induction of the unusual NMDAR subunit GluN3A. Incorporation of GluN3A into functional NMDARs with GluN1 and GluN2
subunits reduces receptor currents, including the influx of calcium (Das et al., 1998; Kehoe et al., 2013). Levels of GluN3A are reduced in the brains of CaRF-knockout mice, and restoration of GluN3A expression in CaRF-knockdown neurons restores Bdnf inducibility to wild-type levels (Fig. 12B). Thus although CaRF is a direct activator of basal Bdnf transcription via its binding to Bdnf promoter elements, it acts as an indirect inhibitor of NMDAR inducible Bdnf transcription by its ability to modulate the subunit composition of neuronal NMDARs (Fig. 51).

The link between CaRF and GluN3A is important because it suggests a potential mechanism by which CaRF could regulate the timing of synapse development. Both CaRF and GluN3A are most highly expressed during the first two postnatal weeks of brain development, after which time their expression declines (McDowell et al., 2010; Sucher et al., 1995). This decline parallels the onset of the critical period for sensory-dependent synapse development in the cortex, and, notably, prolonging the expression of GluN3A inhibits critical period maturation of synapses in visual cortex, suggesting an essential function for the changing NMDAR composition in this process (Roberts et al., 2009). BDNF expression is strongly induced in sensory cortex during the critical period, and it drives critical period closure by promoting the formation of inhibitory GABAergic synapses (Huang et al., 1999). Consistent with a role for CaRF-dependent repression of NMDAR-inducible Bdnf expression in the regulation of GABAergic synapse development in vivo, adult CaRF-knockout mice show substantially increased synaptic expression of GABAergic synapse markers (McDowell et al., 2010). This appears to be a cell-autonomous effect of CaRF, because we found that single-cell knockdown of CaRF in cultured mouse hippocampal neurons significantly enhances the formation of GABAergic synapses onto that neuron in a manner that can be rescued by simultaneous knockdown of BDNF (Fig. 20).

Taken together, these data establish CaRF as a novel regulator of the formation of GABAergic synapses in the developing brain and suggest that, via its regulation of GluN3A, it could contribute to the timing of the synaptic changes that underlie critical period closure.
5.2 Single cell analysis of neuronal activity-regulated gene transcription

In recent years, technological advances in imaging methodologies have made it possible to quantify endogenous gene transcription at the single-cell and single-molecule levels, greatly increasing our understanding of transcription dynamics. Fluorescent in situ hybridization (FISH) relies on fluorescently labeled DNA oligos hybridized to RNA in fixed cells. This methodology is capable of detecting single RNAs, allowing one both to count the number of total mRNA in the cell and determine the number of nascent pre-mRNA at the active transcription site. One major advantage of FISH is that, by using multiple primers, one can measure transcripts from multiple endogenous genes at one time (Femino et al., 1998). It also can record the probability distribution of gene expression, which contains a great deal of information about the dynamics of transcription (Raj and van Oudenaarden, 2009). However FISH can only report transcription at a single time point (the time of fixation) in any given cell. Much more temporal information can be derived from live imaging studies such as those using the MS2 system. The MS2 protein is a bacteriophage capsid protein that binds a specific RNA stem-loop structure with high affinity. The MS2 system has been co-opted for imaging RNA in living cells (Bertrand et al., 1998). This system contains two parts: 1) a reporter gene that contains a DNA cassette coding for multimerized RNA stem loops (typically 24 stem loops) and 2) the constitutively expressed MS2 capsid protein tagged with a fluorescent protein. When the reporter gene stem loop region is transcribed, the capsid protein binds the RNA with high affinity, resulting in an active transcription site that appears as a bright fluorescent spot above the background. The advantage of this system is that pre-mRNA synthesis dynamics can be directly observed at the single-gene, single-RNA level. The limitations of MS2 system are that the long preparation time for knocking MS2 sequence into the targeting region in genome and one can only measure one or two genes in few cells at one time.

Single-cell imaging in both living and fixed cells has revealed two major principles of gene expression: 1) many interactions between upstream regulatory molecules and chromatin are
transient (on the order of seconds) (Darzacq et al., 2009) and 2) downstream gene expression products display considerable variation from cell to cell (Raj and van Oudenaarden, 2008).

Furthermore, the dynamics of transcription have been observed to fall into two classes: either 1) a continuous transcription, in which transcription events occur randomly over time but with a constant probability or 2) bursting, in which the expression of individual genes is highly variable and transcription is irregular with strong variable duration periods of activity interspersed by variable duration periods of inactivity (Zenklusen et al., 2008). For example, in yeast, housekeeping genes display a robust, constitutive expression, whereas cell-cycle-regulated and stress-response genes display much higher variability, consistent with bursting (Zenklusen et al., 2008). The two-state model of gene expression derived from these data offers a unified description of transcription dynamics. In this model, a gene randomly switches between periods in which it is permissive for transcription (‘on’) and periods of inactivity (‘off’). When the gene is ‘on’, transcription events fire randomly over time. This model is attractive because it captures a vast range of transcriptional dynamics within a single mathematical framework: ‘bursty’ transcription corresponds to infrequent transitions to the permissive state, but the permissive gene initiates transcription at a high frequency; on the other hand, continuous expression can also be described within the same scheme such that the gene is continuously ‘on’ with very infrequent transitions to the ‘off’ state. The two-state model has now been broadly used to classify gene expression, resulting in descriptions where the frequency varies, the burst size varies, both vary, or the transcription rate varies (Larson, 2011). These studies have increased our mechanistic understanding of the transcriptional machinery. For example, the origin of bursting transcription has been suggested to come from chromatin remodeling, weak interactions between the initiation complex and promoter, or DNA topology, depending on the organism and gene of study.

What might similar single cell kinetic analyses reveal about neuronal IEG expression, in which genes are primed but not on until driven by a very rapid upstream stimulus? Previous studies of inducible transcription have yielded different results in different systems. For example,
bacteria have been shown to increase the frequency (Locke et al., 2011) or the total number of transcription pulses (Friedman et al., 2005) in response to increased extracellular signaling, suggesting that transcription is directly graded with inducer concentration. By contrast, in *Dictyostelium*, a cAMP-responsive gene showed remarkable stability in bursting kinetics over a range of doses. A 1000-fold range of cAMP caused an increase in the number of cells responding, but no change in pulse length, intensity or frequency, indicating that the transcription is an all-or-none response which occurs only above a threshold inducer concentration and once transcription turns on, the transcription machinery works at full speed (Stevense et al., 2010). Recent studies of stimulus-inducible genes in mammalian cells show that the induction of RNA expression following cellular stimulation arise due to an increase in the frequency of bursts (Larson et al., 2013; Senecal et al., 2014). While RNA tagging by MS2 based method has been applied in neurons (Buxbaum et al., 2015; Park et al., 2014), it is a relative low throughput method, compared to smFISH, making it is harder to use.

We developed BayFish, a computational pipeline, that allows us to estimate the kinetic parameters of promoter state transitions for any given gene from smFISH data gathered over a time course following stimulus (Gómez-Schiavon et al., 2017) and applied it to infer parameters for multiple gene regulation models from our smFISH data. Consistent with previous findings, our single cell analysis in neuronal activity-induced *Fos* transcription indicates that membrane depolarization drives *Fos* expression mainly by increasing the frequency of bursts (Fig. 48B). We investigated the role of enhancer histone acetylation in transcriptional dynamics of neuronal activity gene expression and our BayFish results suggested that histone acetylation at enhancer decreases k\text{OFF} meaning that increasing histone acetylation at enhancer prolongs *Fos* promoter in on state once it is activated (Fig. 48B). We are the first group to apply single cell analysis in neuronal activity-regulated gene transcription and there are a lot more to explore. Studies in other cell types have suggested that the transcript copy-number distribution is greatly affected by transcriptional parameters. For example, even with the same average number of transcripts, the
transcription systems with long On and Off periods show bimodal distributions of transcript whereas systems with short Off periods show continuous production and more graded unimodal distributions. (Munsky et al., 2012). Given that many of neuronal activity-regulated genes encode protein products that important for synapse functions and formation (West and Greenberg, 2011), distinct expression patterns in a population of neurons could lead to different configuration of neuronal networks. The work in Chapter 4 provides a good platform to investigate the source of variability in neuronal activity-regulated gene transcription. In the future, by studying the role of each biochemical steps within transcriptional machinery, such as eRNA production and promoter-enhancer looping, in transcriptional dynamics, will increase our understanding of how neurons control and use transcriptional variability to form proper neuronal connection.

5.3 Epigenome editing in neuronal activity-regulated gene transcription

![Diagram of control activity-regulated gene transcription by epigenetic editing](image)

**Figure 52**: Diagram of control activity-regulated gene transcription by epigenetic editing

Epigenetic marks at chromatin have been long known that regulate gene transcription. In Chapter 4, using CRISPR mediated epigenome editing, we induce histone acetylation at endogenous *Fos* enhancers. Increasing enhancer histone acetylation not only enhances the
expression of *Fos* but also effects the temporal dynamics of neuronal activity-induced *Fos* transcription (Fig. 47B). This result suggests that by manipulating chromatin state at neuronal activity-regulated enhancers, we could potentially control the timing and magnitude of neuronal activity-regulated gene transcription (Fig. 52). Compared to overexpression of activity-regulated genes, which lead to a constantly expression in the certain level, manipulating chromatin state at enhancers could enhance or repress gene transcription in a neuronal activity-regulated manner. This ability to preserve the neuronal activity-dependent component in transcription can largely reduce the side effects that drive from the high expression level without neuronal activity. It is also different than enhance neuronal activity-regulated gene transcription by reducing intrinsic excitability such as overexpression CREB (Benito and Barco, 2010). While reducing intrinsic excitability could lead to a higher expression level following neuronal activity, it also increases the number of neurons that response to stimuli. Given that neuronal activity-regulated genes are important for synapse plasticity, different in the number of neurons that response to stimuli could lead to a distinct neuronal network configuration. CRISPR mediated epigenome editing provides a feasible but powerful tool to manipulate chromatin state. This neuronal activity dependent enhancement or repression of gene transcription by CRISPR-based method provides a new and better way to help in treating neurological diseases or improving cognitive performance.
Appendix A

Real time primers:

Mouse *Arc* F: 5'- GAGCCTACAGAGCAGGAGA -3'
R: 5' - TGCTTGAAGAATGCTTGAAGA -3'

Mouse *Bdnf* exon I F: 5' - AGTCTCCAGGACAGCAAGC -3'
R: 5' - GCCTTCATGCAACCGAAGTA -3'

Mouse *Bdnf* exon IV: F: 5' - AGTCTCCAGGACAGCAAGC -3'
R: 5' - GCCTTCATGCAACCGAAGTA -3'

Mouse *Carf* F: 5' - GCATTGACAAATGGGATTCCGTC -3',
R: 5' - GTTGAAGAACCTTTGCTGGCTC -3'

Mouse/Rat *Carf* F: 5' - TGCCGTCTTAGGAGTTGTGA -3'
R: 5' - CTCGACTTCCTGCATTGACA -3'

Mouse *cFos* F: 5' - TTTATCCCCACGGTGACAGC -3'
R: 5' - CTGCTCTACTTTGCCCCTTCT -3'

Mouse *Gapdh* F: 5' - CATGGCCTTCCGTGTTCCT -3
R: 5' - TGATGTCATCATACTTGGCAGGTT -3'

Mouse *Grin1* F: 5' - GCTCAGAAACCCCTCAGACA -3'
R: 5' - GGCATCCTTGTGTCGCTTGTAG -3'

Mouse *Grin2a* F: 5' - TACTCCAGCGCTGAAACATTG -3'
R: 5' - TCAGCTGGACCTGTGTCTTG -3'

Mouse *Grin2b* F: 5' - GAGCATAATCACCCGCATCT -3'
R: 5' - AAGGCACCGTGTCCGTATCC -3'

Mouse *Grin2c* F: 5' - GCAGAACTTCCTGGACTTGC -3'
R: 5' - CTCTTCACGGGAGCAGTAGG -3'

Mouse *Grin2d* F: 5' - TTTTGAGGTGCTGGAGGAGT -3'
R: 5' - GTCTCGGTTATCCCAGGTGA -3';

Mouse *Grin3a* F: 5' - AAGCCATTTGCCATTGAAG -3'
R: 5' - GAATCCTATGCACAGCAG -3'

Mouse *Grin3b* F: 5' - CTACATCAAGGCGAGCTTCC -3'
R: 5' - AGCTTGCAGTCCGCATCTAT -3'

Mouse *Npas4* F: 5' - GCTATACTCAGAAGGTCCAGAAGGC -3'
R: 5' - TCAGAGAATGAGGGTAGCACAGC -3'

Firefly luciferase F: 5' - GAGGTGAACATCATACGTACGCG -3'
F: 5' - GAGGTGAACATCATACGTACGCT -3'
R: 5' - AAGAGAGTTTTTCAGCAGACGCA -3'

Renilla luciferase F: 5' - GAAACTTCTTGGCACCTTCACGAGCTCTCC -3'
R: 5' - TCAGAGAATGAGGGTAGCAGACGCA -3'

ChIP primer:

*Fos* Promoter F 5' - CAAGACGGGGGTTGAAGAAGCC -3'
R 5' - TCACTGCTCGTCCGGCAGA -3'

*Fos* 3'UTR F 5' - TGACACCTGAAGCTTGATAGGA -3'
R 5' - ATCACTGCTCGTCCGGCAGA -3'

*Fos* Enh1 F 5' - TAAAGCCTATTTGCCGTTGACCTG -3'
R 5'-TCTTTCCCTTACAATGCCCTTACC-3'
Fos Enh2 F 5'-GTCTACTGTCTGAGGAGAAGTGGTTAG-3'
R 5'-AGAACAGATTCTGGAACAGTGTCTAC-3'
Fos Enh4 F 5'-GGCCTAAATTCCCACCAACATAAA-3'
R 5'-GAGGGCAGGGAGGGGGGATT-3'.
Appendix B

gRNA sequence:

*Fos enh1* gRNA1  CATAAACCACGGCTCCGTC
*Fos enh1* gRNA2  GCAATGAGGTCAACGGGAAT
*Fos enh1* gRNA3  CTTGACTATACTATCCGGTA
*Fos enh2* gRNA1  GGAACAGTGTCTACCGCCC
*Fos enh2* gRNA2  AGATCTTGGAGGTGCGGTC
*Fos enh2* gRNA3  GTGCTACCCTGAGGATC
*Fos enh2* gRNA4  TACGCCGCTAAGAAATC
*Fos enh3* gRNA1  CGGCGGATGATTCCTGGC
*Fos enh3* gRNA2  CTTGGACCTAATTAGTCGCG
*Fos enh3* gRNA3  GCCCAACACAGGCTTTATG
*Fos enh4* gRNA1  TCCACTGATACTCGGC
*Fos enh4* gRNA2  AGCAGGGGATTCCTGGGAA
*Fos enh4* gRNA3  CAGGCTGCTGAGCGCCGA
*Fos enh5* gRNA1  CTGTCCCGTGAGCCGATCC
*Fos enh5* gRNA2  TGAATTACACATCGCCGCA
*Fos enh5* gRNA3  TTGCGGAGACCTGATTATGA
*Fos promoter* gRNA1  TCCGAAATCTAATACGCGGA
*Fos promoter* gRNA2  GGATGGACTTCTACGTAC
*Fos promoter* gRNA3  GGGTTCAACGCGACTACG.
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