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Abstract

Deep generative models have achieved tremendous success in recent years, with applications in various tasks involving vision and language intelligence. In this dissertation, I will mainly discuss the contributions that I have made in this field during my Ph.D. study. Specifically, the dissertation is divided into two parts.

In the first part, I will mainly focus on one specific kind of deep directed generative model, called Sigmoid Belief Network (SBN). First, I will present a fully Bayesian algorithm for efficient learning and inference of SBN. Second, since the original SBN can be only used for binary image modeling, I will also discuss the generalization of it to model spare count-valued data for topic modeling, and sequential data for motion capture synthesis, music generation and dynamic topic modeling.

In the second part, I will mainly focus on visual captioning (i.e., image-to-text generation), and conditional image synthesis. Specifically, I will first present Semantic Compositional Network for visual captioning, and emphasize interpretability and controllability revealed in the learning algorithm, via a mixture-of-experts design, and the usage of detected semantic concepts. I will then present Triangle Generative Adversarial Network, which is a general framework that can be used for joint distribution matching and learning the bidirectional mappings between two different domains. We consider the joint modeling of image-label, image-image and image-attribute pairs, with applications in semi-supervised image classification, image-to-image translation and attribute-based image editing.
Dedicated to my wife, and parents.
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Introduction and Background

Deep generative models have achieved tremendous success in recent years, with applications in different vision and language intelligence tasks. In this chapter, I will first provide a brief overview of several popular deep generative models. Based on this, I will then discuss the contributions that I have made in this field during my Ph.D. study. This includes the deep generative models that I have developed for documents, human motions, visual captioning and joint distribution matching.

1.1 Deep Generative Models: An Overview

One of the most important tasks for artificial intelligence (AI) is to develop algorithms and techniques that endow computers with an understanding of our world. Generative models are one of the most promising approaches towards this goal\(^1\). Generative models typically have latent variables that are inferred given observed data; the latent variables are often used for a down-stream goal, such as classification. After training, such models are useful for inference tasks given subsequent observed data. On the other hand, generative models are also able to synthesize data by drawing

\(^1\) https://blog.openai.com/generative-models/
latent variables from the prior and pushing them through the model. This suggests that generative models are at least useful in two aspects: 

(i) analyzing observed data in terms of latent variables; 

(ii) generating “fake-but-realistic” data from real data.

The intuition behind this follows a famous quote:

“What I cannot create, I do not understand.”

-Richard Feynman

Generative models that are descriptive of data have been widely employed in statistics and machine learning. Factor models (FMs) represent one commonly used generative model (Tipping and Bishop, 1999), and mixtures of FMs have been employed to account for more-general data distributions (Ghahramani and Hinton, 1997). However, such models are not powerful and flexible enough in terms of extracting meaningful representations from rich sensory inputs. Deep learning has achieved tremendous success in recent years, and arguments have been made to suggest that building such systems requires deep architectures: models composed of several layers of nonlinear processing (Bengio et al., 2013).

In this dissertation, we will mainly focus on deep generative models. Specifically, the following deep generative models will be discussed: 

(i) Restricted Boltzmann Machines (RBMs) (Hinton, 2002); 

(ii) Sigmoid Belief Networks (SBNs) (Neal, 1992); 

(iii) Variational Autoencoders (VAEs) (Kingma and Welling, 2013); 

(iv) Generative Adversarial Networks (GANs) (Goodfellow et al., 2014); and 

(v) autoregressive models.

1.1.1 Restricted Boltzmann Machines

Restricted Boltzmann machines (RBMs) have been used effectively in modeling distributions over binary-valued data (Salakhutdinov, 2015). Recent work on Boltzmann machines and their generalizations to exponential family distributions (Welling et al., 2005) have allowed these models to be successfully used in many applications.
Below we will review the standard binary RBM.

An RBM is a particular type of Markov random field that has a two-layer architecture (Smolensky, 1986), in which the “visible” stochastic binary variables $v \in \{0, 1\}^D$ are connected to “hidden” stochastic binary variables $h \in \{0, 1\}^F$, as shown in Figure 1.1 (Left). The energy of the joint state $\{v, h\}$ is defined as follow:

$$E(v, h; \theta) = -v^T W h - b^T v - a^T h$$  \hspace{1cm} (1.1)

$$= - \sum_{i=1}^D \sum_{j=1}^F W_{ij} v_i h_j - \sum_{i=1}^D b_i v_i - \sum_{j=1}^F a_j b_j ,$$  \hspace{1cm} (1.2)

where $\theta = \{W, b, a\}$ are the model parameters. $W_{ij}$ represents the symmetric interaction term between visible variable $i$ and hidden variable $j$, and $b_i$ and $a_j$ are bias terms. The joint distribution over the visible and hidden variables is defined by

$$P(v, h; \theta) = \frac{1}{Z(\theta)} \exp(-E(v, h; \theta))$$  \hspace{1cm} (1.3)

$$Z(\theta) = \sum_v \sum_h \exp(-E(v, h; \theta)) .$$  \hspace{1cm} (1.4)

The model then assigns the following probability to a visible vector $v$:

$$P(v; \theta) = \frac{1}{Z(\theta)} \sum_h \exp(-E(v, h; \theta)) .$$  \hspace{1cm} (1.5)

$Z(\theta)$ is a computationally intractable partition function that guarantees $P(v; \theta)$ is a valid probability distribution.
The conditional distributions over hidden variables $h$ and visible vectors $v$ can be easily derived from Equation (1.3) and are given by the following logistic functions:

$$P(h|v; \theta) = \prod_j p(h_j|v), \quad P(v|h; \theta) = \prod_i (v_i|h) \quad (1.6)$$

$$p(h_j = 1|v) = \sigma \left( \sum_i W_{ij}v_i + a_j \right) \quad (1.7)$$

$$p(v_i = 1|h) = \sigma \left( \sum_j W_{ij}h_j + b_i \right), \quad (1.8)$$

where $\sigma(x) = 1/(1+\exp(-x))$ is the logistic function. As can be seen, the conditional distributions in the RBM are factorial, which makes inference fast. Since exact maximum likelihood learning in this model is intractable, in practice, learning is done by using the so-called Contrastive Divergence (CD) algorithm (Hinton, 2002).

The original binary RBM has been generalized to model real-valued data (Hinton et al., 2006), such as pixel intensities of image patches, sparse count data (Salakhutdinov and Hinton, 2009b), such as word count vectors in a document, and sequential data (Sutskever and Hinton, 2007), such as human motion captures. The RBM also serves as the building blocks for the Deep Belief Network (DBN) (Hinton et al., 2006) and Deep Boltzmann Machine (DBM) (Salakhutdinov and Hinton, 2009a), which are two popular deep probabilistic generative models that provide state-of-the-art results in many problems. The RBM model has also recently been generalized to the Truncated Gaussian Graphical Models (TGGM) (Su et al., 2017), which is a general framework for unsupervised learning that can be used for real-valued, binary and count data. TGGM also has close connections to ReLU-based neural networks.

1.1.2 Sigmoid Belief Networks

Deep directed generative models are considered for binary data, based on the Sigmoid Belief Network (SBN) (Neal, 1992) (using methods like those discussed in Salakhut-
dinov et al. (2013), the model may be readily extended to real-valued data). Assume we have $N$ binary visible vectors, the $n$th of which is denoted $v_n \in \{0,1\}^J$. An SBN is a Bayesian network that models each $v_n$ in terms of binary hidden variables $h_n \in \{0,1\}^K$ and weights $W \in \mathbb{R}^{J \times K}$ as

$$p(v_{jn} = 1|w_j, h_n, c_j) = \sigma(w_j^T h_n + c_j),$$

$$p(h_{kn} = 1|b_k) = \sigma(b_k),$$

where $\sigma(\cdot)$ is the logistic function defined as $\sigma(x) = 1/(1+\exp(-x))$, $v_n = [v_{1n}, \ldots, v_{Jn}]^T$, $h_n = [h_{1n}, \ldots, h_{Kn}]^T$, $W = [w_1, \ldots, w_J]^T$, $c = [c_1, \ldots, c_J]^T$ and $b = [b_1, \ldots, b_K]^T$ are bias terms. The “local” latent vector $h_n$ is observation-dependent (a function of $n$), while the “global” parameters $W$ are used to characterize the mapping from $h_n$ to $v_n$ for all $n$.

The graphical model of the SBN is shown in Figure 1.1(Right). As can be seen, the SBN is closely related to the RBM. Specifically, the energy function of an RBM is defined as

$$-E(v_n, h_n) = v_n^T c + v_n^T W h_n + h_n^T b,$$  

(1.11)

In contrast, the energy function of an SBN may be written as

$$-E(v_n, h_n) = v_n^T c + v_n^T W h_n + h_n^T b - \sum_j \log(1 + \exp(w_j^T h_n + c_j)).$$

(1.12)

The additional term in (1.12), when compared to (1.11), makes the energy function no longer a linear function of weights $W$, but a simple partition function is obtained. Therefore, the full likelihood under an SBN is trivial to calculate. Furthermore, SBNs explicitly exhibit the generative process to obtain data, in which the hidden layer provides a directed “explanation” for patterns generated in the visible layer.

Different algorithms have been developed for efficient learning and inference of SBN, including Gibbs sampling (Neal, 1992; Gan et al., 2015c), mean-field variational inference (Saul et al., 1996), a Gaussian-field approach (Barber and Sollich, 1999),
the wake-sleep algorithm (Hinton et al., 1995b), the Neural Variational Inference and Learning (NVIL) algorithm (Mnih and Gregor, 2014), Monte Carlo expectation maximization (Song et al., 2016b), stochastic gradient MCMC (Chen et al., 2015a; Li et al., 2016a), stochastic spectral descent (Carlson et al., 2016), the recently proposed factorized asymptotic Bayesian method (Song et al., 2017) among many others.

The original SBN model is considered only for binary data, which has been generalized to model real-valued data (Zhang et al., 2016a), sparse count-valued data (Gan et al., 2015d) and sequential data (Gan et al., 2015b). Similar to the way in which deep belief networks and deep Boltzmann machines build hierarchies, one can stack multiple SBNs to obtain a fully directed deep sigmoid belief network (DSBN). The comparison among DBN, DBM and DSBN is illustrated in Figure 1.2. DBM is a fully undirected graphical model, DSBN is a fully directed graphical model, while DBN is a hybrid model, where the top two hidden layers are undirected connected, while all the other layers are directed connected.
1.1.3 Variational Autoencoders

In SBN, we restrict the observation and latent variables to be binary. Now, we extend it to a more general setup. Not only the generative model being more powerful, an inference network is further proposed to allow fast approximate inference.

Consider an observed data sample \( x \), modeled as being drawn from \( p_\theta(x|z) \), with model parameters \( \theta \) and latent code \( z \). The prior distribution on the code is denoted \( p(z) \), typically a distribution that is easy to draw from, such as isotropic Gaussian. The posterior distribution on the code given data \( x \) is \( p_\theta(z|x) \), and since this is typically intractable, it is approximated as \( q_\phi(z|x) \), parameterized by learned parameters \( \phi \). Conditional distributions \( q_\phi(z|x) \) and \( p_\theta(x|z) \) are typically designed such that they are easily sampled and, for flexibility, modeled in terms of neural networks (Kingma and Welling, 2013). Since \( z \) is a latent code for \( x \), \( q_\phi(z|x) \) is also termed a stochastic encoder, with \( p_\theta(x|z) \) a corresponding stochastic decoder. The observed data are assumed drawn from \( q(x) \), for which we do not have an explicit form, but from which we have samples, \( i.e., \) the ensemble \( \{ x_i \}_{i=1,N} \) used for learning. An illustration of the VAE is provided in Figure 1.3(Top).

Our goal is to learn the model \( p_\theta(x) = \int p_\theta(x|z)p(z)dz \) such that it synthesizes
samples that are well matched to those drawn from $q(x)$. We simultaneously seek to learn a corresponding encoder $q_{\phi}(z|x)$ that is both accurate and efficient to implement. Samples $x$ are synthesized via $x \sim p_{\theta}(x|z)$ with $z \sim p(z); z \sim q_{\phi}(z|x)$ provides an efficient coding of observed $x$, that may be used for other purposes (e.g., classification or caption generation when $x$ is an image (Pu et al., 2016b)).

Specifically, the generative model is specified as

$$p(z) = \mathcal{N}(z|0, I), \quad p_{\theta}(x|z) = f(x; z, \theta), \quad (1.13)$$

where the function $f(x; z, \theta)$ is a suitable likelihood, modeled by a deterministic neural network.

When doing posterior inference, we introduce an inference network, $q_{\phi}(z|x)$, e.g.,

$$q_{\phi}(z|x) = \mathcal{N}(z|\mu_{\phi}(x), \text{diag}(\sigma_{\phi}^2(x))), \quad (1.14)$$

where $\phi$ is the recognition parameters, and $\mu_{\phi}(x)$ and $\sigma_{\phi}^2(x)$ are modeled by deterministic neural networks.

The objective function is the variational lower bound on the marginal likelihood, which can be written as

$$L(\theta, \phi; x) = \mathbb{E}_{q_{\phi}(z|x)} [-\log q_{\phi}(z|x) + \log p_{\theta}(x, z)] \quad (1.15)$$

$$= -D_{KL} (q_{\phi}(z|x)||p(z)) + \mathbb{E}_{q_{\phi}(z|x)} [\log p_{\theta}(x|z)] . \quad (1.16)$$

The reason why we express the lower bound as (1.16) is that, (i) the first KL divergence term is usually tractable, hence reducing the uncertainty of the gradients if we calculate it explicitly; (ii) we can see clearly that, the first KL term is the regularization term, while the second term is similar to the reconstruction error term in the traditional auto-encoder framework.

The learning of $\theta$ and $\phi$ is via optimization methods, usually utilizing stochastic gradient descent. In order to efficiently evaluate the gradient and reduce the variance of the gradient information, the reparameterization trick is used. To be specific, since
\( q_\phi(z|x) \) is specified as (1.14), hence
\[
    z = \mu_\phi(x) + \sigma_\phi(x) \circ \epsilon \quad \text{with} \quad \epsilon \sim \mathcal{N}(0, I).
\] (1.17)

Therefore,
\[
    \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x|z)] = \mathbb{E}_{\mathcal{N}(\epsilon|0, I)}[\log p_\theta(x|\mu_\phi(x) + \sigma_\phi(x) \circ \epsilon)].
\] (1.18)

Now, the gradient can be evaluated as
\[
    \nabla_{\{\theta, \phi\}} \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x|z)] = \mathbb{E}_{\mathcal{N}(\epsilon|0, I)} \left[ \nabla_{\{\theta, \phi\}} \log p_\theta(x|\mu_\phi(x) + \sigma_\phi(x) \circ \epsilon) \right].
\] (1.19)

The original VAEs implement a Gaussian assumption for the encoder. More recently, there has been a desire to remove this Gaussian assumption. Normalizing flow (Rezende and Mohamed, 2015) employs a sequence of invertible transformation to make the distribution of the latent codes arbitrarily flexible. This work was followed by inverse auto-regressive flow (Kingma et al., 2016), which uses recurrent neural networks to make the latent codes more expressive. More recently, Stein-VAE (Pu et al., 2017b) applies Stein variational gradient descent (Liu and Wang, 2016) to infer the distribution of latent codes, discarding the assumption of a parametric form of posterior distribution for the latent code.

### 1.1.4 Generative Adversarial Networks

Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) constitute another recent framework for learning a generative model. Specifically, GAN consists of a generator \( G \) and a discriminator \( D \) that compete in a two-player minimax game, where the generator is learned to map samples from an arbitrary latent distribution to data, while the discriminator tries to distinguish between real and generated samples. The goal of the generator is to “fool” the discriminator by producing samples that are as close to real data as possible. An illustration of the GAN model is provided in Figure 1.3(Bottom). Specifically, \( D \) and \( G \) are learned as
\[
    \min_G \max_D V(D, G) = \mathbb{E}_{x \sim p(x)}[\log D(x)] + \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))],
\] (1.20)
where \( p(\mathbf{x}) \) is the true data distribution, and \( p_z(\mathbf{z}) \) is usually defined to be a simple distribution, such as the standard normal distribution. The generator \( G \) implicitly defines a probability distribution \( p_g(\mathbf{x}) \) as the distribution of the samples \( G(\mathbf{z}) \) obtained when \( \mathbf{z} \sim p_z(\mathbf{z}) \). For any fixed generator \( G \), the optimal discriminator is

\[
D(\mathbf{x}) = \frac{p(\mathbf{x})}{p_g(\mathbf{x}) + p(\mathbf{x})}.
\]

When the discriminator is optimal, solving this adversarial game is equivalent to minimizing the Jenson-Shannon Divergence (JSD) between \( p(\mathbf{x}) \) and \( p_g(\mathbf{x}) \) (Goodfellow et al., 2014). The global equilibrium is achieved if and only if \( p(\mathbf{x}) = p_g(\mathbf{x}) \), and the optimal value is \(-2\log 2\).

Recent extensions of GAN have focused on boosting the performance of image generation by improving the generator (Radford et al., 2016), discriminator (Zhao et al., 2017) or the training algorithm (Salimans et al., 2016; Arjovsky et al., 2017). More recently, some researchers (Dumoulin et al., 2017; Donahue et al., 2017) have employed a bidirectional network structure within the adversarial learning framework, which in theory guarantees the matching of joint distributions over two domains. However, non-identifiability issues are raised in Li et al. (2017a). For example, they have difficulties in providing good reconstruction in latent variable models, or discovering the correct pairing relationship in domain transformation tasks. It was shown that these problems are alleviated in DiscoGAN (Kim et al., 2017), CylceGAN (Zhu et al., 2017) via additional \( \ell_1, \ell_2 \) or adversarial losses.

### 1.1.5 Autoregressive Models

Autoregressive models such as PixelRNN (Oord et al., 2016b) and PixelCNN (Oord et al., 2016a) instead train a network that models the conditional distribution of every individual pixel given previous pixels. Similar ideas have been extended for generating raw audio (Oord et al., 2016c) and language modeling (Dauphin et al., 2016).

Besides the popular PixelRNN model, recurrent neural networks (RNNs) also
serve as a popular autoregressive model that has been widely used in natural language processing applications. Below we briefly review RNN.

An RNN is a special type of neural network that is able to handle both variable-length input and output. By training an RNN to predict the next output in a sequence, given all previous outputs, it can be used to model joint probability distribution over sequences. To be specific, an RNN can take as input a sequence \( x = [x_1, x_2, \ldots, x_T] \) by recursively processing each symbol while maintaining its internal hidden state \( h \). At time step \( t \), the RNN reads the symbol \( x_t \in \mathbb{R}^d \) and updates its hidden state \( h_t \in \mathbb{R}^p \) by

\[
h_t = f_\theta(x_t, h_{t-1}),
\]

where \( f \) is a deterministic non-linear transition function, and \( \theta \) is the parameter set of \( f \). The transition function \( f \) can be implemented with gated activation functions such as long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997) or gated recurrent units (GRU) (Cho et al., 2014), introduced below. RNNs model sequences by parameterizing a factorization of the joint sequence probability distribution as a product of conditional probabilities such that

\[
p(x_1, \ldots, x_T) = \prod_{t=1}^{T} p(x_t|x_{<t}), \quad p(x_t|x_{<t}) = g_\phi(h_{t-1}),
\]

where \( g \) is a function that maps the RNN hidden state \( h_{t-1} \) to a probability distribution over possible outputs, and \( \phi \) is the parameter set of \( g \).

**Vanilla RNN**  
Equation (1.21) is defined as a simple non-linear hyperbolic tangent function

\[
h_t = \tanh(Wx_t + Uh_{t-1} + b).
\]

**Long Short-Term Memory**  
Unfortunately, a problem with RNNs with the above formulation (1.23) is that, during training, the components of the gradient vector can
grow or decay exponentially over long sequences (Hochreiter and Schmidhuber, 1997). This problem with *exploding* or *vanishing* gradients makes it difficult for the RNN model to learn long-range dependencies in a sequence.

The LSTM architecture (Hochreiter and Schmidhuber, 1997) addresses this problem of learning long-term dependencies by introducing a *memory cell* that is able to preserve state over long periods of time. To be specific, each LSTM unit has a cell which has a state $c_t$ at time $t$. This cell can be thought of as a memory unit. Access to this memory unit for reading or modifying it is controlled through sigmoid gates: input gate $i_t$, forget gate $f_t$, and output gate $o_t$. The hidden units $h_t$ are updated as follows

\[
\begin{align*}
    i_t &= \sigma(W_i x_t + U_i h_{t-1} + b_i), \\
    f_t &= \sigma(W_f x_t + U_f h_{t-1} + b_f), \\
    o_t &= \sigma(W_o x_t + U_o h_{t-1} + b_o), \\
    \tilde{c}_t &= \tanh(W_c x_t + U_c h_{t-1} + b_c), \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tilde{c}_t, \\
    h_t &= o_t \odot \tanh(c_t).
\end{align*}
\]  

where $\sigma(\cdot)$ denotes the logistic sigmoid function, and $\odot$ represents the element-wise multiply operator. The key advantage of using an LSTM unit over a traditional neuron in an RNN is that the cell state in an LSTM unit sums activities over time.

**Gated Recurrent Units** The gated recurrent unit (GRU) was proposed by Cho et al. (2014) to make each recurrent unit to adaptively capture dependencies of different time scales. Similar to the LSTM unit, the GRU has gating units that modulate the flow of information inside the unit, however, without using a separate memory cell. Specifically, the GRU has two gates: the reset gate $r_t$ and the update gate $z_t$. The hidden units $h_t$ are updated as follows

\[
\begin{align*}
    r_t &= \sigma(W_r x_t + U_r h_{t-1} + b_r), \\
    z_t &= \sigma(W_z x_t + U_z h_{t-1} + b_z), \\
    \tilde{h}_t &= \tanh(W x_t + U (r_t \odot h_{t-1}) + b), \\
    h_t &= (1 - z_t) \odot h_{t-1} + z_t \odot \tilde{h}_t.
\end{align*}
\]
Table 1.1: Summary of thesis contributions.

<table>
<thead>
<tr>
<th>Deep Generative Models</th>
<th>Applications in Vision and Language Intelligence</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBN (Gan et al., 2015c)</td>
<td>Binary image modeling</td>
</tr>
<tr>
<td>DPFA (Gan et al., 2015d)</td>
<td>Topic modeling</td>
</tr>
<tr>
<td>TSBN (Gan et al., 2015b)</td>
<td>Motion capture synthesis, Dynamic topic modeling</td>
</tr>
<tr>
<td>SCN (Gan et al., 2016b)</td>
<td>Visual captioning</td>
</tr>
<tr>
<td>TriangleGAN (Gan et al., 2017f)</td>
<td>Face image editing, Image-to-image translation</td>
</tr>
</tbody>
</table>

It has been shown that the GRU can achieve similar performances compared with LSTM in the task of sequence modeling (Chung et al., 2014).

**Variants** Each of the three RNN architectures considered above can be expanded to the Bidirectional RNN and the Multilayer RNN (also known as the *stacked* or *deep* RNN). A Bidirectional RNN (Graves, 2013) consists of two RNNs that are run in parallel: one on the input sequence and the other on the reverse of the input sequence. At each time step, the hidden state of the bidirectional RNN is the concatenation of the forward and backward hidden states. In Multilayer RNNs, the hidden state of an RNN unit in layer $\ell$ is used as input to the RNN unit in layer $\ell + 1$ in the same time step (Graves, 2013). The idea here is to let the higher layers capture longer-term dependencies of the input sequence.

### 1.2 Thesis Contribution

The contributions of this dissertation is summarized in Table 1.1. The first three models are all based on SBNs, which focus on modeling the data distribution $p(x)$ in one domain. The fourth model is based on RNN, while the fifth model is based on GAN. These latter two both focus on modeling the joint distribution $p(x, y)$ in two related domains. Below, I will briefly review each individual model listed in Table 1.1.
1.2.1 Deep Generative Models for Binary Image Data

Deep directed generative models are developed. The multi-layered model is designed by stacking sigmoid belief networks, with sparsity-encouraging priors placed on the model parameters. Learning and inference of layer-wise model parameters are implemented in a Bayesian setting. By exploring the idea of data augmentation and introducing auxiliary Pólya-Gamma variables, simple and efficient Gibbs sampling and mean-field variational Bayes (VB) inference are implemented. To address large-scale datasets, an online version of VB is also developed. Experimental results are presented for three publicly available datasets: MNIST, Caltech 101 Silhouettes and OCR letters.

1.2.2 Deep Generative Models for Documents

A new framework for topic modeling is developed, based on deep graphical models, where interactions between topics are inferred through deep latent binary hierarchies. The proposed multi-layer model employs a deep sigmoid belief network or restricted Boltzmann machine, the bottom binary layer of which selects topics for use in a Poisson factor analysis model. Under this setting, topics live on the bottom layer of the model, while the deep specification serves as a flexible prior for revealing topic structure. Scalable inference algorithms are derived by applying Bayesian conditional density filtering algorithm, in addition to extending recently proposed work on stochastic gradient thermostats. Experimental results on several corpora show that the proposed approach readily handles very large collections of text documents, infers structured topic representations, and obtains superior test perplexities when compared with related models.
1.2.3 Deep Generative Models for Sequential Data

Deep dynamic generative models are developed to learn sequential dependencies in time-series data. The multi-layered model is designed by constructing a hierarchy of temporal sigmoid belief networks (TSBNs), defined as a sequential stack of sigmoid belief networks (SBNs). Each SBN has a contextual hidden state, inherited from the previous SBNs in the sequence, and is used to regulate its hidden bias. Scalable learning and inference algorithms are derived by introducing a recognition model that yields fast sampling from the variational posterior. This recognition model is trained jointly with the generative model, by maximizing its variational lower bound on the log-likelihood. Experimental results on bouncing balls, polyphonic music, motion capture, and text streams show that the proposed approach achieves state-of-the-art predictive performance, and has the capacity to synthesize various sequences.

1.2.4 Deep Generative Models for Visual Captioning

A Semantic Compositional Network (SCN) is developed for image captioning, in which semantic concepts (i.e., tags) are detected from the image, and the probability of each tag is used to compose the parameters in a long short-term memory (LSTM) network. The SCN extends each weight matrix of the LSTM to an ensemble of tag-dependent weight matrices. The degree to which each member of the ensemble is used to generate an image caption is tied to the image-dependent probability of the corresponding tag. In addition to captioning images, we also extend the SCN to generate captions for video clips. We qualitatively analyze semantic composition in SCNs, and quantitatively evaluate the algorithm on three benchmark datasets: COCO, Flickr30k, and Youtube2Text. Experimental results show that the proposed method significantly outperforms prior state-of-the-art approaches, across multiple evaluation metrics.
A Triangle Generative Adversarial Network (Δ-GAN) is developed for semi-supervised cross-domain joint distribution matching, where the training data consists of samples from each domain, and supervision of domain correspondence is provided by only a few paired samples. Δ-GAN consists of four neural networks, two generators and two discriminators. The generators are designed to learn the two-way conditional distributions between the two domains, while the discriminators implicitly define a ternary discriminative function, which is trained to distinguish real data pairs and two kinds of fake data pairs. The generators and discriminators are trained together using adversarial learning. Under mild assumptions, in theory the joint distributions characterized by the two generators concentrate to the data distribution. In experiments, three different kinds of domain pairs are considered, image-label, image-image and image-attribute pairs. Experiments on semi-supervised image classification, image-to-image translation and attribute-based image generation demonstrate the superiority of the proposed approach.
In this chapter, I will present sigmoid belief networks for representation learning. Both Gibbs sampling and mean-field variational approximation are implemented for efficient learning and inference in a fully Bayesian setup, by using the idea of data augmentation.

2.1 Introduction

The Deep Belief Network (DBN) (Hinton et al., 2006) and Deep Boltzmann Machine (DBM) (Salakhutdinov and Hinton, 2009a) are two popular deep probabilistic generative models that provide state-of-the-art results in many problems. These models contain many layers of hidden variables, and utilize an undirected graphical model called the Restricted Boltzmann Machine (RBM) (Hinton, 2002) as the building block. A nice property of the RBM is that gradient estimates on the model parameters are relatively quick to calculate, and stochastic gradient descent provides relatively efficient inference. However, evaluating the probability of a data point under an RBM is nontrivial due to the computationally intractable partition function, which has to be estimated, for example using an annealed importance sampling
A directed graphical model that is closely related to these models is the Sigmoid Belief Network (SBN) (Neal, 1992). The SBN has a fully generative process and data are readily generated from the model using ancestral sampling. However, it has been noted that training a deep directed generative model is difficult, due to the “explaining away” effect. Hinton et al. (2006) tackle this problem by introducing the idea of “complementary priors” and show that the RBM provides a good initialization to the DBN, which has the same generative model as the SBN for all layers except the two top hidden layers. In the work presented here we directly deal with training and inference in SBNs (without RBM initialization), using recently developed methods in the Bayesian statistics literature.

Previous work on SBNs utilizes the ideas of Gibbs sampling (Neal, 1992) and mean field approximations (Saul et al., 1996). Recent work focuses on extending the wake-sleep algorithm (Hinton et al., 1995b) to training fast variational approximations for the SBN (Mnih and Gregor, 2014). However, almost all previous work assumes no prior on the model parameters which connect different layers. An exception is the work of Kingma and Welling (2013), but this is mentioned as an extension of their primary work. Previous Gibbs sampling and variational inference procedures are implemented only on the hidden variables, while gradient ascent is employed to learn good model parameter values. The typical regularization on the model parameters is early stopping and/or $\ell^2$ regularization. In an SBN, the model parameters are not straightforwardly locally conjugate, and therefore fully Bayesian inference has been difficult.

The work presented here provides a method for placing priors on the model parameters, and presents a simple Gibbs sampling algorithm, by extending recent work on data augmentation for Bayesian logistic regression (Polson et al., 2013a). More specifically, a set of Pólya-Gamma variables are used for each observation, to re-
formulate the logistic likelihood as a scale mixture, where each mixture component is conditionally normal with respect to the model parameters. Efficient mean-field variational learning and inference are also developed, to optimize a data-augmented variational lower bound; this approach can be scaled up to large datasets. Utilizing these methods, sparsity-encouraging priors are placed on the model parameters and the posterior distribution of model parameters is estimated (not simply a point estimate). Based on extensive experiments, we provide a detailed analysis of the performance of the proposed method.

2.2 Model formulation

2.2.1 Sigmoid Belief Networks

Assume we have $N$ binary visible vectors, the $n$th of which is denoted $v_n \in \{0, 1\}^J$. As described in Section 1.1.2, an SBN is a Bayesian network that models each $v_n$ in terms of binary hidden variables $h_n \in \{0, 1\}^K$ and weights $W \in \mathbb{R}^{J \times K}$ as

\[
p(v_{jn} = 1 | w_j, h_n, c_j) = \sigma(w_j^T h_n + c_j)
\]  
\[
p(h_{kn} = 1 | b_k) = \sigma(b_k),
\]

where $\sigma(\cdot)$ is the logistic function defined as $\sigma(x) = 1/(1+\exp(-x))$, $v_n = [v_{1n}, \ldots, v_{jn}]^\top$, $h_n = [h_{1n}, \ldots, h_{Kn}]^\top$, $W = [w_1, \ldots, w_J]^\top$, $c = [c_1, \ldots, c_J]^\top$ and $b = [b_1, \ldots, b_K]^\top$ are bias terms.

2.2.2 Autoregressive Structure

Instead of assuming that the visible variables in an SBN are conditionally independent given the hidden units, a more flexible model can be built by using an autoregressive structure. The autoregressive sigmoid belief network (ARSBN) (Gregor et al., 2014) is an SBN with within-layer dependency captured by a fully connected directed acyclic graph, where each unit $x_j$ can be predicted by its parent units $x_{<j}$,
defined as \( \{x_1, \ldots, x_{j-1}\} \). To be specific,

\[
p(v_{jn} = 1|h_n, v_{<j,n}) = \sigma(w_j^T h_n + s_{j,<j}^T v_{<j,n} + c_j) \tag{2.3}
\]

\[
p(h_{kn} = 1|h_{<k,n}) = \sigma(u_{k,<k}^T h_{<k,n} + b_k), \tag{2.4}
\]

where \( S = [s_1, \ldots, s_j]^T \) and \( U = [u_1, \ldots, u_K]^T \) are a lower triangular matrix that contains the autoregressive weights within layers, while \( W \) is utilized to capture the dependencies between different layers. If no hidden layer exists, we obtain the fully visible sigmoid belief network (Frey, 1998), in which accurate probabilities of test data points can be calculated.

In the work presented here, only stochastic autoregressive layers are considered, while Gregor et al. (2014) further explore the utilization of deterministic hidden layers. Furthermore, instead of using the simple linear autoregressive structure, one can increase the representational power of the model by using more-complicated autoregressive models, such as the work by Larochelle and Murray (2011), where each conditional \( p(v_{jn}|v_{<j,n}) \) is modeled by a neural network.

### 2.2.3 Deep Sigmoid Belief Networks

Similar to the way in which deep belief networks and deep Boltzmann machines build hierarchies, one can stack additional hidden layers to obtain a fully directed deep sigmoid belief network (DSBN). Consider a deep model with \( L \) layers of hidden variables. To generate a sample, we begin at the top, layer \( L \). For each layer below, activation \( h^{(l)} \) is formed by a sigmoid transformation of the layer above \( h^{(l+1)} \) weighted by \( W^{(l+1)} \). We repeat this process until the observation is reached. Therefore, the complete generative model can be written as

\[
p(v_n, h_n) = p(v_n|h_n^{(1)})p(h_n^{(L)}) \prod_{l=1}^{L-1} p(h_n^{(l)}|h_n^{(l+1)}).
\]
Let \( \{h_{1n}^{(l)}, h_{2n}^{(l)}, \ldots, h_{Kn}^{(l)}\} \) represent the set of hidden units for observation \( n \) in layer \( l \). For the top layer, the prior probability can be written as \( p(h_{kn}^{(L)} = 1) = \sigma(c_k^{(L+1)}) \), where \( c_k^{(L+1)} \in \mathbb{R} \). Defining \( v_n = h_n^{(0)} \), conditioned on the hidden units \( h_n^{(l)} \), the hidden units at layer \( l - 1 \) are drawn from

\[
p(h_{kn}^{(l-1)}|h_n^{(l)}) = \sigma((w_k^{(l)})^\top h_n^{(l)} + c_k^{(l)}),
\]

(2.6)

where \( W^{(l)} = [w_1^{(l)}, \ldots, w_{K_{l-1}}^{(l)}]^\top \) connects layers \( l \) and \( l - 1 \) and \( c^{(l)} = [c_1^{(l)}, \ldots, c_{K_{l-1}}^{(l)}]^\top \) is the bias term.

Figure 2.1 shows the graphical model for the deep SBN with autoregressive structure. \( S^{(l)} \) and \( U \) contain the autoregressive weights within layers, while \( W^{(l)} \) is utilized to capture the dependencies between different layers.

2.2.4 Bayesian sparsity shrinkage prior

The learned features are often expected to be sparse. In imagery, for example, features learned at the bottom layer tend to be localized, oriented edge filters which are similar to the Gabor functions known to model V1 cell receptive fields (Lee et al., 2008).

Under the Bayesian framework, sparsity-encouraging priors can be specified in a
principled way. Some canonical examples are the spike-and-slab prior, the Student’s-
t prior, the double exponential prior and the horseshoe prior (see Polson and Scott
(2012) for a discussion of these priors). The three parameter beta normal (TPBN)
prior (Armagan et al., 2011), a typical global-local shrinkage prior, has demonstrated
better (mixing) performance than the aforementioned priors, and thus is employed
in this paper. The TPBN shrinkage prior can be expressed as scale mixtures of
normals. If $W_{jk} \sim \text{TPBN}(a, b, \phi)$, where $j = 1, \ldots, J, k = 1, \ldots, K$, (leaving off the
dependence on the layer $l$, for notational convenience) then

$$W_{jk} \sim N(0, \zeta_{jk}), \quad \zeta_{jk} \sim \text{Gamma}(a, \xi_{jk}), \quad \xi_{jk} \sim \text{Gamma}(b, \phi_k),$$

$$\phi_k \sim \text{Gamma}(1/2, \omega), \quad \omega \sim \text{Gamma}(1/2, 1).$$

When $a = b = \frac{1}{2}$, the TPBN recovers the horseshoe prior. For fixed values of $a$ and
$b$, decreasing $\phi$ encourages more support for stronger shrinkage. In high-dimensional
settings, $\phi$ can be fixed at a reasonable value to reflect an appropriate expected
sparsity rather than inferring it from data.

Finally, to build up the fully generative model, commonly used isotropic normal
prior are imposed on the bias term $b$ and $c$, i.e. $b \sim N(0, \nu_b I_K), c \sim N(0, \nu_c I_J)$.

Note that when performing model learning, we truncate the number of hidden
units at each layer at $K$, which may be viewed as an upper bound within the model
on the number of units at each layer. With the aforementioned shrinkage on $W$, the
model has the capacity to infer the subset of units (possibly less than $K$) actually
needed to represent the data.

### 2.3 Learning and inference

In this section, Gibbs sampling and mean field variational inference are derived for
the sigmoid belief networks, based on data augmentation. From the perspective of
learning, we desire distributions on the model parameters \( \{W^{(l)}\} \) and \( \{c^{(l)}\} \), and distributions on the data-dependent \( \{h_n^{(l)}\} \) are desired in the context of inference. The extension to ARSBN is straightforward and hence omitted. We again omit the layer index \( l \) in the discussion below.

2.3.1 Gibbs sampling

Define \( V = [v_1, \ldots, v_N] \) and \( H = [h_1, \ldots, h_N] \). From recent work for the Pólya-Gamma data augmentation strategy (Polson et al., 2013a), that is, if \( \gamma \sim \text{PG}(b, 0) \), \( b > 0 \), then

\[
\frac{(e^{\psi})^a}{(1 + e^{\psi})^b} = 2^{-b} e^{a \psi} \int_0^\infty e^{-\gamma \psi^2/2} p(\gamma) d\gamma, \tag{2.8}
\]

where \( \kappa = a - b/2 \). Properties of the Pólya-Gamma variables are summarized in Section 2.7.1. Therefore, the data-augmented joint posterior of the SBN model can be expressed as

\[
p(W, H, b, c, \gamma^{(0)}, \gamma^{(1)} | V) \tag{2.9}
\]

\[
\propto \exp \left\{ \sum_{j,n} (v_{jn} - \frac{1}{2})(w_j^\top h_n + c_j) - \frac{1}{2} \gamma_{jn}^{(0)} (w_j^\top h_n + c_j)^2 \right\}
\]

\[
\cdot \exp \left\{ \sum_{k,n} (h_{kn} - \frac{1}{2})b_k - \frac{1}{2} \gamma_k^{(1)} b_k^2 \right\} \cdot p_0(\gamma^{(0)}, \gamma^{(1)}, W, b, c),
\]

where \( \gamma^{(0)} \in \mathbb{R}^{J \times N} \) and \( \gamma^{(1)} \in \mathbb{R}^K \) are augmented random variables drawn from the Pólya-Gamma distribution. The term \( p_0(\gamma^{(0)}, \gamma^{(1)}, W, b, c) \) contains the prior information of the random variables within. Let \( p(\cdot | -) \) represent the conditional distribution given other parameters fixed, then the conditional distributions used in the Gibbs sampling are as follows.
For $\gamma^{(0)}, \gamma^{(1)}$: The conditional distribution of $\gamma^{(0)}$ is
\[
p(\gamma_{jn}^{(0)}|\cdot) \propto \exp \left(-\frac{1}{2} \gamma_{jn}^{(0)} (w_j^\top h_n + c_j)^2 \right) \cdot \text{PG}(\gamma_{jn}^{(0)}|1, 0)
\]
\[= \text{PG}(1, w_j^\top h_n + c_j), \tag{2.10}\]
where $\text{PG}(\cdot, \cdot)$ represents the Pólya-Gamma distribution. Similarly, we can obtain $p(\gamma^{(1)}_k|\cdot) = \text{PG}(1, b_k)$.

To draw samples from the Pólya-Gamma distribution, two strategies are utilized:
(i) using rejection sampling to draw samples from the closely related exponentially tilted Jacobi distribution (Polson et al., 2013a); (ii) using a truncated sum of random variables from the Gamma distribution and then match the first moment to keep the samples unbiased (Zhou et al., 2012b). Typically, a truncation level of 20 works well in practice.

For $H$: The sequential update of the local conditional distribution of $H$ is
\[p(h_{kn}|\cdot) = \text{Ber}(\sigma(d_{kn})), \tag{2.11}\]
where
\[d_{kn} = b_k + w_k^\top v_n - \frac{1}{2} \sum_{j=1}^J (w_{jk} + \gamma_{jn}^{(0)} (2\psi_{jn}^k w_{jk} + w_{jk}^2)) \]
where $\psi_{jn}^k = w_j^\top h_n - w_{jk} h_{kn} + c_j$. Note that $w_k$ and $w_j$ represent the $k$th column and the transpose of the $j$th row of $W$, respectively. The difference between an SBN and an RBM can be seen more clearly from the sequential update. Specifically, in an RBM, the update of $h_{kn}$ only contains the first two terms, which implies the update of the $h_{kn}$ are independent of each other. In the SBN, the existence of the third term demonstrates clearly the posterior dependencies between hidden units. Although the rows of $H$ are correlated, the columns of $H$ are independent, therefore the sampling of $H$ is still efficient.

For $W$: The prior is a TPBN shrinkage prior with $p_0(w_j) = N(0, \text{diag}(\zeta_j))$, then
we have $p(w_j|\cdot) = N(\mu_j, \Sigma_j)$, where

$$\Sigma_j = \left[ \sum_{n=1}^{N} \gamma_{jn}^{(0)} h_n h_n^T + \text{diag}((\zeta_j^{-1})_n) \right]^{-1},$$ \hfill (2.12)

$$\mu_j = \Sigma_j \left[ \sum_{n=1}^{N} (v_{jn} - \frac{1}{2} - c_j \gamma_{jn}^{(0)}) h_n \right].$$ \hfill (2.13)

The update of the bias term $b$ and $c$ are similar to the above equation.

For TPBN shrinkage: One advantage of this hierarchical shrinkage prior is the full local conjugacy that allows the Gibbs sampling easily implemented. Specifically, the following posterior conditional distribution can be achieved: (1) $\zeta_{jk}|\cdot \sim \text{GIG}(0, 2\epsilon_{jk}, W_{jk}^2)$; (2) $\xi_{jk}|\cdot \sim \text{Gamma}(1, \zeta_{jk} + \phi_k)$; (3) $\phi_k|\cdot \sim \text{Gamma}(\frac{1}{2}J + \frac{1}{2}, \omega + \sum_{j=1}^{J} \xi_{jk})$; (4) $\omega|\cdot \sim \text{Gamma}(\frac{1}{2}K + \frac{1}{2}, 1 + \sum_{k=1}^{K} \phi_k)$, where $\text{GIG}$ denotes the generalized inverse Gaussian distribution.

2.3.2 Mean field variational Bayes

Using the VB inference with the traditional mean field assumption, we approximate the posterior distribution with $Q = \prod_{j,k} q_{jk}(w_{jk}) \prod_{j,n} q_{hn}(h_{jn}) q_{jn}(\gamma_{jn}^{(0)})$; for notational simplicity the terms concerning $b, c, \gamma^{(1)}$ and the parameters of the TPBN shrinkage prior are omitted. The variational lower bound can be obtained as

$$\mathcal{L} = \langle \log p(V|W, H, c) \rangle + \langle \log p(W) \rangle + \langle \log p(H|b) \rangle$$

$$- \langle \log q(W) \rangle - \langle \log q(H) \rangle,$$ \hfill (2.14)

where $\langle \cdot \rangle$ represents the expectation w.r.t. the variational approximate posterior.

Note that $\langle \log p(V|\cdot) \rangle = \sum_{j,n} \langle \log p(v_{jn}|\cdot) \rangle$, and each term inside the summation can be further lower bounded by using the augmented Pólya-Gamma variables. Specifically, defining $\psi_{jn} = w_{j}^T h_n + c_j$, we can obtain

$$\langle \log p(v_{jn}|\cdot) \rangle \geq -\log 2 + (v_{jn} - 1/2) \langle \psi_{jn} \rangle$$

$$- \frac{1}{2} \langle \gamma_{jn}^{(0)} \rangle \langle \psi_{jn}^2 \rangle + \langle \log p_0(\gamma_{jn}^{(0)}) \rangle - \langle \log q(\gamma_{jn}^{(0)}) \rangle,$$ \hfill (2.15)
by using (2.8) and Jensen’s inequality. Therefore, the new lower bound \( L' \) can be achieved by substituting (2.15) into (4.6). Note that this is a looser lower bound compared with the original lower bound \( L \), due to the data augmentation. However, closed-form coordinate ascent update equations can be obtained, shown below.

**For \( \gamma^{(0)}, \gamma^{(1)} \):** optimizing \( L' \) over \( q(\gamma_{jn}^{(0)}) \), we have

\[
q(\gamma_{jn}^{(0)}) \propto \exp \left( -\frac{1}{2} \gamma_{jn}^{(0)} \langle \psi_{jn}^2 \rangle \right) \cdot \text{PG}(\gamma_{jn}^{(0)}|1,0) = \text{PG} \left( 1, \sqrt{\langle \psi_{jn}^2 \rangle} \right).
\] (2.16)

Similarly, we can obtain \( p(\gamma_k^{(1)}|\cdot) = \text{PG}(1, \sqrt{\langle b_k^2 \rangle}) \). In the update of other variational parameters, only the expectation of \( \gamma_{jn}^{(0)} \) is needed, which can be calculated by

\[
\langle \gamma_{jn}^{(0)} \rangle = \frac{1}{2 \sqrt{\langle \psi_{jn}^2 \rangle}} \tanh \left( \frac{\sqrt{\langle \psi_{jn}^2 \rangle}}{2} \right).
\]

The variational distribution for other parameters are in the exponential family, hence the update equations can be derived from the Gibbs sampling, which are straightforward and provided in Section 2.7.2.

In order to calculate the variational lower bound, the augmented Pólya-Gamma variables are integrated out, and the expectation of the logistic likelihood under the variational distribution is estimated by Monte Carlo integration algorithm. In the experiments 10 samples are used and were found sufficient in all cases considered.

The computational complexity of the above inference is \( \mathcal{O}(NK^2) \), where \( N \) is the total number of training data points. Every iteration of VB requires a full pass through the dataset, which can be slow when applied to large datasets. Therefore, an online version of VB inference is developed, building upon the recent online implementation of latent Dirichlet allocation (Hoffman et al., 2013a). In online VB, stochastic optimization is applied to the variational objective. The key observation is that the coordinate ascent updates in VB precisely correspond to the natural gradient of the variational objective. To implement online VB, we subsample the data,
compute the gradient estimate based on the subsamples and follow the gradient with a decreasing step size.

2.3.3 Learning deep networks using SBNs

Once one layer of the deep network is trained, the model parameters in that layer are frozen (at the mean of the inferred posterior) and we can utilize the inferred hidden units as the input “data” for the training of the next higher layer. This greedy layer-wise pre-training algorithm has been shown to be effective for DBN (Hinton et al., 2006) and DBM (Salakhutdinov and Hinton, 2009a) models, and is guaranteed to improve the data likelihood under certain conditions. In the training of a deep SBN, the same strategy is employed. After finishing pre-training (sequentially for all the layers), we then “un-freeze” all the model parameters, and implement global training (refinement), in which parameters in the higher layer now can also affect the update of parameters in the lower layer.

Discriminative fine-tuning (Salakhutdinov and Hinton, 2009a) is implemented in the training of DBM by using label information. In the work presented here for the SBN, we utilize label information (when available) in a multi-task learning setting (like in Bengio et al. (2013)), where the top-layer hidden units are generated by multiple sets of bias terms, one for each label, while all the other model parameters and hidden units below the top layer are shared. This multi-task learning is only performed when generating samples from the model.

2.4 Related work

The SBN was proposed by Neal (1992), and in the original paper a Gibbs sampler was proposed to do inference. A natural extension to a variational approximation algorithm was proposed by Saul et al. (1996), using the mean field assumption. A Gaussian-field (Barber and Sollich, 1999) approach was also used for inference, by
making Gaussian approximations to the unit input. However, due to the fact that the model is not locally conjugate, all the methods mentioned above are only used for inference of distributions on the hidden variables $H$, and typically model parameters $W$ are learned by gradient descent.

Another route to do inference on SBNs are based on the idea of Helmholtz machines (Dayan et al., 1995), which are multi-layer belief networks with recognition models, or inference networks. These recognition models are used to approximate the true posterior. The wake-sleep algorithm (Hinton et al., 1995b) was first proposed to do inference on such recognition models. Recent work focuses on training the recognition models by maximizing a variational lower bound on the marginal log likelihood (Mnih and Gregor, 2014; Gregor et al., 2014; Kingma and Welling, 2013; Rezende et al., 2014).

In the work reported here, we focus on providing a fully Bayesian treatment on the “global” model parameters and the “local” data-dependent hidden variables. An advantage of this approach is the ability to impose shrinkage-based (near) sparsity on the model parameters. This sparsity helps regularize the model, and also aids in interpreting the learned model. The idea of Pólya-Gamma data augmentation was first proposed to do inference on Bayesian logistic regression (Polson et al., 2013a), and later extended to the inference of negative binomial regression (Zhou et al., 2012b), logistic-normal topic models (Chen et al., 2013), and discriminative relational topic models (Chen et al., 2014a). The work reported here serves as another application of this data augmentation strategy, and a first implementation of analysis of a deep-learning model in a fully Bayesian framework.

2.5 Experiments

We present experimental results on three publicly available binary datasets: MNIST, Caltech 101 Silhouettes, and OCR letters. To assess the performance of SBNs trained
using the proposed method, we show the samples generated from the model and report the average log probability that the model assigns to a test datum.

2.5.1 Experiment setup

For all the experiments below, we consider a one-hidden-layer SBN with $K = 200$ hidden units, and a two-hidden-layer SBN with each layer containing $K = 200$ hidden units. The autoregressive version of the model is denoted ARSBN. The fully visible sigmoid belief network without any hidden units is denoted FVSBN.

The SBN model is trained using both Gibbs sampling and mean field VB, as well as the proposed online VB method. The learning and inference discussed above is almost free of parameter tuning; the hyperparameters settings are given in Section 2. Similar reasonable settings on the hyperparameters yield essentially identical results. The hidden units are initialized randomly and the model parameters are initialized using an isotropic normal with standard deviation 0.1. The maximum number of iterations for VB inference is set to 40, which is large enough to observe convergence. Gibbs sampling used 40 burn-in samples and 100 posterior collection samples; while this number of samples is clearly too small to yield sufficient mixing and an accurate representation of the posteriors, it yields effective approximations to parameter means, which are used when presenting results. For online VB, the mini-
batch size is set to 5000 with a fixed learning rate of 0.1. Local parameters were updated using 4 iterations per mini-batch, and results are shown over 20 epochs.

The properties of the deep model were explored by examining $E_p(v|h^{(2)})[v]$. Given the second hidden layer, the mean was estimated by using Monte Carlo integration. Given $h^{(2)}$, we sample $h^{(1)} \sim p(h^{(1)}|h^{(2)})$ and $v \sim p(v|h^{(1)})$, repeat this procedure 1000 times to obtain the final averaged synthesized samples.

The test data log probabilities under VB inference are estimated using the variational lower bound. Evaluating the log probability using the Gibbs output is difficult. For simplicity, the harmonic mean estimator is utilized. As the estimator is biased (Wallach et al., 2009), we refer to the estimate as an upper bound.

ARSBN requires that the observation variables are put in some fixed order. In the experiments, the ordering was simply determined by randomly shuffling the observation vectors, and no optimization of the ordering was tried. Repeated trials with different random orderings gave empirically similar results.
2.5.2 Binarized MNIST dataset

We conducted the first experiment on the MNIST digit dataset which contains 60,000 training and 10,000 test images of ten handwritten digits (0 to 9), with $28 \times 28$ pixels. The binarized version of the dataset is used according to Murray and Salakhutdinov (2009). Analysis was performed on 10,000 randomly selected training images for Gibbs and VB inference. We also examine the online VB on the whole training set.

The results for MNIST, along with baselines from the literature are shown in Table 2.1. We report the log probability estimates from our implementation of Gibbs sampling, VB and online VB using both the SBN and ARSBN model. “Dim” represents the number of hidden units in each layer, starting with the bottom one. ($\Rightarrow$) taken from . SBN.multi denotes SBN trained in the multi-task learning setting.

First, we examine the performance in a low-dimensional model, with $K = 25$, and the results are shown in Table 2.1. All VB methods give similar results, so only the result from the online method is shown for brevity. VB SBN shows improved performance over an RBM in this size model (Salakhutdinov and Murray, 2008).

Next, we explore an SBN with $K = 200$ hidden units. Our methods achieve similar performance to the Neural Varitional Inference and Learning (NVIL) algorithm (Mnih and Gregor, 2014), which is the current state of the art for training SBNs.

Using a second hidden layer, also with size 200, gives performance improvements in all algorithms. In VB there is an improvement of 3 nats for the SBN model when a second layer is learned. Furthermore, the VB ARSBN method gives a test log probability of $-101.19$. The current state of the art on this size deep sigmoid belief network is the NVIL algorithm with $-99.8$, which is quantitatively similar to our results. The online VB implementation gives lower bounds comparable to the batch VB, and will scale better to larger data sizes.

The TPBN prior infers the number of units needed to represent the data. The
Figure 2.3: The impact of the number of hidden units on the average variational lower bound of test data under the one-hidden-layer SBN.

impact on the number of hidden units on the test set performance is shown in Figure 2.3. The models learned using 100, 200 and 500 hidden units achieve nearly identical test set performance, showing that our methods are not overfitting the data as the number of units increase. All models with $K > 100$ typically utilize 81 features. Thus, the TPBN prior gives “tuning-free” selection on the hidden layer size $K$. The learned features are shown in Figure 2.2. These features are sparse and consistent with results from sparse features learning algorithms (Lee et al., 2008).

The generated samples for MNIST are presented in Figure 2.2. The synthesized digits appear visually good and match the true data well.

We further demonstrate the ability of the model to predict missing data. For each test image, the lower half of the digit is removed and considered as missing data. Reconstructions are shown in Figure 2.4, and the model produces good completions. Because the labels of the images are uncertain when they are partially observed, the model can generate different digits than the true digit (see the transition from 9 to 0, 7 to 9 etc.).
2.5.3 Caltech 101 Silhouettes dataset

The second experiment is based on the Caltech 101 Silhouettes dataset (Marlin et al., 2010), which contains 6364 training images and 2307 test images. Estimated log probabilities are reported in Table 2.2.

In this dataset, adding the second hidden layer to the VB SBN greatly improves the lower bound. Figure 2.6 demonstrates the effect of the deep model on learning. The first hidden layer improves the lower bound quickly, but saturates. When the second hidden layer is added, the model once again improves the lower bound on the test set. Global training (refinement) further enhances the performance. The two-layer model does a better job capturing the rich structure in the 101 total categories.
Table 2.2: Log probability of test data on Caltech 101 Silhouettes dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dim</th>
<th>Test log-prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBN (VB)</td>
<td>200</td>
<td>−136.84</td>
</tr>
<tr>
<td>SBN (VB)</td>
<td>200–200</td>
<td>−125.60</td>
</tr>
<tr>
<td>FVSBN (VB)</td>
<td>–</td>
<td>−96.40</td>
</tr>
<tr>
<td>ARSBN (VB)</td>
<td>200</td>
<td>−96.78</td>
</tr>
<tr>
<td>ARSBN (VB)</td>
<td>200–200</td>
<td>−97.57</td>
</tr>
<tr>
<td>RBM (Cho et al., 2013)</td>
<td>500</td>
<td>−114.75</td>
</tr>
<tr>
<td>RBM (Cho et al., 2013)</td>
<td>4000</td>
<td>−107.78</td>
</tr>
</tbody>
</table>

For the simple dataset (MNIST with 10 categories, OCR letters with 26 categories, discussed below), this large gap is not observed.

Remarkably, our implementation of FVSBN beats the state-of-the-art results on this dataset (Cho et al., 2013) by 10 nats. Figure 2.5 shows samples drawn from the trained model; different shapes are synthesized and appear visually good.

2.5.4 OCR letters dataset

The OCR letters dataset contains $16 \times 8$ binary pixel images of 26 letters in the English alphabet. The dataset is split into 42,152 training and 10,000 test examples. Results are reported in Table 2.3. The proposed ARSBN with $K = 200$ hidden units achieves a lower bound of $−37.97$. The state-of-the-art here is a DBM with
Table 2.3: Log probability of test data on OCR letters dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dim</th>
<th>Test log-prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBN (online VB)</td>
<td>200</td>
<td>−48.71</td>
</tr>
<tr>
<td>SBN (VB)</td>
<td>200</td>
<td>−48.20</td>
</tr>
<tr>
<td>SBN (VB)</td>
<td>200 − 200</td>
<td>−47.84</td>
</tr>
<tr>
<td>FVSBN (VB)</td>
<td>−</td>
<td>−39.71</td>
</tr>
<tr>
<td>ARSBN (VB)</td>
<td>200</td>
<td>−37.97</td>
</tr>
<tr>
<td>ARSBN (VB)</td>
<td>200 − 200</td>
<td>−38.56</td>
</tr>
<tr>
<td>SBN (Gibbs)</td>
<td>200</td>
<td>−40.95</td>
</tr>
<tr>
<td>DBM (Salakhutdinov and Larochelle, 2010)</td>
<td>2000 − 2000</td>
<td>−34.24</td>
</tr>
</tbody>
</table>

2000 hidden units in each layer (Salakhutdinov and Larochelle, 2010). Our model gives results that are only marginally worse using a network with 100 times fewer connections.

2.6 Discussion

A simple and efficient Gibbs sampling algorithm and mean field variational Bayes approximation are developed for learning and inference of model parameters in the sigmoid belief networks. This has been implemented in a novel way by introducing auxiliary Pólya-Gamma variables. Several encouraging experimental results have been presented, enhancing the idea that the deep learning problem can be efficiently tackled in a fully Bayesian framework.

While this work has focused on binary observations, one can model real-valued data by building latent binary hierarchies as employed here, and touching the data at the bottom layer by a real-valued mapping, as has been done in related RBM models (Salakhutdinov et al., 2013). Furthermore, the logistic link function is typically utilized in the deep learning literature. The probit function and the rectified linearity are also considered in the nonlinear Gaussian belief network (Frey and Hinton, 1999). Under the Bayesian framework, by using data augmentation (Polson et al., 2011), the max-margin link could be utilized to model the non-linearities between layers when training a deep model.
2.7 Supplementary Material

2.7.1 Properties of Pólya-Gamma distribution

A random variable $X$ has a Pólya-Gamma distribution (Polson et al., 2013a) with parameters $b > 0$ and $c \in \mathbb{R}$, denoted $X \sim \text{PG}(b,c)$, if

$$X = \frac{1}{2\pi^2} \sum_{k=1}^{\infty} \frac{g_k}{(k - 1/2)^2 + c^2/(4\pi^2)},$$

where each $g_k \sim \text{Ga}(b, 1)$ is an independent gamma random variable. We have

$$\mathbb{E}[X] = \frac{b}{2c} \tanh(c/2) = \frac{b}{2c} \left(\frac{e^c - 1}{e^c + 1}\right).$$

A key observation is that binomial likelihoods parametrized by log-odds can be written as mixtures of Gaussians with respect to a Pólya-Gamma distribution. Specifically, if $\gamma \sim \text{PG}(b,0)$, $b > 0$, then

$$\frac{(e^\psi)^a}{(1 + e^\psi)^b} = 2^{-b}e^{\kappa\psi} \int_{0}^{\infty} e^{-\gamma^2/2}p(\gamma)d\gamma,$$

where $\kappa = a - b/2$. And we have $\gamma | \psi \sim \text{PG}(b, \psi)$. Proof is given in Polson et al. (2013a), Section 3.

The generation of the Pólya-Gamma variables is detailed in Polson et al. (2013a), Section 4. Other approximate methods for generation are discussed in the supplemental material of Zhou et al. (2012b) and Chen et al. (2013).

2.7.2 VB update equations

The VB update equations for the SBN model are listed below.

For $\gamma^{(0)}, \gamma^{(1)}$:

$$q(\gamma_j^{(0)}) = \text{PG} \left(1, \sqrt{\langle \mathbf{u}_j^T \mathbf{h}_n + c_j \rangle^2} \right),$$

$$q(\gamma_k^{(1)}) = \text{PG} \left(1, \sqrt{\langle b_k^2 \rangle} \right).$$
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For $H$: $q(h_{kn}) = \text{Ber}(\sigma(d_{kn}))$, where

$$d_{kn} = \langle b_k \rangle + \langle w_k^\top v_n \rangle$$

$$- \frac{1}{2}\sum_{j=1}^J \left( \langle w_{jk} \rangle + \langle \gamma_{jn}^{(0)} \rangle \langle 2\langle \psi_{jn}^k w_{jk} \rangle + \langle w_{jk}^2 \rangle \rangle \right),$$

where $\psi_{jn}^k = w_j^\top h_n - w_{jk}h_{kn} + c_j$.

For $W$: $q(w_j) = N(\mu_j, \Sigma_j)$, where

$$\Sigma_j = \left[ \sum_{n=1}^N \langle \gamma_{jn}^{(0)} \rangle \langle h_n h_n^\top \rangle + \text{diag}(\langle \zeta_j^{-1} \rangle) \right]^{-1},$$

$$\mu_j = \Sigma_j \left[ \sum_{n=1}^N (v_{jn} - \frac{1}{2} - \langle c_j \rangle \langle \gamma_{jn}^{(0)} \rangle \langle h_n \rangle \rangle \right].$$

For TPBN shrinkage:

$$q(\zeta_{jk}) = \text{GIG}(0, 2\langle \xi_{jk} \rangle, \langle W_{jk}^2 \rangle),$$

$$q(\xi_{jk}) = \text{Gamma}(1, \langle \zeta_{jk} \rangle + \langle \phi_k \rangle),$$

$$q(\phi_k) = \text{Gamma} \left( \frac{1}{2} J + \frac{1}{2}, \langle \omega \rangle + \sum_{j=1}^J \langle \xi_{jk} \rangle \right),$$

$$q(\omega) = \text{Gamma} \left( \frac{1}{2} K + \frac{1}{2}, 1 + \sum_{k=1}^K \langle \phi_k \rangle \right).$$
In this chapter, I will present deep Poisson factor analysis for topic modeling. The proposed multi-layer model employs a deep sigmoid belief network or restricted Boltzmann machine, the bottom binary layer of which selects topics for use in a Poisson factor analysis model. Scalable inference algorithms are derived by applying Bayesian conditional density filtering algorithm, and stochastic gradient thermostats.

3.1 Introduction

Considerable research effort has been devoted to developing probabilistic models for documents. In the context of topic modeling, a popular approach is latent Dirichlet allocation (LDA) (Blei et al., 2003), a directed graphical model that aims to discover latent topics (word distributions) in collections of documents that are represented in bag-of-words form. Recent work focuses on linking observed word counts in a document to latent nonnegative matrix factorization, via a Poisson distribution, termed Poisson factor analysis (PFA) (Zhou et al., 2012a). Different choices of priors on the latent nonnegative matrix factorization can lead to equivalent marginal distributions to LDA, as well as to the Focused Topic Model (FTM) of Williamson et al. (2010).
Additionally, hierarchical ("deep") tree-structured topic models have been developed by using structured Bayesian nonparametric priors, including the nested Chinese restaurant process (nCRP) (Blei et al., 2004), and the recently proposed nested hierarchical Dirichlet process (nHDP) (Paisley et al., 2015). The nCRP is limited because it requires that each document select topics from a single path in a tree, while the nHDP allows each document to access the entire tree by defining priors over a base tree. However, the relationship between two paths in these models is only explicitly given on shared parent nodes.

Another alternative for topic modeling is to develop undirected graphical models, such as the Replicated Softmax Model (RSM) (Salakhutdinov and Hinton, 2009b), based on a generalization of the restricted Boltzmann machine (RBM) (Hinton, 2002). Also closely related to the RBM is the neural autoregressive density estimator (DocNADE) (Larochelle and Lauly, 2012), a neural-network-based method, that has been shown to outperform the RSM.

Deep models, such as the Deep Belief Network (DBN) (Hinton et al., 2006), the Deep Boltzmann Machine (DBM) (Salakhutdinov and Hinton, 2009a), and layered Bayesian networks (Kingma and Welling, 2013; Mnih and Gregor, 2014; Rezende et al., 2014; Gan et al., 2015c) are becoming popular, as they consistently obtain state-of-the-art performances on a variety of machine learning tasks. A popular theme in this direction of work is to extend shallow topic models to deep counterparts. In such a setting, documents arise from a cascade of layers of latent variables. For instance, DBNs and DBMs have been generalized to model documents by utilizing the RBM as a building block (Hinton and Salakhutdinov, 2011; Srivastava et al., 2013).

Combining ideas from traditional Bayesian topic modeling and deep models, we propose a new deep generative model for topic modeling, in which the Bayesian PFA is employed to interact with the data at the bottom layer, while the Sigmoid Belief
Network (SBN) (Neal, 1992), a directed graphical model closely related to the RBM, is utilized to build up binary hierarchies. Furthermore, our model is not necessarily restricted to SBN modules, and it is shown how an undirected model such as the RBM can be incorporated into the framework as well.

Compared with the original DBN and DBM, our proposed model: (i) tends to infer a more compact representation of the data, due to the “explaining away” effect described by Hinton et al. (2006); (ii) allows for more direct exploration of the effect of a single deep hidden node through ancestral sampling; and (iii) can be easily incorporated into larger probabilistic models in a modular fashion. Compared with the nCRP and nHDP, our proposed model only infers topics at the bottom layer, but defines a flexible prior to capture high-order relationships between topics via a deep binary hierarchical structure. In practice, this translates into better perplexities and very interesting topic correlations, although not in a tree representation as in nCRP or nHDP.

Another important contribution we present is to develop two scalable Bayesian learning algorithms for our model: one based on the recently proposed Bayesian conditional density filtering (BCDF) algorithm (Guhaniyogi et al., 2014), and the other based on the stochastic gradient Nöse-Hoover thermostats (SGNHT) algorithm (Ding et al., 2014). We extend the SGNHT by introducing additional thermostat variables into the dynamic system, increasing the stability and convergence when compared to the original SGNHT algorithm.

3.2 Model Formulation

3.2.1 Poisson Factor Analysis

Given a discrete matrix $X \in \mathbb{Z}_+^{P \times N}$ containing counts from $N$ documents and $P$ words, Poisson factor analysis (Zhou et al., 2012a) assumes the entries of $X$ are summations of $K < \infty$ latent counts, each produced by a latent factor (in the case
of topic modeling, a hidden topic). We represent \( X \) using the following factor model

\[
X = \text{Pois}(\Phi(\Theta \circ H^{(1)})),
\]

(3.1)

where \( \Phi \) is the factor loading matrix. Each column of \( \Phi, \phi_k \in \triangle_P \), encodes the relative importance of each word in topic \( k \), with \( \triangle_P \) representing the \( P \)-dimensional simplex. \( \Theta \in \mathbb{R}^{K \times N}_+ \) is the factor score matrix. Each column, \( \theta_n \), contains relative topic intensities specific to document \( n \). \( H^{(1)} \in \{0,1\}^{K \times N} \) is a latent binary feature matrix. Each column, \( h^{(1)}_n \), defines a sparse set of topics associated with each document. For the single-layer PFA, the use of the superscript \( (1) \) on \( h^{(1)}_n \) is unnecessary; we introduce this notation here in preparation for the subsequent deep model, for which \( h^{(1)}_n \) will correspond to the associated first-layer latent binary units. The symbol \( \circ \) represents the Hadamard, or element-wise multiplication of two matrices. The factor scores for document \( n \) are \( \theta_n \circ h^{(1)}_n \).

A wide variety of algorithms have been developed by constructing PFAs with different prior specifications (Zhou and Carin, 2015). If \( H^{(1)} \) is an all-ones matrix, LDA is recovered from (3.1) by employing Dirichlet priors on \( \phi_k \) and \( \theta_n \), for \( k = 1,\ldots,K \) and \( n = 1,\ldots,N \), respectively. This version of LDA is referred to as Dir-PFA by Zhou et al. (2012a). For our proposed model, we construct PFAs by placing Dirichlet priors on \( \phi_k \) and gamma priors on \( \theta_n \). This is summarized as,

\[
x_{pn} = \sum_{k=1}^{K} x_{pnm}, \quad x_{pnm} \sim \text{Pois}(\phi_{pk} \theta_{kn} h_{kn}^{(1)}),
\]

(3.2)

with priors specified as \( \phi_k \sim \text{Dir}(a_\phi, \ldots, a_\phi), \theta_{kn} \sim \text{Gamma}(r_k, p_n/(1 - p_n)), r_k \sim \text{Gamma}(\gamma_0, 1/c_0), \) and \( \gamma_0 \sim \text{Gamma}(e_0, 1/f_0) \).

The novelty in our model comes from the prior for the binary feature matrix \( H^{(1)} \). Previously, Zhou and Carin (2015) proposed a beta-Bernoulli process prior on the columns \( \{h_n^{(1)}\}_n \) with \( p_n = 0.5 \). This model was called NB-FTM, tightly related with the focused topic model (FTM) (Williamson et al., 2010). In the work
3.2.2 Structured Priors on the Latent Binary Matrix

The second part of our model consists of a deep structure for a binary hierarchy. To this end, we employ the SBN (or RBM). In the following we start by describing a single-layer model with SBN (or RBM), and then we generalize it to a deep model.

Modeling with the SBN  We assume the latent vector for document \( n \), \( \mathbf{h}_n^{(1)} \in \{0, 1\}^{K_1} \). This matches most of the RBM and SBN literature, for which typically the observed data are binary. In our model, however, these binary variables are not observed; they are hidden and related to the data through the PFA in (3.2).

To construct a structured prior, we define another hidden set of units \( \mathbf{h}_n^{(2)} \in \{0, 1\}^{K_2} \) placed at a layer “above” \( \mathbf{h}_n^{(1)} \). The layers are related through a set of weights defined by the matrix \( \mathbf{W}^{(1)} = [\mathbf{w}_1^{(1)} \ldots \mathbf{w}_{K_1}^{(1)} ]^\top \in \mathbb{R}^{K_1 \times K_2} \). An SBN model has the generative process,

\[
p(h_{k_2n}^{(2)} = 1) = \sigma(c_{k_2}^{(2)}), \quad (3.3)
\]

\[
p(h_{k_1n}^{(1)} = 1|h_{k_2n}^{(2)}) = \sigma ((\mathbf{w}_{k_1}^{(1)})^\top \mathbf{h}_n^{(1)} + c_{k_1}^{(1)}), \quad (3.4)
\]

where \( h_{k_1n}^{(1)} \) and \( h_{k_2n}^{(2)} \) are elements of \( \mathbf{h}_n^{(1)} \) and \( \mathbf{h}_n^{(2)} \), respectively. The function \( \sigma(x) = 1/(1+e^{-x}) \) is the logistic function, and \( c_{k_1}^{(1)} \) and \( c_{k_2}^{(2)} \) are bias terms. The global parameters \( \mathbf{W}^{(1)} \) are used to characterize the mapping from \( \mathbf{h}_n^{(2)} \) to \( \mathbf{h}_n^{(1)} \) for all documents.

Modeling with the RBM  The SBN is closely related to the RBM, which is a Markov random field with the same bipartite structure as the SBN. The RBM defines a distribution over a binary vector that is proportional to the exponential of its energy,
defined (using the same notation as in SBN) as
\[
E(h_n^{(1)}, h_n^{(2)}) = -(h_n^{(1)})^\top c_1 - (h_n^{(2)})^\top W^{(1)} h_n^{(2)} - (h_n^{(2)})^\top c_2.
\] (3.5)

In the experiments we consider both the deep SBN and deep RBM for representation of the latent binary units, which are connected to topic usage in a given document.

**Remark** An important benefit of SBNs over RBMs is that in the former sparsity or shrinkage priors can be readily imposed on the global parameters $W^{(1)}$, and fully Bayesian inference can be implemented as shown in Gan et al. (2015c). The RBM relies on an approximation technique known as contrastive divergence (Hinton, 2002), for which prior specification for model parameters is limited.

### 3.2.3 Deep Architecture for Topic Modeling

Specifying a prior distribution on $h_n^{(2)}$ as in (3.3) might be too restrictive in some cases. Alternatively, we can use another SBN prior for $h_n^{(2)}$, in fact, we can add multiple layers as in Gan et al. (2015c) to obtain a deep architecture,

\[
p(h_n^{(1)}, \ldots, h_n^{(L)}) = p(h_n^{(L)}) \prod_{\ell=2}^{L} p(h_n^{(\ell-1)} | h_n^{(\ell)}),
\] (3.6)

where $L$ is the number of layers, $p(h_n^{(L)})$ is the prior for the top layer defined as in (3.3), $p(h_n^{(\ell-1)} | h_n^{(\ell)})$ is defined as in (3.4), and the weights $W^{(\ell)} \in \mathbb{R}^{K_{\ell} \times K_{\ell+1}}$ and biases $c^{(\ell)} \in \mathbb{R}^{K_{\ell}}$ are omitted from the conditional distributions to keep notation uncluttered. A similar deep architecture may be designed for the RBM (Salakhutdinov and Hinton, 2009a).

Instead of employing the beta-Bernoulli specification for $h_n^{(1)}$ as in the NB-FTM, which assumes independent topic usage probabilities, we propose using (3.6) instead as the prior for $h_n^{(1)}$, thus

\[
p(x_n, h_n) = p(x_n | h_n^{(1)}) p(h_n^{(1)}, \ldots, h_n^{(L)}),
\] (3.7)
where \( h_n \doteq \{ h_n^{(1)}, \ldots, h_n^{(L)} \}, \) and \( p(x_n|h_n^{(1)}) \) as in (3.2). The prior \( p(h_n^{(1)}|h_n^{(2)}, \ldots, h_n^{(L)}) \) can be seen as a flexible prior distribution over binary vectors that encodes high-order interactions across elements of \( h_n^{(1)}. \) The graphical model for our model, Deep Poisson Factor Analysis (DPFA) is shown in Figure 3.1. The directed binary hierarchy may be replaced by a \textit{deep Boltzmann machine.}

### 3.3 Scalable Posterior Inference

We focus on learning our model with fully Bayesian algorithms, however, emerging large-scale corpora prohibit standard MCMC inference algorithms to be applied directly. For example, in the experiments, we consider the \textit{RCV1-v2} and the \textit{Wikipedia} corpora, which contain about 800K and 10M documents, respectively. Therefore, fast algorithms for big Bayesian learning are essential. While parallel algorithms based on distributed architectures such as the \textit{parameter server} (Ho et al., 2013; Li et al., 2014) are popular choices, in the work presented here, we focus on another direction for scaling up inference by stochastic algorithms, where mini-batches instead of the whole dataset are utilized in each iteration of the algorithms. Specifically, we develop two stochastic Bayesian inference algorithms based on Bayesian conditional
Algorithm 1 BCDF algorithm for DPFA.

Input: text documents, i.e., a count matrix $X$. Initialize $\Psi_g^{(0)}$ randomly and set $S_g^{(0)}$ all to zero.

for $t = 1$ to $\infty$ do
    Get one mini-batch $X^{(t)}$.
    Initialize $\Psi_g^{(t)} = \Psi_g^{(t-1)}$, and $S_g^{(t)} = S_g^{(t-1)}$.
    Initialize $\Psi_l^{(t)}$ randomly.
    for $s = 1$ to $S$ do
        Gibbs sampling for DPFA on $X^{(t)}$.
        Collect samples $\Psi_g^{1:S}$, $\Psi_l^{1:S}$ and $S_g^{1:S}$.
    end for
    Set $\Psi_g^{(t)} = \text{mean}(\Psi_g^{1:S})$, and $S_g^{(t)} = \text{mean}(S_g^{1:S})$.
end for

density filtering (Guhaniyogi et al., 2014) and stochastic gradient thermostats (Ding et al., 2014), both of which have theoretical guarantees in the sense of asymptotical convergence to the true posterior distribution.

3.3.1 Bayesian conditional density filtering

Bayesian conditional density filtering (BCDF) is a recently proposed stochastic algorithm for Bayesian online learning (Guhaniyogi et al., 2014), that extends Markov chain Monte Carlo (MCMC) sampling to streaming data. Sampling in BCDF proceeds by drawing from the conditional posterior distributions of model parameters, obtained by propagating surrogate conditional sufficient statistics (SCSS). In practice, we repeatedly update the SCSS using the current mini-batch and draw $S$ samples from the conditional densities using, for example, a Gibbs sampler. This eliminates the need to load the entire dataset into memory, and provides computationally cheaper Gibbs updates. More importantly, it can be proved that BCDF leads to an approximation of the conditional distributions that produce samples from the correct target posterior asymptotically, once the entire dataset is seen (Guhaniyogi et al., 2014).

In the learning phase, we are interested in learning the global parameters $\Psi_g =$
(\{\phi_k\}, \{r_k\}, \gamma_0, \{W^{(\ell)}, c^{(\ell)}\})$. Denote local variables as $\Psi_l = (\Theta, H^{(\ell)})$, and let $S_g$ represent the SCSS for $\Psi_g$, the BCDF algorithm can be summarized in Algorithm 1. Specifically, we need to obtain the conditional densities, which can be readily derived granted the full local conjugacy of the proposed model. Using dot notation to represent marginal sums, e.g., $x_{nk} \triangleq \sum_p x_{pnk}$, we can write the key conditional densities for (3.2) as (Zhou and Carin, 2015)

$$x_{pnk} \mid - \sim \text{Multi}(x_{pn}; \zeta_{pn1}, \ldots, \zeta_{pnn}), \quad (3.8)$$

$$\phi_k \mid - \sim \text{Dir}(a_{\phi} + x_{1,k}, \ldots, a_{\phi} + x_{P,k}), \quad (3.9)$$

$$\theta_{kn} \mid - \sim \text{Gamma}(r_k h_{kn}^{(1)} + x_{nk}, p_n), \quad (3.10)$$

$$h_{kn}^{(1)} \mid - \sim \delta(x_{nk} = 0) \text{Ber}\left(\frac{\tilde{\pi}_{kn}}{\tilde{\pi}_{kn} + (1-\pi_{kn})}\right) + \delta(x_{nk} > 0), \quad (3.11)$$

where $\tilde{\pi}_{kn} = \pi_{kn}(1 - p_n)^{r_k}$, $\pi_{kn} = \sigma((w_k^{(1)})^T h_n^{(2)} + c_k^{(1)})$, and $\zeta_{pnk} \not= \phi_{pk}\theta_{kn}$. Additional details are provided in Section 3.7.1. For the conditional distributions of $W^{(\ell)}$ and $H^{(\ell)}$, we use the same data augmentation technique as in Gan et al. (2015c), where Pólya-Gamma (PG) variables $\gamma_{kn}^{(\ell)}$ (Polson et al., 2013b) are introduced for hidden unit $k_\ell$ in layer $\ell$ corresponding to observation $v_n$. Specifically, each $\gamma_{kn}^{(\ell)}$ has conditional posterior PG$(1, (w_{k_\ell}^{(\ell)})^T h_n^{(\ell+1)} + c_{k_\ell}^{(\ell)})$. If we place a Gaussian prior $N(0, \sigma^2 I)$ on $w_{k_\ell}^{(\ell)}$, the posterior will still be Gaussian with covariance matrix $\Sigma_{k_\ell}^{(\ell)} = \left[\sum \gamma_{kn}^{(\ell)} h_n^{(\ell+1)} (h_n^{(\ell+1)})^T + \sigma^{-2} I\right]^{-1}$ and mean $\mu_{k_\ell}^{(\ell)} = \Sigma_{k_\ell}^{(\ell)} [\sum (h_{kn}^{(\ell)} - 1/2 - c_{k_\ell}^{(\ell)} \gamma_{kn}^{(\ell)}) h_n^{(\ell+1)}]$. Furthermore, for $\ell > 1$, the conditional distribution of $h_{kn}^{(\ell)}$ can be obtained as$^1$

$$h_{kn}^{(\ell)} \sim \text{Bernoulli}(\sigma(d_{kn})), \quad (3.12)$$

$^1$ Here and in the rest of the paper, whenever $\ell > L$, $h_n^{(\ell)}$ is defined as a zero vector, for conciseness.
where

\[ d_{krt} = (w_{krt}^{(\ell-1)})^\top h_n^{(\ell-1)} + (w_{krt}^{(\ell)})^\top h_n^{(\ell+1)} + c_{krt}^{(\ell)} \]  

\[ -\frac{1}{2} \sum_{k_{\ell-1}} \left( w_{k_{\ell-1}k_{\ell}}^{(\ell-1)} + \gamma_{k_{\ell-1}n}^{(\ell-1)} (2\psi_{k_{\ell-1}n} w_{k_{\ell-1}k_{\ell}}^{(\ell-1)} + (w_{k_{\ell-1}k_{\ell}}^{(\ell-1)})^2) \right), \]

and \( \psi_{k_{\ell-1}n} \) = \( \sum_{k_{\ell-1} \neq k_{\ell}} w_{k_{\ell-1}k_{\ell}}^{(\ell-1)} h_{n}^{(\ell)} + c_{k_{\ell-1}}^{(\ell)} \). Note that \( w_{k_{\ell+1}}^{(\ell)} \) and \( w_{k_{\ell}}^{(\ell)} \) represents the \( k_{\ell+1} \)th column and the transpose of the \( k_{\ell} \)th row of \( W^{(\ell)} \), respectively. As can be seen, the conditional posterior distribution of \( h_{krt}^{(\ell)} \) is both related to \( h_n^{(\ell-1)} \) and \( h_n^{(\ell+1)} \).

### 3.3.2 Stochastic gradient thermostats

Our second learning algorithm adopts the recently proposed SGNHT for large scale Bayesian sampling (Ding et al., 2014), which is more scalable and accurate than the previous BCDF algorithm. SGNHT generalizes the stochastic gradient Langevin dynamics (SGLD) (Welling and Teh, 2011) and the stochastic gradient Hamiltonian Monte Carlo (SGHMC) (Chen et al., 2014b) by introducing momentum variables into the system, which is adaptively damped using a thermostat. The thermostat exchanges energy with the target system (e.g., a Bayesian model) to maintain a constant temperature; this has the potential advantage of making the system jump out of local modes easier and reach the equilibrium state faster (Ding et al., 2014).

Specifically, let \( \Psi_g \in \mathbb{R}^M \) be model parameters\(^2\) which corresponds to the location of particles in a physical system, \( \mathbf{v} \in \mathbb{R}^M \) be the momentum of these particles, which are driven by stochastic forces \( \tilde{f} \) defined as the negative stochastic gradient (evaluated on a subset of data) of a Bayesian posterior, e.g., \( \tilde{f}(\Psi_g) = -\nabla_{\Psi_g} \tilde{U}(\Psi_g) \), where \( \tilde{U}(\Psi_g) \) is the negative log-posterior of a Bayesian model. The motion of the particles in the

\(^2\) With a little abuse of notation but for conciseness, we use \( \Psi_g \) to denote the reparameterized version of the parameters (such that \( \Psi_g \in \mathbb{R}^M \)) if any, required in SGNHT.
system are then defined by the following stochastic differential equations:
\[
\begin{align*}
\mathrm{d} \Psi_g &= \mathbf{v} \mathrm{d} t, \\
\mathrm{d} \mathbf{v} &= \tilde{f}(\Psi_g) \mathrm{d} t - \xi \mathbf{v} \mathrm{d} t + \sqrt{D} \mathrm{d} \mathcal{W}, \\
\mathrm{d} \xi &= \left( \frac{1}{M} \mathbf{v}^\top \mathbf{v} - 1 \right) \mathrm{d} t,
\end{align*}
\]
(3.15)
where \( t \) indexes time, \( \mathcal{W} \) is the standard Wiener process, \( \xi \) is called the thermostat variable which ensures the system temperature to be constant, and \( D \) is the variance of the total noise injected into the system and is assumed to be constant.

It can be shown that under certain assumptions, the equilibrium distribution of system (3.15) corresponds to the model posterior (Ding et al., 2014). As a result, the SDE (3.15) can be solved by using the Euler-Maruyama scheme (Tuckerman, 2010), where a mini-batch of the whole data is used to evaluate the stochastic gradient \( \tilde{f} \). Note only one thermostat variable \( \xi \) is used in the SDE system (3.15); this is not robust enough to control the system temperature well because of the high dimensionality of \( \Psi_g \). Based on the techniques in Ding et al. (2014), we extend the SGNHT by introducing multiple thermostat variables \( (\xi_1, \cdots, \xi_M) \) into the system such that each \( \xi_i \) controls one degree of the particle momentum. Intuitively, this allows energy to be exchanged between particles and thermostats more efficiently, thus driving the system to equilibrium states more rapidly. Empirically we have also verified the superiority of the proposed modification over the original SGNHT.

Formally, let \( \Xi = \text{diag}(\xi_1, \xi_2, \cdots, \xi_M) \), \( \mathbf{q} = \text{diag}(v_1^2, \cdots, v_M^2) \), we define our proposed SGNHT using the following SDEs
\[
\begin{align*}
\mathrm{d} \Psi_g &= \mathbf{v} \mathrm{d} t, \\
\mathrm{d} \mathbf{v} &= \tilde{f}(\Psi_g) \mathrm{d} t - \Xi \mathbf{v} \mathrm{d} t + \sqrt{D} \mathrm{d} \mathcal{W}, \\
\mathrm{d} \Xi &= (\mathbf{q} - \mathbf{I}) \mathrm{d} t,
\end{align*}
\]
(3.16)
where \( \mathbf{I} \) is the identity matrix. Interestingly, we are still able to prove that the equilibrium distribution of the above system corresponds to the model posterior.
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Theorem 1. The equilibrium distribution of the SDE system in (3.16) is

\[ p(\Psi, v, \Xi) \propto \exp \left( -\frac{1}{2} v^\top v - U(\Psi) - \frac{1}{2} \text{tr} \left\{ (\Xi - D)^\top (\Xi - D) \right\} \right). \tag{3.17} \]

By Theorem 1, it is straightforward to see that the marginal distribution \( p(\Psi, v, \Xi) \) is exactly the posterior of our Bayesian model. As a result, again we can generate approximate samples from \( p(\Psi, v, \Xi) \) using the Euler-Maruyama scheme and discard the auxiliary variables \( v \) and \( \Xi \).

Learning for the SBN-based model. Our SBN-based model is illustrated in Figure 3.1. In the learning phase we are interested in learning the global parameters \( \Psi \), the same as in BCDF. The constraints inside the parameters \( \phi_k \), i.e., \( \sum_p \phi_{pk} = 1 \), prevent the SGNHT from being applied directly. Although we can overcome this problem by using re-parameterization methods as in Patterson and Teh (2013), we find it converges better when considering information geometry for these parameters. As a result, we use stochastic gradient Riemannian Langevin dynamics (SGRLD) (Patterson and Teh, 2013) to sample the topic-word distributions \( \phi_k \), and use the SGNHT to sample the remaining parameters. Based on the data augmentation for \( x_{pn} \) above, Section 3.3.1 shows that the posteriors of \( \phi_k \)'s are Dirichlet distributions. This enables us to apply the same scheme as the SGRLD for LDA (Patterson and Teh, 2013) to sample \( \phi_k \)'s.

The rest of the parameters can be straightforwardly sampled using the SGNHT algorithm. Specifically we need to calculate the stochastic gradients of \( W^{(t)} \) and \( c^{(t)} \) evaluated on a mini-batch of data (denote \( D \) as the index set of a mini-batch). Based
on the model definition in (3.6), these can be calculated as

\[
\frac{\partial \tilde{U}}{\partial w_{k_t}} = \frac{N}{|D|} \sum_{n \in D} \mathbb{E}_{h_{n}^{(t)}, h_{n}^{(t+1)}} \left[ \left( \tilde{\sigma}_{k;n}^{(t)} - h_{k;n}^{(t)} \right) h_{n}^{(t+1)} \right],
\]

(3.18)

\[
\frac{\partial \tilde{U}}{\partial c_{k_t}} = \frac{N}{|D|} \sum_{n \in D} \mathbb{E}_{h_{n}^{(t)}, h_{n}^{(t+1)}} \left[ \tilde{\sigma}_{k;n}^{(t)} - h_{k;n}^{(t)} \right],
\]

(3.19)

where \( \tilde{\sigma}_{k;n}^{(t)} = \sigma((w_{k_t}^{(t)})^\top h_{n}^{(t+1)} + c_{k_t}^{(t)}) \), and the expectation is taken over posteriors. As in the case of LDA (Patterson and Teh, 2013), no closed-form integrations can be obtained for the above gradients, we thus use Monte Carlo integration to approximate the quantity. Specifically, given \( \{w_{k_t}^{(t)}, c_{k_t}^{(t)}\} \), we are able to collect samples of the local variables \( (h_{n}^{(t)})_{n \in D} \) by running a few Gibbs steps and then using these samples to approximate the intractable integrations. Exact conditional distributions for \( h_{k;n}^{(t)} \) exist without variable augmentation, however, we found that this approach does not mix well due to the highly correlated structure of hidden variables. Instead, we sample \( h_{k;n}^{(t)} \) based on the same augmentation used in BCDF, given in (3.12).

**Learning for the RBM-based model** As mentioned above, our RBM-based model is recovered when replacing the SBN with the RBM in Figure 3.1. Despite minor changes in the construction, the intractable normalizer which consists of model parameters (e.g., \( W^{(t)} \)) prohibits exact MCMC sampling from being applied. As a result, we develop an approximate learning algorithm that alternates between sampling \( \{\phi_k\}, \{\gamma_k\}, \gamma_0 \) and \( \{W^{(t)}, c^{(t)}\} \). Specifically, we use the same conditional posteriors as in the SBN-based model to sample the former, but use the *contrastive divergence* algorithm (CD-1) (Hinton, 2002) for the latter. One main difference of our CD-1 algorithm *w.r.t* the original one is that the inputs (i.e., \( h_{n}^{(1)} \)) are hidden variables. To make the CD-1 work, conditioned on other model parameters, we first sample \( h_{n}^{(1)} \) using the posterior given in Section 3.3.1, then conditioned on
\( h_n^{(t)} \), we apply the original CD-1 algorithm to calculate the approximate gradients for \( (\{W^{(t)}, c^{(t)}\}) \), which are then used for a gradient descent step in SGNHT. In fact, the CD-1 is also a stochastic approximate algorithm, discussed in Yuille (2005), making it naturally fit into our SGNHT framework.

### 3.3.3 Discussion

Both the BCDF and SGNHT are stochastic inference algorithms, allowing the models to be applied to large-scale data. In terms of ease of implementation, BCDF beats SGNHT in most cases, especially when the model is conjugate and the domain of parameters is constrained (e.g., variables on a simplex). However, in general BCDF is more restrictive than SGNHT. For example, BCDF prefers the conditional densities for all the parameters, which is unavailable in some cases. Furthermore, BCDF has the limitation of being unable to deal with some big models where the number of model parameters is large, for instance, when the dimension of the hidden variables from the SBN in our model is huge. Finally, the conditions for BCDF to converge to the true posterior are more restricted. Altogether, these reasons make SGNHT more robust than BCDF.

### 3.4 Related Work

In traditional Bayesian topic models, topic correlations are typically modeled with shallow structures, e.g., the correlated topic model (Blei and Lafferty, 2007) with correlation between topic proportions imposed via the logistic normal distribution. There exist also some work on hierarchical (“deep”) correlation modeling, e.g., the hierarchical Dirichlet process (Teh et al., 2006), which models topic proportions hierarchically via a stack of DPs. The nested Chinese restaurant process (Blei et al., 2004) (nCRP) models topic hierarchies by defining a tree structure prior based on the Chinese restaurant process, and the nested hierarchical Dirichlet process (Paisley
et al., 2015) extends the nCRP by allowing each document to be able to access all the paths in the tree. One major difference between these models and ours is that they focus on discovering topic hierarchies instead of modeling general topic correlations.

In the deep learning community, topic models are mostly built using the RBM as a building block. For example, Hinton and Salakhutdinov (2011) and Maaloe et al. (2015) extended the DBN for topic modeling, while a deep version of the RSM was proposed by Srivastava et al. (2013). More recent work focuses on employing deep directed generative models for topic modeling, e.g., deep exponential families (Ranganath et al., 2015), a class of latent variable models extending the DBN by defining the distribution of hidden variables in each layer using the exponential family, instead of the restricted Bernoulli distribution.

In terms of learning and inference algorithms, most of existing Bayesian topic models rely on MCMC methods or variational Bayes algorithms, which are impractical when dealing with large scale data. Therefore, stochastic variational inference algorithms have been developed (Hoffman et al., 2010; Mimno et al., 2012; Wang and Blei, 2012; Hoffman et al., 2013b). Although scalable and usually fast converging, one unfavorable shortcoming of stochastic variational inference algorithms is the mean-field assumption on the approximate posterior.

Another direction for scalable Bayesian learning relies on the theory from stochastic differential equations (SDE). Specifically, Welling and Teh (2011) proposed the first stochastic MCMC algorithm, called *stochastic gradient Langevin dynamics* (SGLD), for large scale Bayesian learning. In order to make the learning faster, Patterson and Teh (2013) generalized SGLD by considering information geometry (Girolami and Calderhead, 2011; Byrne and Girolami, 2013) of model posteriors. Furthermore, Chen et al. (2014b) generalized the SGLD by a second-order Langevin dynamic, called *stochastic gradient Hamiltonian Monte Carlo* (SGHMC). This is the stochastic version of the well known Hamiltonian MCMC sampler. One problem with SGHMC
is that the unknown stochastic noise needs to be estimated to make the sampler correct, which is impractical. Stochastic gradient thermostats algorithms (SGNHT) overcome this problem by introducing the thermostat into the algorithm, such that the unknown stochastic noise could be adaptively absorbed into the thermostat, making the sampler asymptotically exact. Given the advantages of the SGNHT, in this paper we extend it to a multiple thermostats setting, where each thermostat exchanges energy with a degree of freedom of the system. Empirically we show that our extension improves on the original algorithm.

Since the publication of this paper, some more advanced modeling approaches have been proposed, including deep Poisson factor modeling (Henao et al., 2015, 2016), Poisson gamma belief network (Zhou et al., 2015, 2016), deep latent Dirichlet allocation (Cong et al., 2017), and topic compositional neural language model (Wang et al., 2017).

3.5 Experiments

3.5.1 Datasets and Setups

We present experimental results on three publicly available corpora: a relatively small, 20 Newsgroups, a moderately large, Reuters Corpus Volume I (RCV1-v2), and a large one, Wikipedia. The first two corpora are the same as those used in Srivastava et al. (2013). Specifically, the 20 Newsgroups corpus contains 18,845 documents with a total of 0.7M words and a vocabulary size of 2K. The data was partitioned chronologically into 11,314 training and 7,531 test documents. The RCV1-v2 corpus contains 804,414 newswire articles. There are 103 topics that form a tree hierarchy. After preprocessing, we are left with about 75M words, with a vocabulary size of 10K. We randomly select 794,414 documents for training and 10,000 for testing. Finally, we downloaded 10M random documents from Wikipedia using scripts provided in Hoffman et al. (2010) and randomly selected 1K documents for testing. As in
Hoffman et al. (2010); Patterson and Teh (2013), a vocabulary size of 7,702 was taken from the top 10K words in Project Gutenberg texts.

The DPFA model consisting of SBN is denoted as DPFA-SBN, while its RBM counterpart is denoted DPFA-RBM. The performance of DPFA is compared to that of the following models: LDA (Blei et al., 2003), NB-FTM (Zhou and Carin, 2015), nHDP (Paisley et al., 2015) and RSM (Salakhutdinov and Hinton, 2009b).

For all the models considered, we calculate the predictive perplexities on the test set as follows: holding the global model parameters fixed, for each test document we randomly partition the words into a 80/20% split. We learn document-specific “local” parameters using the 80% portion, and then calculate the predictive perplexities on the remaining 20% subset. Evaluation details are provided in Section 3.7.2.

For 20 Newsgroups and RCV1-v2 corpora, we use 2,000 mini-batches for burn-in followed by 1,500 collection samples to calculate test perplexities; while for the Wikipedia dataset, 3,500 mini-batches are used for burn-in. The mini-batch size for all stochastic algorithms is set to 100. To choose good parameters for SGNHT, e.g., the step size and the variance of the injected noise, we randomly choose about 10% documents from the training data as validation set. For BCDF, 100 MCMC iterations are evaluated for each mini-batch, with the first 60 samples discarded. We set the hyperparameters of DPFA as $a_\phi = 1.01, c_0 = e_0 = 1, f_0 = 0.01$, and $p_n = 0.5$. The RSM is trained using convergence-divergence with step size 5 and a maximum of 10,000 iterations. For nHDP, we use the publicly available code from Paisley et al. (2015), in which stochastic variational Bayes (sVB) inference is implemented.

3.5.2 Quantitative Evaluation

20 Newsgroups The results for the 20 Newsgroups corpus are shown in Table 3.1. Perplexities are reported for our implementation of Gibbs sampling, BCDF and SGNHT, and the four considered competing methods. “Dim” represents the number
of hidden units in each layer, starting from the bottom. DPFA-SBN-\( t \) represents the DPFA-SBN model with Student’s \( t \) prior on \( W^{(t)} \). (\( \circ \)) represents the base tree size in nHDP. First, we examine the performance of different inference algorithms. As can be seen, for the same size model, e.g., 128-64-32 (128 topics and 32 binary nodes on the top of the three-layer model), SGNHT can achieve essentially the same performance as Gibbs sampling, while BCDF is more likely to get trapped in a local mode. Next, we explore the advantage of employing deep models. Using three layers instead of two gives performance improvements in almost all the algorithms. In Gibbs sampling, there is an improvement of 36 units for the DPFA-SBN model, when a second layer is learned (NB-FTM is the one-hidden-layer DPFA). Adding the
Table 3.2: Test perplexities on RCV1-v2 and Wikipedia.

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>Dim</th>
<th>RCV</th>
<th>Wiki</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPFA-SBN</td>
<td>SGNHT</td>
<td>1024-512-256</td>
<td>964</td>
<td><strong>770</strong></td>
</tr>
<tr>
<td>DPFA-SBN</td>
<td>SGNHT</td>
<td>512-256-128</td>
<td>1073</td>
<td>799</td>
</tr>
<tr>
<td>DPFA-SBN</td>
<td>SGNHT</td>
<td>128-64-32</td>
<td>1143</td>
<td>876</td>
</tr>
<tr>
<td>DPFA-RBM</td>
<td>SGNHT</td>
<td>128-64-32</td>
<td>920</td>
<td>942</td>
</tr>
<tr>
<td>DPFA-SBN</td>
<td>BCDF</td>
<td>128-64-32</td>
<td>1149</td>
<td>986</td>
</tr>
<tr>
<td>LDA</td>
<td>BCDF</td>
<td>128</td>
<td>1179</td>
<td>1059</td>
</tr>
<tr>
<td>NB-FTM</td>
<td>BCDF</td>
<td>128</td>
<td>1155</td>
<td>991</td>
</tr>
<tr>
<td>RSM</td>
<td>CD5</td>
<td>128</td>
<td>1171</td>
<td>1001</td>
</tr>
<tr>
<td>nHDP</td>
<td>sVB</td>
<td>(10,5,5)</td>
<td>1041</td>
<td>932</td>
</tr>
</tbody>
</table>

Adding a sparsity-encouraging prior on \( W^{(t)} \) acts as a more stringent regularization that prevents overfitting, when compared with the commonly used \( L_2 \) norm (Gaussian prior). Furthermore, shrinkage priors have the effect of being able to effectively switch off the elements of \( W^{(t)} \), which benefits interpretability and helps to infer the number of units needed to represent the data. In our experiment, we observe that the DPFA-SBN model with the Student’s \( t \) prior on \( W^{(t)} \) achieves a better test perplexity when compared with its counterpart without shrinkage.

**RCV1-v2 & Wiki** We present results for the RCV1-v2 and Wikipedia corpora in Table 3.2. Direct Gibbs sampling in such a (big-data) setting is prohibitive, and is thus not discussed. First, we explore the effect of utilizing a larger deep network. For our DPFA-SBN model using the SGNHT algorithm, we observe that making the network 8 time larger in each hidden layer decreases the test perplexities by 155 and 84 units on RCV1-v2 and Wikipedia, respectively. This demonstrates the ability of our stochastic inference algorithm to scale up both in terms of model and corpus size.

Both SBN and RBM can be utilized as the building block in our deep specification. For the RCV1-v2 corpus, our best result is obtained by utilizing a three-layer
deep Boltzmann machine. However, for the 20 Newsgroups and Wikipedia corpora, with the same size model, we found empirically that the deep SBN achieves better performance.

Compared with nHDP, our DPFA models define a more flexible prior on topic interactions, and therefore in practice we also consistently achieve better perplexity results. We further show test perplexities as a function of documents processed during model learning in Figure 3.2. The number of hidden units in each layer is 128, 64, 32, respectively. As can be seen, performance smoothly improves as the amount of data processed increases.
3.5.3 Sensitivity analysis

We examined the sensitivity of the model performance with respect to batch sizes in SGNHT on the three corpora considered. The results are shown in Figure 3.3. We found that overall performance, both convergence speed and test perplexity, suffer considerably when the batch size is smaller than 10 documents. However, for batch sizes larger than 50 (100 for RCV1-v2) we obtain performances comparable to those shown in Tables 3.1 and 3.2.

We run the SGNHT algorithm on the RCV1-v2 and Wikipedia datasets long enough so that the whole corpora can be traversed. The results are shown in Figure 3.4. As can be seen, performance smoothly improves as the amount of data processed increases.

3.5.4 Visualization

We can obtain a visual representation of the topic structure implied by the deep component of our DPFA model by computing correlations between topics using the weight matrices, \( W^{(t)} \), learned by DPFA-SBN, i.e., we evaluate the covariance \( W^{(1)} W^{(2)} (W^{(1)} W^{(2)})^\top \), then scale it accordingly. Figure 3.6 shows a graph for a subset of 30 topics (nodes), where edge thickness encodes correlation coefficients and
we have chosen, to ease visualization, to show only coefficients larger than 0.85. Each node represents a topic with top words shown in Figure 3.5. In addition, Figure 3.5 shows the top words for each topic depicted in Figure 3.6. We see three very interesting subgraphs representing different categories, namely, sports, computers and politics/law.

3.6 Discussion

We have presented the Deep Poisson Factor Analysis model, an extension of PFA, that models the high-order interactions between topics, via a deep binary hierarchical structure, employing SBNs and RBMs. To address large-scale datasets, two stochastic Bayesian learning algorithms were developed. Experimental results on several corpora show that the proposed approach obtains superior test perplexities and reveals interesting topic structures.

While this work has focused on unsupervised topic modeling, one can extend the model into a supervised version by joint modeling of the text with associated labels via latent binary features as in Zhang and Carin (2012). Furthermore, as mentioned in Section 4.5, global-local shrinkage priors (Polson and Scott, 2012) will encourage a large proportion of the elements of $W^{(t)}$ to be shrunk close to zero. By setting the
number of hidden units to a reasonably large value, this provides a natural way to let the model select automatically the number of features actually needed.

3.7 Supplementary Material

3.7.1 Conditional Densities used in BCDF

Using dot notation to represent marginal sums, e.g., \( x_{nk} \equiv \sum_p x_{pnk} \), we can write the conditional densities for DPFA as (Zhou and Carin, 2015)

\[
x_{pnk} \mid \sim \text{Multi}(x_{pn}; \zeta_{pn1}, \ldots, \zeta_{pnK}) ,
\]

\[
\phi_k \mid \sim \text{Dir}(a_\phi + x_{1k}, \ldots, a_\phi + x_{P_k}) ,
\]

\[
\theta_{kn} \mid \sim \text{Gamma}(r_k h_{kn}^{(1)} + x_{nk}, p_n) ,
\]

\[
r_k \mid \sim \text{Gamma} \left( \gamma_0 + \sum_{n=1}^N l_{kn}, \frac{1}{c_0 - \sum_{n=1}^N h_{kn}^{(1)} \ln(1 - p_n)} \right) ,
\]

\[
\gamma_0 \mid \sim \text{Gamma} \left( e_0 + \sum_{k=1}^K l'_k, \frac{1}{f_0 - \sum_{k=1}^K \ln(1 - p'_k)} \right) ,
\]

\[
h_{kn}^{(1)} \mid \sim \delta(x_{nk} = 0) \text{Ber} \left( \frac{\pi_{kn}(1 - p_n)^r_k}{\pi_{kn}(1 - p_n)^r_k + (1 - \pi_{kn})} \right) + \delta(x_{nk} > 0) ,
\]

where

\[
l_{kn} \mid \sim \text{CRT} \left( x_{nk}, r_k h_{kn}^{(1)} \right) , \quad l'_k \mid \sim \text{CRT} \left( \sum_{n=1}^N l_{kn}, \gamma_0 \right) ,
\]

\[
\zeta_{pnk} = \frac{\phi_{pk} \theta_{kn}}{\sum_{k=1}^K \phi_{pk} \theta_{kn}} , \quad p'_k = \frac{\sum_{n=1}^N h_{kn}^{(1)} \ln(1 - p_n)}{c_0 - \sum_{n=1}^N h_{kn}^{(1)} \ln(1 - p_n)} ,
\]

\[
\pi_{kn} = \sigma \left( (w_k^{(1)})^\top h_n^{(2)} + c_k^{(1)} \right) .
\]

CRT represents the Chinese Restaurant Table distribution. A CRT random variable \( l \sim \text{CRT}(m, r) \) can be generated with the summation of independent Bernoulli
random variables as (Zhou and Carin, 2015)

\[ l = \sum_{n=1}^{m} b_n, \quad b_n \sim \text{Ber} \left( \frac{r}{n-1+r} \right). \]  

(3.26)

### 3.7.2 Evaluation Details on Perplexities

For each test document, we randomly partition the words into a 80/20% split. We learn document-specific local parameters using the 80% portion, and then calculate the predictive perplexities on the remaining 20% subset, denoted as \( Y \). For the PFA-based models, the test perplexity is calculated as (Zhou et al., 2012a)

\[
\exp \left( -\frac{1}{y_{..}} \sum_{p=1}^{P} \sum_{n=1}^{N} y_{pn} \log \frac{\sum_{s=1}^{S} \sum_{k=1}^{K} \phi_{s}^{k} \theta_{kn}^{s}}{\sum_{s=1}^{S} \sum_{p=1}^{P} \sum_{k=1}^{K} \phi_{s}^{k} \theta_{kn}^{s}} \right),
\]  

(3.27)

where \( S \) is the total number of collected samples, \( y_{..} = \sum_{p=1}^{P} \sum_{n=1}^{N} y_{pn} \) and \( y_{pn} \) is an element of matrix \( Y \).

The conditional distribution of \( y_{n} \) given \( h_{n} \), in the Replicated Softmax model (RSM) is specified as

\[ y_{n} \sim \text{Multi}(D_{n}; \beta_{n}), \]  

(3.28)

\[ \beta_{pn} = \frac{\exp(\mathbf{w}_{p}^{\top} h_{n} + c_{p})}{\sum_{p'=1}^{P} \exp(\mathbf{w}_{p'}^{\top} h_{n} + c_{p'})}, \]  

(3.29)

where \( y_{n} \) is the \( n \)th column of \( Y \), and \( D_{n} = \sum_{p=1}^{P} y_{pn} \). \( \mathbf{W} = [\mathbf{w}_{1}, \ldots, \mathbf{w}_{P}]^{\top} \in \mathbb{R}^{P \times K} \) is the mapping from \( h_{n} \) to \( y_{n} \), and \( \mathbf{c} = [c_{1}, \ldots, c_{P}]^{\top} \in \mathbb{R}^{P \times 1} \) is the bias term. Based on this, the predictive test perplexity for RSM can be calculated as

\[
\exp \left( -\frac{1}{y_{..}} \sum_{p=1}^{P} \sum_{n=1}^{N} y_{pn} \log \beta_{pn} \right).
\]  

(3.30)
In this chapter, I will present temporal sigmoid belief networks for sequential data. The proposed model is a sequential stack of sigmoid belief networks (SBNs). Each SBN has a contextual hidden state, inherited from the previous SBNs in the sequence, and is used to regulate its hidden bias. We show in the experiments that the proposed model has the capacity to synthesize various sequences.

4.1 Introduction

Considerable research has been devoted to developing probabilistic models for high-dimensional time-series data, such as video and music sequences, motion capture data, and text streams. Among them, Hidden Markov Models (HMMs) (Rabiner and Juang, 1986) and Linear Dynamical Systems (LDS) (Kalman, 1963) have been widely studied, but they may be limited in the type of dynamical structures they can model. An HMM is a mixture model, which relies on a single multinomial variable to represent the history of a time-series. To represent $N$ bits of information about
the history, an HMM could require $2^N$ distinct states. On the other hand, real-world sequential data often contain complex non-linear temporal dependencies, while a LDS can only model simple linear dynamics.

Another class of time-series models, which are potentially better suited to model complex probability distributions over high-dimensional sequences, relies on the use of Recurrent Neural Networks (RNNs) (Hermans and Schrauwen, 2013; Martens and Sutskever, 2011; Pascanu et al., 2013; Graves, 2013), and variants of a well-known undirected graphical model called the Restricted Boltzmann Machine (RBM) (Taylor et al., 2006; Sutskever and Hinton, 2007; Sutskever et al., 2009; Boulanger-Lewandowski et al., 2012; Mittelman et al., 2014). One such variant is the Temporal Restricted Boltzmann Machine (TRBM) (Sutskever and Hinton, 2007), which consists of a sequence of RBMs, where the state of one or more previous RBMs determine the biases of the RBM in the current time step. Learning and inference in the TRBM is non-trivial. The approximate procedure used in Sutskever and Hinton (2007) is heuristic and not derived from a principled statistical formalism.

Recently, deep directed generative models (Kingma and Welling, 2013; Mnih and Gregor, 2014; Rezende et al., 2014; Gan et al., 2015c) are becoming popular. A directed graphical model that is closely related to the RBM is the Sigmoid Belief Network (SBN) (Neal, 1992). In the work presented here, we introduce the Temporal Sigmoid Belief Network (TSBN), which can be viewed as a temporal stack of SBNs, where each SBN has a contextual hidden state that is inherited from the previous SBNs and is used to adjust its hidden-units bias. Based on this, we further develop a deep dynamic generative model by constructing a hierarchy of TSBNs. This can be considered as a deep SBN (Gan et al., 2015c) with temporal feedback loops on each layer. Both stochastic and deterministic hidden layers are considered.

Compared with previous work, our model: (i) can be viewed as a generalization of an HMM with distributed hidden state representations, and with a deep architecture;
(ii) can be seen as a generalization of a LDS with complex non-linear dynamics; (iii) can be considered as a probabilistic construction of the traditionally deterministic RNN; (iv) is closely related to the TRBM, but it has a fully generative process, where data are readily generated from the model using ancestral sampling; (v) can be utilized to model different kinds of data, \textit{e.g.}, binary, real-valued and counts.

The “explaining away” effect described in Hinton et al. (2006) makes inference slow, if one uses traditional inference methods. Another important contribution we present here is to develop fast and scalable learning and inference algorithms, by introducing a recognition model (Kingma and Welling, 2013; Mnih and Gregor, 2014; Rezende et al., 2014), that learns an inverse mapping from observations to hidden variables, based on a loss function derived from a variational principle. By utilizing the recognition model and variance-reduction techniques from Mnih and Gregor (2014), we achieve fast inference both at training and testing time.

4.2 Model Formulation

4.2.1 Temporal Sigmoid Belief Networks

The proposed Temporal Sigmoid Belief Network (TSBN) model is a sequence of SBNs arranged in such way that at any given time step, the SBN’s biases depend on the state of the SBNs in the previous time steps. Specifically, assume we have a length-$T$ binary visible sequence, the $t$th time step of which is denoted $v_t \in \{0, 1\}^M$. The TSBN describes the joint probability as

$$p_\theta(V, H) = p(h_1)p(v_1|h_1) \cdot \prod_{t=2}^{T} p(h_t|h_{t-1}, v_{t-1}) \cdot p(v_t|h_t, v_{t-1}), \quad (4.1)$$

where $V = [v_1, \ldots, v_T]$, $H = [h_1, \ldots, h_T]$, and each $h_t \in \{0, 1\}^J$ represents the hidden state corresponding to time step $t$. For $t = 1, \ldots, T$, each conditional distribution
in (4.1) is expressed as

\[
p(h_{jt} = 1|h_{t-1}, v_{t-1}) = \sigma(w_{1j}^\top h_{t-1} + w_{3j}^\top v_{t-1} + b_j), \quad (4.2)
\]

\[
p(v_{mt} = 1|h_t, v_{t-1}) = \sigma(w_{2m}^\top h_t + w_{4m}^\top v_{t-1} + c_m), \quad (4.3)
\]

where \( h_0 \) and \( v_0 \), needed for the prior model \( p(h_1) \) and \( p(v_1|h_1) \), are defined as zero vectors, respectively, for conciseness. The model parameters, \( \theta \), are specified as \( W_1 \in \mathbb{R}^{J \times J} \), \( W_2 \in \mathbb{R}^{M \times J} \), \( W_3 \in \mathbb{R}^{J \times M} \), \( W_4 \in \mathbb{R}^{M \times M} \). For \( i = 1, 2, 3, 4 \), \( w_{ij} \) is the transpose of the \( j \)th row of \( W_i \), and \( c = [c_1, \ldots, c_M]^\top \) and \( b = [b_1, \ldots, b_J]^\top \) are bias terms. The graphical model for the TSBN is shown in Figure 4.1(a).

By setting \( W_3 \) and \( W_4 \) to be zero matrices, the TSBN can be viewed as a Hidden Markov Model (Rabiner and Juang, 1986) with an exponentially large state space, that has a compact parameterization of the transition and the emission probabilities. Specifically, each hidden state in the HMM is represented as a one-hot length-\( J \) vector, while in the TSBN, the hidden states can be any length-\( J \) binary vector. We note that the transition matrix is highly structured, since the number of parameters is only quadratic w.r.t. \( J \). Compared with the TRBM (Sutskever and Hinton, 2007), our TSBN is fully directed, which allows for fast sampling of “fantasy” data from
the inferred model.

4.2.2 TSBN Variants

Modeling real-valued data  The model above can be readily extended to model real-valued sequence data, by substituting (4.3) with 

\[ p(v_t|h_t, v_{t-1}) = \mathcal{N}(\mu_t, \text{diag}(\sigma^2_t)) \]

where

\[
\mu_{mt} = w_{2m}^T h_t + w_{4m}^T v_{t-1} + c_m, \quad \log \sigma^2_{mt} = (w_{2m}')^T h_t + (w_{4m}')^T v_{t-1} + c'_m, \quad (4.4)
\]

and \( \mu_{mt} \) and \( \sigma^2_{mt} \) are elements of \( \mu_t \) and \( \sigma^2_t \), respectively. \( W_2' \) and \( W_4' \) are of the same size of \( W_2 \) and \( W_4 \), respectively. Compared with the Gaussian TRBM (Sutskever et al., 2009), in which \( \sigma_{mt} \) is fixed to 1, our formalism uses a diagonal matrix to parameterize the variance structure of \( v_t \).

Modeling count data  We also introduce an approach for modeling time-series data with count observations, by replacing (4.3) with 

\[
p(v_t|h_t, v_{t-1}) = \prod_{m=1}^M y_{mmt}, \quad \text{where}
\]

\[
y_{mt} = \frac{\exp(w_{2m}^T h_t + w_{4m}^T v_{t-1} + c_m)}{\sum_{m'=1}^M \exp(w_{2m'}^T h_t + w_{4m'}^T v_{t-1} + c_{m'})}. \quad (4.5)
\]

This formulation is related to the Replicated Softmax Model (RSM) described in Salakhutdinov and Hinton (2009b), however, our approach uses a directed connection from the binary hidden variables to the visible counts, while also learning the dynamics in the count sequences.

Furthermore, rather than assuming that \( h_t \) and \( v_t \) only depend on \( h_{t-1} \) and \( v_{t-1} \), in the experiments, we also allow for connections from the past \( n \) time steps of the hidden and visible states, to the current states, \( h_t \) and \( v_t \). A sliding window is then used to go through the sequence to obtain \( n \) frames at each time. We refer to \( n \) as the order of the model.
4.2.3 Deep Architecture for Sequence Modeling with TSBNs

Learning the sequential dependencies with the shallow model in (4.1)-(4.3) may be restrictive. Therefore, we propose two deep architectures to improve its representational power: (i) adding stochastic hidden layers; (ii) adding deterministic hidden layers. The graphical model for the deep TSBN is shown in Figure 4.1(c). Specifically, we consider a deep TSBN with hidden layers $h^{(t)}_t$ for $t = 1, \ldots, T$ and $\ell = 1, \ldots, L$. Assume layer $\ell$ contains $J^{(\ell)}$ hidden units, and denote the visible layer $v_t = h^{(0)}_t$ and let $h^{(L+1)}_t = 0$, for convenience. In order to obtain a proper generative model, the top hidden layer $h^{(L)}$ contains stochastic binary hidden variables.

For the middle layers, $\ell = 1, \ldots, L-1$, if stochastic hidden layers are utilized, the generative process is expressed as $p(h^{(t)}_t) = \prod_{j=1}^{J^{(\ell)}} p(h^{(\ell)}_{j|t}|h^{(\ell+1)}_t, h^{(\ell)}_{t-1}, h^{(\ell-1)}_{t-1})$, where each conditional distribution is parameterized via a logistic function, as in (4.3). If deterministic hidden layers are employed, we obtain $h^{(t)}_t = f(h^{(\ell+1)}_t, h^{(\ell)}_{t-1}, h^{(\ell-1)}_{t-1})$, where $f(\cdot)$ is chosen to be a rectified linear function. Although the differences between these two approaches are minor, learning and inference algorithms can be quite different, as shown in Section 4.3.3.

4.3 Scalable Learning and Inference

Computation of the exact posterior over the hidden variables in (4.1) is intractable. Approximate Bayesian inference, such as Gibbs sampling or mean-field variational Bayes (VB) inference, can be implemented (Gan et al., 2015c; Neal, 1992). However, Gibbs sampling is very inefficient, due to the fact that the conditional posterior distribution of the hidden variables does not factorize. The mean-field VB indeed provides a fully factored variational posterior, but this technique increases the gap between the bound being optimized and the true log-likelihood, potentially resulting in a poor fit to the data. To allow for tractable and scalable inference and parameter
learning, without loss of the flexibility of the variational posterior, we apply the Neural Variational Inference and Learning (NVIL) algorithm described in Mnih and Gregor (2014).

4.3.1 Variational Lower Bound Objective

We are interested in training the TSBN model, $p_{\theta}(V, H)$, described in (4.1), with parameters $\theta$. Given an observation $V$, we introduce a fixed-form distribution, $q_{\phi}(H|V)$, with parameters $\phi$, that approximates the true posterior distribution, $p(H|V)$. We then follow the variational principle to derive a lower bound on the marginal log-likelihood, expressed as

$$\mathcal{L}(V, \theta, \phi) = \mathbb{E}_{q_{\phi}(H|V)}[\log p_{\theta}(V, H) - \log q_{\phi}(H|V)].$$  \hspace{1cm} (4.6)

We construct the approximate posterior $q_{\phi}(H|V)$ as a recognition model. By using this, we avoid the need to compute variational parameters per data point; instead we compute a set of parameters $\phi$ used for all $V$. In order to achieve fast inference, the recognition model is expressed as

$$q_{\phi}(H|V) = q(h_1|v_1) \cdot \prod_{t=2}^{T} q(h_t|h_{t-1}, v_t, v_{t-1}),$$  \hspace{1cm} (4.7)

and each conditional distribution is specified as

$$q(h_{jt} = 1|h_{t-1}, v_t, v_{t-1}) = \sigma(u_{1j}^T h_{t-1} + u_{2j}^T v_t + u_{3j}^T v_{t-1} + d_j),$$  \hspace{1cm} (4.8)

where $h_0$ and $v_0$, for $q(h_1|v_1)$, are defined as zero vectors. The recognition parameters $\phi$ are specified as $U_1 \in \mathbb{R}^{J \times J}$, $U_2 \in \mathbb{R}^{J \times M}$, $U_3 \in \mathbb{R}^{J \times M}$. For $i = 1, 2, 3$, $u_{ij}$ is the transpose of the $j$th row of $U_i$, and $d = [d_1, \ldots, d_J]^T$ is the bias term. The graphical model is shown in Figure 4.1(b).

The recognition model defined in (4.8) has the same form as in the approximate inference used for the TRBM (Sutskever and Hinton, 2007). Exact inference for

\footnote{This lower bound is equivalent to the marginal log-likelihood if $q_{\phi}(H|V) = p(H|V)$.}
our model consists of a forward and backward pass through the entire sequence, that requires the traversing of each possible hidden state. Our feedforward approximation allows the inference procedure to be fast and implemented in an online fashion.

4.3.2 Parameter Learning

To optimize (4.6), we utilize Monte Carlo methods to approximate expectations and stochastic gradient descent (SGD) for parameter optimization. The gradients can be expressed as

\[
\nabla_{\theta} \mathcal{L}(V) = \mathbb{E}_{q_{\phi}(H|V)}[\nabla_{\theta} \log p_{\theta}(V, H)], \tag{4.9}
\]

\[
\nabla_{\phi} \mathcal{L}(V) = \mathbb{E}_{q_{\phi}(H|V)}[(\log p_{\theta}(V, H) - \log q_{\phi}(H|V)) \times \nabla_{\phi} \log q_{\phi}(H|V)]. \tag{4.10}
\]

Specifically, in the TSBN model, if we define \( \hat{v}_{mt} = \sigma(w_{2m}^T h_t + w_{1m}^T v_{t-1} + c_m) \) and \( \hat{h}_{jt} = \sigma(u_{1j}^T h_{t-1} + u_{2j}^T v_t + u_{3j}^T v_{t-1} + d_j) \), the gradients for \( w_{2m} \) and \( u_{2j} \) can be calculated as

\[
\frac{\partial \log p_{\theta}(V, H)}{\partial w_{2mj}} = \sum_{t=1}^{T} (v_{mt} - \hat{v}_{mt}) \cdot \hat{h}_{jt}, \quad \frac{\partial \log q_{\phi}(H|V)}{\partial u_{2jm}} = \sum_{t=1}^{T} (h_{jt} - \hat{h}_{jt}) \cdot v_{mt}. \tag{4.11}
\]

Other update equations, along with the learning details for the TSBN variants in Section 4.2.2, are provided in Section 4.7.1. We observe that the gradients in (4.9) and (4.10) share many similarities with the wake-sleep algorithm (Hinton et al., 1995b). Wake-sleep alternates between updating \( \theta \) in the wake phase and updating \( \phi \) in the sleep phase. The update of \( \theta \) is based on the samples generated from \( q_{\phi}(H|V) \), and is identical to (4.9). However, in contrast to (4.10), the recognition parameters \( \phi \) are estimated from samples generated by the model, i.e., \( \nabla_{\phi} \mathcal{L}(V) = \mathbb{E}_{p_{\theta}(V,H)}[\nabla_{\phi} \log q_{\phi}(H|V)] \). This update does not optimize the same objective as in (4.9), hence the wake-sleep algorithm is not guaranteed to converge (Mnih and Gregor, 2014).

Inspecting (4.10), we see that we are using \( l_{\phi}(V, H) = \log p_{\theta}(V, H) - \log q_{\phi}(H|V) \) as the learning signal for the recognition parameters \( \phi \). The expectation of this
learning signal is exactly the lower bound (4.6), which is easy to evaluate. However, this tractability makes the estimated gradients of the recognition parameters very noisy. In order to make the algorithm practical, we employ the variance reduction techniques proposed in Mnih and Gregor (2014), namely: (i) centering the learning signal, by subtracting the data-independent baseline and the data-dependent baseline; (ii) variance normalization, by dividing the centered learning signal by a running estimate of its standard deviation. The data-dependent baseline is implemented using a neural network. Additionally, RMSprop (Tieleman and Hinton, 2012), a form of SGD where the gradients are adaptively rescaled by a running average of their recent magnitude, were found in practice to be important for fast convergence; thus utilized throughout all the experiments. The outline of the NVIL algorithm is shown in Algorithm 2 (reproduced from Mnih and Gregor (2014)). $C_\lambda(v_t)$ represents the data-dependent baseline, and $\alpha = 0.8$ throughout the experiments.

**Algorithm 2** Compute gradient estimates for the model parameters and recognition parameters.

\[
\begin{align*}
\Delta \theta & \leftarrow 0, \Delta \phi \leftarrow 0, \Delta \lambda \leftarrow 0 \\
\mathcal{L} & \leftarrow 0 \\
\text{for } t \leftarrow 1 \text{ to } T & \text{ do} \\
& h_t \sim q_\phi(h_t|v_t) \\
& l_t \leftarrow \log p_\theta(v_t, h_t) - \log q_\phi(h_t|v_t) \\
& \mathcal{L} \leftarrow \mathcal{L} + l_t \\
& l_t \leftarrow l_t - C_\lambda(v_t) \\
\text{end for} \\
c_b & \leftarrow \text{mean}(l_1, \ldots, l_T) \\
v_b & \leftarrow \text{variance}(l_1, \ldots, l_T) \\
c & \leftarrow c + (1 - \alpha)c_b \\
v & \leftarrow \alpha v + (1 - \alpha)v_b \\
\text{for } t \leftarrow 1 \text{ to } T & \text{ do} \\
& l_t \leftarrow \frac{l_t - c}{\max[1, \sqrt{v}]} \\
& \Delta \theta \leftarrow \Delta \theta + \nabla_\theta \log p_\theta(v_t, h_t) \\
& \Delta \phi \leftarrow \Delta \phi + l_t \nabla_\phi \log q_\phi(h_t|v_t) \\
& \Delta \lambda \leftarrow \Delta \lambda + l_t \nabla_\lambda C_\lambda(v_t) \\
\text{end for}
\]
4.3.3 Extension to deep models

The recognition model corresponding to the deep TSBN is shown in Figure 4.1(d). Two kinds of deep architectures are discussed in Section 4.2.3. We illustrate the difference of their learning algorithms in two respects: (i) the calculation of the lower bound; and (ii) the calculation of the gradients.

The top hidden layer is stochastic. If the middle hidden layers are also stochastic, the calculation of the lower bound is more involved, compared with the shallow model; however, the gradient evaluation remain simple as in (4.11). On the other hand, if deterministic middle hidden layers (i.e., recurrent neural networks) are employed, the lower bound objective will stay the same as a shallow model, since the only stochasticity in the generative process lies in the top layer; however, the gradients have to be calculated recursively through the back-propagation through time algorithm (Werbos, 1990).

4.4 Related Work

The RBM has been widely used as building block to learn the sequential dependencies in time-series data, e.g., the conditional-RBM-related models (Taylor et al., 2006; Taylor and Hinton, 2009), and the temporal RBM (Sutskever and Hinton, 2007). To make exact inference possible, the recurrent temporal RBM was also proposed (Sutskever et al., 2009), and further extended to learn the dependency structure within observations (Mittelman et al., 2014).

In the work reported here, we focus on modeling sequences based on the SBN (Neal, 1992), which recently has been shown to have the potential to build deep generative models (Mnih and Gregor, 2014; Gan et al., 2015c,d). Our work serves as another extension of the SBN that can be utilized to model time-series data. Similar ideas have also been considered in Henderson and Titov (2010) and Hinton et al.
However, in Henderson and Titov (2010), the authors focus on grammar learning, and use a feed-forward approximation of the mean-field VB to carry out the inference; while in Hinton et al. (1995a), the wake-sleep algorithm was developed. We apply the model in a different scenario, and develop a fast and scalable inference algorithm, based on the idea of training a recognition model by leveraging the stochastic gradient of the variational bound.

There exist two main methods for the training of recognition models. The first one, termed Stochastic Gradient Variational Bayes (SGVB), is based on a reparameterization trick (Kingma and Welling, 2013; Rezende et al., 2014), which can be only employed in models with continuous latent variables, e.g., the variational auto-encoder (Kingma and Welling, 2013) and all the recent recurrent extensions of it (Bayer and Osendorfer, 2014; Fabius et al., 2014; Chung et al., 2015). The second one, called Neural Variational Inference and Learning (NVIL), is based on the log-derivative trick (Mnih and Gregor, 2014), which is more general and can also be applicable to models with discrete random variables. The NVIL algorithm has been previously applied to the training of SBN in Mnih and Gregor (2014). Our approach serves as a new application of this algorithm for a SBN-based time-series model.
4.5 Experiments

We present experimental results on four publicly available datasets: the bouncing balls (Sutskever et al., 2009), polyphonic music (Boulanger-Lewandowski et al., 2012), motion capture (Taylor et al., 2006) and state-of-the-Union (Han et al., 2014). To assess the performance of the TSBN model, we show sequences generated from the model, and report the average log-probability that the model assigns to a test sequence, and the average squared one-step-ahead prediction error per frame.

The TSBN model with $W_3 = 0$ and $W_4 = 0$ is denoted Hidden Markov SBN (HMSBN), the deep TSBN with stochastic hidden layer is denoted DTSBN-S, and the deep TSBN with deterministic hidden layer is denoted DTSBN-D.

Model parameters were initialized by sampling randomly from $\mathcal{N}(0, 0.001^2I)$, except for the bias parameters, that were initialized as 0. The TSBN model is trained using a variant of RMSprop (Graves, 2013), with momentum of 0.9, and a constant learning rate of $10^{-4}$. The decay over the root mean squared gradients is set to 0.95. The maximum number of iterations we use is $10^5$. The gradient estimates were computed using a single sample from the recognition model. The only regularization we used was a weight decay of $10^{-4}$. The data-dependent baseline was implemented by using a neural network with a single hidden layer with 100 tanh units.

For the prediction of $v_t$ given $v_{1:t-1}$, we (i) first obtain a sample from $q_\phi(h_{1:t-1}|v_{1:t-1})$; (ii) calculate the conditional posterior $p_\theta(h_t|h_{1:t-1}, v_{1:t-1})$ of the current hidden state; (iii) make a prediction for $v_t$ using $p_\theta(v_t|h_{1:t}, v_{1:t-1})$. On the other hand, synthesizing samples is conceptually simper. Sequences can be readily generated from the model using ancestral sampling.
Table 4.1: Average prediction error for the bouncing balls dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dim</th>
<th>Order</th>
<th>Pred. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTSBN-s</td>
<td>100-100</td>
<td>2</td>
<td>2.79 ± 0.39</td>
</tr>
<tr>
<td>DTSBN-d</td>
<td>100-100</td>
<td>2</td>
<td>2.99 ± 0.42</td>
</tr>
<tr>
<td>TSBN</td>
<td>100</td>
<td>4</td>
<td>3.07 ± 0.40</td>
</tr>
<tr>
<td>TSBN</td>
<td>100</td>
<td>1</td>
<td>9.48 ± 0.38</td>
</tr>
<tr>
<td>RTRBM (Mittelman et al., 2014)</td>
<td>3750</td>
<td>1</td>
<td>3.88 ± 0.33</td>
</tr>
<tr>
<td>SRTRBM (Mittelman et al., 2014)</td>
<td>3750</td>
<td>1</td>
<td>3.31 ± 0.33</td>
</tr>
</tbody>
</table>

4.5.1 Bouncing balls dataset

We conducted the first experiment on synthetic videos of 3 bouncing balls, where pixels are binary valued. We followed the procedure in Sutskever et al. (2009), and generated 4000 videos for training, and another 200 videos for testing. Each video is of length 100 and of resolution 30 × 30.

The dictionaries learned using the HMSBN are shown in Figure 4.2(Left). Compared with previous work (Sutskever et al., 2009; Boulanger-Lewandowski et al., 2012), our learned bases are more spatially localized. In Table 4.1, we compare the average squared prediction error per frame over the 200 test videos, with recurrent temporal RBM (RTRBM) and structured RTRBM (SRTRBM). As can be seen, our approach achieves better performance compared with the baselines in the literature. Furthermore, we observe that a high-order TSBN reduces the prediction error significantly, compared with an order-one TSBN. This is due to the fact that by using a high-order TSBN, more information about the past is conveyed. We also examine the advantage of employing deep models. Using stochastic, or deterministic hidden layer improves performances.

4.5.2 Motion capture dataset

In this experiment, we used the CMU motion capture dataset, that consists of measured joint angles for different motion types. We used the 33 running and walking sequences of subject 35 (23 walking sequences and 10 running sequences). We fol-
Table 4.2: Average prediction error obtained for the motion capture dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Walking</th>
<th>Running</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTSBN-s</td>
<td>4.40 ± 0.28</td>
<td>2.56 ± 0.40</td>
</tr>
<tr>
<td>DTSBN-d</td>
<td>4.62 ± 0.01</td>
<td>2.84 ± 0.01</td>
</tr>
<tr>
<td>TSBN</td>
<td>5.12 ± 0.50</td>
<td>4.85 ± 1.26</td>
</tr>
<tr>
<td>HMSBN</td>
<td>10.77 ± 1.15</td>
<td>7.39 ± 0.47</td>
</tr>
<tr>
<td>ss-SRTRBM (Mittelman et al., 2014)</td>
<td>8.13 ± 0.06</td>
<td>5.88 ± 0.05</td>
</tr>
<tr>
<td>g-RTRBM (Mittelman et al., 2014)</td>
<td>14.41 ± 0.38</td>
<td>10.91 ± 0.27</td>
</tr>
</tbody>
</table>

Figure 4.3: Generated motion trajectories. (Left) Walking. (Middle) Running-running-walking. (Right) Running-walking.

Followed the preprocessing procedure of Mittelman et al. (2014), after which we were left with 58 joint angles. We partitioned the 33 sequences into training and testing set: the first of which had 31 sequences, and the second had 2 sequences (one walking and another running). We averaged the prediction error over 100 trials, as reported in Table 4.2. The TSBN we implemented is of size 100 in each hidden layer and order 1. It can be seen that the TSBN-based models improves over the Gaussian (G-)RTRBM and the spike-slab (SS-)SRTRBM significantly.

Another popular motion capture dataset is the MIT dataset. To further demonstrate the directed, generative nature of our model, we give our trained HMSBN model different initializations, and show generated, synthetic data and the transitions between different motion styles in Figure 4.3. These generated data are readily produced from the model and demonstrate realistic behavior. The smooth trajectories are walking movements, while the vibrating ones are running. Corresponding video files (AVI) are provided as mocap 1, 2 and 3, which can be downloaded from https:
Table 4.3: Test log-likelihood for the polyphonic music dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Piano</th>
<th>Nott.</th>
<th>Muse.</th>
<th>JSB.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSBN</td>
<td>-7.98</td>
<td>-3.67</td>
<td>-6.81</td>
<td>-7.48</td>
</tr>
<tr>
<td>RNN-NADE (Boulanger-Lewandowski et al., 2012)</td>
<td>-7.05</td>
<td>-2.31</td>
<td>-5.60</td>
<td>-5.56</td>
</tr>
<tr>
<td>RTRBM (Boulanger-Lewandowski et al., 2012)</td>
<td>-7.36</td>
<td>-2.62</td>
<td>-6.35</td>
<td>-6.35</td>
</tr>
<tr>
<td>RNN (Boulanger-Lewandowski et al., 2012)</td>
<td>-8.37</td>
<td>-4.46</td>
<td>-8.13</td>
<td>-8.71</td>
</tr>
</tbody>
</table>

4.5.3 Polyphonic music dataset

The third experiment is based on four different polyphonic music sequences of piano (Boulanger-Lewandowski et al., 2012), i.e., Piano-midi.de (Piano), Nottingham (Nott), MuseData (Muse) and JSB chorales (JSB). Each of these datasets are represented as a collection of 88-dimensional binary sequences, that span the whole range of piano from A0 to C8.

The samples generated from the trained HMSBN model are shown in Figure 4.2 (Middle). As can be seen, different styles of polyphonic music are synthesized. The corresponding MIDI files are provided as music 1 and 2, which can be downloaded from https://drive.google.com/drive/u/0/folders/0B1HR6m3IZSO_SWt0aS1oYmlneDQ.

Our model has the ability to learn basic harmony rules and local temporal coherence. However, long-term structure and musical melody remain elusive. The variational lower bound, along with the estimated log-likelihood in Boulanger-Lewandowski et al. (2012), are presented in Table 4.3. The TSBN we implemented is of size 100 and order 1. Empirically, adding layers did not improve performance on this dataset, hence no such results are reported. The results of RNN-NADE and RTRBM (Boulanger-Lewandowski et al., 2012) were obtained by only 100 runs of the annealed importance sampling, which has the potential to overestimate the true log-likelihood. Our variational lower bound provides a more conservative estimate. Though, our performance is still better than that of RNN.
Table 4.4: Average prediction precision for STU.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dim</th>
<th>MP</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMSBN</td>
<td>25</td>
<td>0.327 ± 0.002</td>
<td>0.353 ± 0.070</td>
</tr>
<tr>
<td>DHMSBN-s</td>
<td>25-25</td>
<td>0.299 ± 0.001</td>
<td>0.378 ± 0.006</td>
</tr>
<tr>
<td>GP-DPFA (Acharya et al., 2015)</td>
<td>100</td>
<td>0.223 ± 0.001</td>
<td>0.189 ± 0.003</td>
</tr>
<tr>
<td>DRFM (Acharya et al., 2015)</td>
<td>25</td>
<td>0.217 ± 0.003</td>
<td>0.177 ± 0.010</td>
</tr>
</tbody>
</table>

4.5.4 State of the Union dataset

The State of the Union (STU) dataset contains the transcripts of $T = 225$ US State of the Union addresses, from 1790 to 2014. Two tasks are considered, i.e., prediction and dynamic topic modeling.

**Prediction** The prediction task is concerned with estimating the held-out words. We employ the setup in Acharya et al. (2015). After removing stop words and terms that occur fewer than 7 times in one document or less than 20 times overall, there are 2375 unique words. The entire data of the last year is held-out. For the documents in the previous years, we randomly partition the words of each document into 80%/20% split. The model is trained on the 80% portion, and the remaining 20% held-out words are used to test the prediction at each year. The words in both held-out sets are ranked according to the probability estimated from (4.5).

To evaluate the prediction performance, we calculate the precision @top-$M$ as in Acharya et al. (2015), which is given by the fraction of the top-$M$ words, predicted by the model, that matches the true ranking of the word counts. $M = 50$ is used. Two recent works are compared, GP-DPFA (Acharya et al., 2015) and DRFM (Han et al., 2014). The results are summarized in Table 4.4. Our model is of order 1. The column MP denotes the mean precision over all the years that appear in the training set. The column PP denotes the predictive precision for the final year. Our model achieves significant improvements in both scenarios.
Table 4.5: Top 6 most probable words associated with the STU topics.

<table>
<thead>
<tr>
<th>Topic #29</th>
<th>Topic #30</th>
<th>Topic #130</th>
<th>Topic #64</th>
<th>Topic #70</th>
<th>Topic #74</th>
</tr>
</thead>
<tbody>
<tr>
<td>family</td>
<td>officer</td>
<td>government</td>
<td>generations</td>
<td>Iraqi</td>
<td>Philippines</td>
</tr>
<tr>
<td>budget</td>
<td>civilized</td>
<td>country</td>
<td>generation</td>
<td>Qaida</td>
<td>islands</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>warfare</td>
<td>public</td>
<td>recognize</td>
<td>Iraq</td>
<td>axis</td>
</tr>
<tr>
<td>free</td>
<td>enemy</td>
<td>law</td>
<td>brave</td>
<td>Iraqis</td>
<td>Nazis</td>
</tr>
<tr>
<td>future</td>
<td>whilst</td>
<td>present</td>
<td>crime</td>
<td>AI</td>
<td>Japanese</td>
</tr>
<tr>
<td>freedom</td>
<td>gained</td>
<td>citizens</td>
<td>race</td>
<td>Saddam</td>
<td>Germans</td>
</tr>
</tbody>
</table>

Dynamic Topic Modeling  The setup described in Han et al. (2014) is employed, and the number of topics is 200. To understand the temporal dynamic per topic, three topics are selected and the normalized probability that a topic appears at each year are shown in Figure 4.2 (Right). Their associated top 6 words per topic are shown in Table 4.5. The learned trajectory exhibits different temporal patterns across the topics. Clearly, we can identify jumps associated with some key historical events. For instance, for Topic 29, we observe a positive jump in 1986 related to military and paramilitary activities in and against Nicaragua brought by the U.S. Topic 30 is related with war, where the War of 1812, World War II and Iraq War all spike up in their corresponding years. In Topic 130, we observe consistent positive jumps from 1890 to 1920, when the American revolution was taking place. Three other interesting topics are also shown in Table 4.5. Topic 64 appears to be related to education, Topic 70 is about Iraq, and Topic 74 is Axis and World War II. We note that the words for these topics are explicitly related to these matters.

4.6 Conclusion

We have presented the Deep Temporal Sigmoid Belief Networks, an extension of SBN, that models the temporal dependencies in high-dimensional sequences. To allow for scalable inference and learning, an efficient variational optimization algorithm is developed. Experimental results on several datasets show that the proposed approach
obtains superior predictive performance, and synthesizes interesting sequences.

In this work, we have investigated the modeling of different types of data individually. One interesting future work is to combine them into a unified framework for dynamic multi-modality learning. Furthermore, we can use high-order optimization methods to speed up inference (Fan et al., 2015).

4.7 Supplementary Material

4.7.1 Learning and Inference Details on TSBN

In order to implement the NVIL algorithm described in Mnih and Gregor (2014), we need to calculate the lower bound and also the gradients. Specifically, we have the variational lower bound $L = \sum_{t=1}^{T} E_{q_{\phi}(n|v)}[l_t]$, where $l_t$ is expressed as

$$
\begin{align*}
  l_t &= \sum_{j=1}^{J} \left( \psi^{(1)}_{jt} h_{jt} - \log(1 + \exp(\psi^{(1)}_{jt})) \right) + \sum_{m=1}^{M} \left( \psi^{(2)}_{mt} v_{mt} - \log(1 + \exp(\psi^{(2)}_{mt})) \right) \\
  &\quad - \left[ \sum_{j=1}^{J} \left( \psi^{(3)}_{jt} h_{jt} - \log(1 + \exp(\psi^{(3)}_{jt})) \right) \right],
\end{align*}
$$

and we have defined

$$
\begin{align*}
  \psi^{(1)}_{jt} &= w_{1j}^T h_{t-1} + w_{3j}^T v_{t-1} + b_j, \\
  \psi^{(2)}_{mt} &= w_{2m}^T h_{t} + w_{4m}^T v_{t-1} + c_m, \\
  \psi^{(3)}_{jt} &= u_{1j}^T h_{t-1} + u_{2j}^T v_{t} + u_{3j}^T v_{t-1} + d_j.
\end{align*}
$$

By further defining

$$
\begin{align*}
  \chi^{(1)}_{jt} &= h_{jt} - \sigma(\psi^{(1)}_{jt}), \\
  \chi^{(2)}_{mt} &= v_{mt} - \sigma(\psi^{(2)}_{mt}), \\
  \chi^{(3)}_{jt} &= h_{jt} - \sigma(\psi^{(3)}_{jt}),
\end{align*}
$$

and
The gradients for the model parameters $\theta$ are expressed as

$$
\frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{1ij'}} = \chi_{ij'}^{(1)} h_{j't-1}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{3jm}} = \chi_{jt}^{(1)} v_{mt-1}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial b_j} = \chi_{jt}^{(1)},
$$

(4.17)

$$
\frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{2mj}} = \chi_{mt}^{(2)} h_{jt}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{4nm'}} = \chi_{mt}^{(2)} v_{m't-1}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial c_m} = \chi_{mt}^{(2)}.
$$

(4.18)

The gradients for the recognition parameters $\phi$ are expressed as

$$
\frac{\partial \log q_\phi(h_t|v_t)}{\partial u_{1jj'}} = \chi_{jt}^{(3)} h_{j't-1}, \quad \frac{\partial \log q_\phi(h_t|v_t)}{\partial u_{2jm}} = \chi_{jt}^{(3)} v_{mt},
$$

(4.19)

$$
\frac{\partial \log q_\phi(h_t|v_t)}{\partial u_{3jm}} = \chi_{jt}^{(3)} v_{mt-1}, \quad \frac{\partial \log q_\phi(h_t|v_t)}{\partial d_j} = \chi_{jt}^{(3)}.
$$

(4.20)

**Modeling Real-valued Data**

When modeling real-valued data, we substitute (4.3) with $p(v_t|h_t, v_{t-1}) = \mathcal{N}(\mu_t, \text{diag}(\sigma_t^2))$, where

$$
\mu_{mt} = W_{2m}^\top h_t + W_{4m}^\top v_{t-1} + c_m, \quad \log \sigma_{mt} = (W_{2m}')^\top h_t + (W_{4m}')^\top v_{t-1} + c_m',
$$

(4.21)

and we have $W_2' \in \mathbb{R}^{M \times J}$ and $W_4' \in \mathbb{R}^{M \times M}$. The recognition model remains the same as in (4.8). Let $\tau_{mt} = \log \sigma_{mt}$, we obtain

$$
l_t = \sum_{j=1}^{J} \left( \psi_{jt}^{(1)} h_{jt} - \log(1 + \exp(\psi_{jt}^{(1)})) \right) - \sum_{m=1}^{M} \left( \frac{1}{2} \log 2\pi + \tau_{mt} + \frac{(v_{mt} - \mu_{mt})^2}{2\sigma_{mt}^2} \right) - \sum_{j=1}^{J} \left( \psi_{jt}^{(3)} h_{jt} - \log(1 + \exp(\psi_{jt}^{(3)})) \right).
$$

(4.22)

All the gradient calculation remains the same as (4.17)-(4.20), except the following.

$$
\frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{2mj}} = \chi_{mt}^{(4)} h_{jt}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{4nm'}} = \chi_{mt}^{(4)} v_{m't-1}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial c_m} = \chi_{mt}^{(4)}.
$$

$$
\frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{2mj}'} = \chi_{mt}^{(5)} h_{jt}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{4nm'}}' = \chi_{mt}^{(5)} v_{m't-1}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial c_m'} = \chi_{mt}^{(5)}.
$$
where we have defined
\[ \chi_{mt}^{(4)} = \frac{\partial \log p_\theta(v_t, h_t)}{\partial \mu_{mt}} = \frac{v_{mt} - \mu_{mt}}{e^{2\tau_{mt}}}, \quad \chi_{mt}^{(5)} = \frac{\partial \log p_\theta(v_t, h_t)}{\partial \tau_{mt}} = \frac{(v_{mt} - \mu_{mt})^2}{e^{2\tau_{mt}}} - 1. \]

**Modeling Count Data**

We also introduce an approach for modeling time-series data with count observations, by replacing (4.3) with
\[ p(v_t|h_t, v_{t-1}) = \prod_{m=1}^{M} y_{mt}^v, \]
where
\[ y_{mt} = \frac{\exp(w_{2m}^T h_t + w_{4m}^T v_{t-1} + c_m)}{\sum_{m'=1}^{M} \exp(w_{2m'}^T h_t + w_{4m'}^T v_{t-1} + c_{m'})}. \]  
(4.23)

The recognition model still remains the same as in (4.8). The \( l_t \) now is expressed as
\[ l_t = \sum_{j=1}^{J} \left( \psi_{jt}^{(1)} h_{jt} - \log(1 + \exp(\psi_{jt}^{(1)})) \right) + \sum_{m=1}^{M} \left( \psi_{mt}^{(2)} v_{mt} - v_{mt} \log \sum_{m'=1}^{M} \exp(\psi_{m't}^{(2)}) \right) \]
\[ - \left[ \sum_{j=1}^{J} \left( \psi_{jt}^{(3)} h_{jt} - \log(1 + \exp(\psi_{jt}^{(3)})) \right) \right]. \]  
(4.24)

All the gradient calculations remain the same as (4.17)-(4.20), except the following
\[ \frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{2mj}} = \chi_{mt}^{(6)} h_{jt}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial w_{4mm'}} = \chi_{mt}^{(6)} v_{m't-1}, \quad \frac{\partial \log p_\theta(v_t, h_t)}{\partial c_m} = \chi_{mt}^{(6)} \]
where we have defined \( \chi_{mt}^{(6)} = v_{mt} - y_{mt} \sum_{m'=1}^{M} v_{m't}. \)
In this chapter, I will present semantic compositional network for controllable visual captioning. The proposed model uses a mixture-of-experts design, and can be considered as training an ensemble of up to 1000 LSTMs simultaneously. The degree to which each member of the ensemble is used to generate an image caption is tied to the image-dependent probability of the corresponding tag.

5.1 Introduction

There has been a recent surge of interest in developing models that can generate captions for images or videos, termed visual captioning. Most of these approaches learn a probabilistic model of the caption, conditioned on an image or a video (Mao et al., 2015; Venugopalan et al., 2015b; Fang et al., 2015; Karpathy and Fei-Fei, 2015; Vinyals et al., 2015; Xu et al., 2015; Donahue et al., 2015; Venugopalan et al., 2015a; Pan et al., 2016; Yu et al., 2016). Inspired by the successful use of the encoder-decoder framework employed in machine translation (Bahdanau et al., 2015; Cho et al., 2014;
most recent work on visual captioning employs a convolutional neural network (CNN) as an encoder, obtaining a fixed-length vector representation of a given image or video. A recurrent neural network (RNN), typically implemented with long short-term memory (LSTM) units (Hochreiter and Schmidhuber, 1997), is then employed as a decoder to generate a caption. Aided by advances in CNN training on large datasets (e.g., ImageNet (Russakovsky et al., 2015)) (Krizhevsky et al., 2012; Simonyan and Zisserman, 2015; Szegedy et al., 2015; He et al., 2016), the quality of caption generation has improved significantly using this approach.

Recent work shows that adding explicit high-level semantic concepts (i.e., tags) of the input image/video can further improve visual captioning. As shown in Wu et al. (2016a); You et al. (2016), detecting explicit semantic concepts encoded in an image, and adding this high-level semantic information into the CNN-LSTM framework, has improved performance significantly. Specifically, Wu et al. (2016a) feeds the semantic concepts as an initialization step into the LSTM decoder. In You et al. (2016), a model of semantic attention is proposed which selectively attends to semantic concepts through a soft attention mechanism (Bahdanau et al., 2015). On the other hand, although significant performance improvements were achieved, integration of semantic concepts into the LSTM-based caption generation process is constrained in these methods; e.g., only through soft attention or initialization of the first step of the LSTM.

In this paper, we propose the Semantic Compositional Network (SCN) to more effectively assemble the meanings of individual tags to generate the caption that describes the overall meaning of the image, as illustrated in Figure 5.1(a). Each triangle symbol represents an ensemble of tag-dependent weight matrices. The number next to a semantic concept (i.e., a tag) is the probability that the corresponding semantic concept is presented in the input image. Similar to the conventional CNN-LSTM-based image captioning framework, a CNN is used to extract the visual feature
vector, which is then fed into a LSTM for generating the image caption (for simplicity, in this discussion we refer to images, but the method is also applicable to video). However, unlike the conventional LSTM, the SCN extends each weight matrix of the conventional LSTM to an ensemble of tag-dependent weight matrices, subject to the probabilities that the tags are present in the image. These tag-dependent weight matrices form a weight tensor with a large number of parameters. In order to make learning feasible, we factorize that tensor to be a three-way matrix product, which dramatically reduces the number of free parameters to be learned, while also yielding excellent performance.

The main contributions of this paper are as follows: (i) We propose the SCN
to effectively compose individual semantic concepts for image captioning. (ii) We perform comprehensive evaluations on two image captioning benchmarks, demonstrating that the proposed method outperforms previous state-of-the-art approaches by a substantial margin. For example, as reported by the COCO official test server, we achieve a BLEU-4 of 33.1, an improvement of 1.5 points over the current published state-of-the-art (You et al., 2016). (iii) We extend the proposed framework from image captioning to video captioning, demonstrating the versatility of the proposed model. (iv) We also perform a detailed analysis to study the SCN, showing that the model can adjust the caption smoothly by modifying the tags.

5.2 Related work

We focus on recent neural-network-based literature for caption generation, as these are most relevant to our work. Such models typically extract a visual feature vector via a CNN, and then send that vector to a language model for caption generation. Representative works include Chen and Lawrence Zitnick (2015); Devlin et al. (2015); Donahue et al. (2015); Karpathy and Fei-Fei (2015); Kiros et al. (2014a,c); Mao et al. (2015); Vinyals et al. (2015) for image captioning and Donahue et al. (2015); Venugopalan et al. (2015a,b); Yu et al. (2016); Ballas et al. (2016); Pu et al. (2018); Dong et al. (2016) for video captioning. The differences of the various methods mainly lie in the types of CNN architectures and language models. For example, the vanilla RNN (Elman, 1990) was used in Mao et al. (2015); Karpathy and Fei-Fei (2015), while the LSTM (Hochreiter and Schmidhuber, 1997) was used in Vinyals et al. (2015); Venugopalan et al. (2015a,b). The visual feature vector was only fed into the RNN once at the first time step in Vinyals et al. (2015); Karpathy and Fei-Fei (2015), while it was used at each time step of the RNN in Mao et al. (2015).

Most recently, Xu et al. (2015) utilized an attention-based mechanism to learn where to focus in the image during caption generation. This work was followed
by Yang et al. (2016) which introduced a review module to improve the attention mechanism and Liu et al. (2016) which proposed a method to improve the correctness of visual attention. Moreover, a variational autoencoder was developed in Pu et al. (2016b) for image captioning. Other related work includes Pan et al. (2016) for video captioning and Anne Hendricks et al. (2016) for composing sentences that describe novel objects.

Another class of models uses semantic information for caption generation. Specifically, Jia et al. (2015) applied retrieved sentences as additional semantic information to guide the LSTM when generating captions, while Fang et al. (2015); Wu et al. (2016a); You et al. (2016) applied a semantic-concept-detection process (Gan et al., 2016a) before generating sentences. In addition, Fang et al. (2015) also proposes a deep multimodal similarity model to project visual features and captions into a joint embedding space. This line of methods represents the current state of the art for image captioning. Our proposed model also lies in this category; however, distinct from the aforementioned approaches, our model uses weight tensors in LSTM units. This allows learning an ensemble of semantic-concept-dependent weight matrices for generating the caption.

Related to but distinct from the hierarchical composition in a recursive neural network (Socher et al., 2014), our model carries out implicit composition of concepts, and there is no hierarchical relationship among these concepts. Figure 5.1(b) illustrates the semantic composition manifested in the SCN model. Specifically, a set of semantic concepts, such as “baby, holding, toothbrush, mouth”, are detected with high probabilities. If only one semantic concept is turned on, the model will generate a description covering only part of the input image, as shown in sentences 1-5 of Figure 5.1(b); however, by assembling all these semantic concepts, the SCN is able to generate a comprehensive description “a baby holding a toothbrush in its mouth”. More interestingly, as shown in sentences 6-8 of Figure 5.1(b), the SCN
also has great flexibility to adjust the generation of the caption by changing certain semantic concepts.

The tensor factorization method is used to make the SCN compact and simplify learning. Similar ideas have been exploited in Kiros et al. (2014b); Memisevic and Hinton (2007); Song et al. (2016a); Sutskever et al. (2011); Taylor and Hinton (2009); Wu et al. (2016b); Gan et al. (2017a); Wang et al. (2017). In Donahue et al. (2015); Jin et al. (2015); Kiros et al. (2014a) the authors also briefly discussed using the tensor factorization method for image captioning. Specifically, visual features extracted from CNNs are utilized in Donahue et al. (2015); Kiros et al. (2014a), and an inferred scene vector is used in Jin et al. (2015) for tensor factorization. In contrast to these works, we use the semantic-concept vector that is formed by the probabilities of all tags to weight the basis LSTM weight matrices in the ensemble. Our semantic-concept vector is more powerful than the visual-feature vector (Donahue et al., 2015; Kiros et al., 2014a) and the scene vector (Jin et al., 2015) in terms of providing explicit semantic information of an image, hence leading to significantly better performance, as shown in our quantitative evaluation. In addition, the usage of semantic concepts also makes the proposed SCN more interpretable than Donahue et al. (2015); Jin et al. (2015); Kiros et al. (2014a), as shown in our qualitative analysis, since each unit in the semantic-concept vector corresponds to an explicit tag.

5.3 Semantic compositional networks

5.3.1 Review of RNN for image captioning

Consider an image $I$, with associated caption $X$. We first extract feature vector $v(I)$, which is often the top-layer features of a pretrained CNN. Henceforth, for simplicity, we omit the explicit dependence on $I$, and represent the visual feature vector as $v$. The length-$T$ caption is represented as $X = (x_1, \ldots, x_T)$, with $x_t$ a 1-of-$V$ (“one hot”) encoding vector, with $V$ the size of the vocabulary. The length $T$ typically
varies among different captions.

The $t$-th word in a caption, $x_t$, is linearly embedded into an $n_x$-dimensional real-valued vector $w_t = W_e x_t$, where $W_e \in \mathbb{R}^{n_x \times V}$ is a word embedding matrix (learned), i.e., $w_t$ is a column of $W_e$ chosen by the one-hot $x_t$. The probability of caption $X$ given image feature vector $v$ is defined as

$$p(X|I) = \prod_{t=1}^{T} p(x_t|x_0, \ldots, x_{t-1}, v),$$

(5.1)

where $x_0$ is defined as a special start-of-the-sentence token. All the words in the caption are sequentially generated using a RNN, until the end-of-the-sentence symbol is generated. Specifically, each conditional $p(x_t|x_{<t}, v)$ is specified as $\text{softmax}(Vh_t)$, where $h_t$ is recursively updated through $h_t = \mathcal{H}(w_{t-1}, h_{t-1}, v)$, and $h_0$ is defined as a zero vector ($h_0$ is not updated during training). $V$ is the weight matrix connecting the RNN’s hidden state, used for computing a distribution over words. Bias terms are omitted for simplicity throughout the paper.

Without loss of generality, we begin by discussing an RNN with a simple transition function $\mathcal{H}(\cdot)$; this is generalized in Section 5.3.4 to the LSTM. Specifically, $\mathcal{H}(\cdot)$ is defined as

$$h_t = \sigma(Wx_{t-1} + Uh_{t-1} + \mathcal{K}(t = 1) \cdot Cv),$$

(5.2)

where $\sigma(\cdot)$ is a logistic sigmoid function, and $\mathcal{K}(\cdot)$ represents an indicator function. Feature vector $v$ is fed into the RNN at the beginning, i.e., at $t = 1$. $W$ is defined as the input matrix, and $U$ is termed the recurrent matrix. The model in (5.2) is illustrated in Figure 5.2(a).

5.3.2 Semantic concept detection

The SCN developed below is based on the detection of semantic concepts, i.e., tags, in the image under test. In order to detect such from an image, we first select a set
of tags from the caption text in the training set. Following Fang et al. (2015), we use the $K$ most common words in the training captions to determine the vocabulary of tags, which includes the most frequent nouns, verbs, or adjectives.

In order to predict semantic concepts given a test image, motivated by Wu et al. (2016a); Tran et al. (2016), we treat this problem as a multi-label classification task. Suppose there are $N$ training examples, and $y_i = [y_{i1}, \ldots, y_{iK}] \in \{0, 1\}^K$ is the label vector of the $i$-th image, where $y_{ik} = 1$ if the image is annotated with tag $k$, and $y_{ik} = 0$ otherwise. Let $v_i$ and $s_i$ represent the image feature vector and the semantic feature vector for the $i$-th image, the cost function to be minimized is

$$
\frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{K} \left( y_{ik} \log s_{ik} + (1 - y_{ik}) \log(1 - s_{ik}) \right),
$$

where $s_i = \sigma(f(v_i))$ is a $K$-dimensional vector with $s_i = [s_{i1}, \ldots, s_{iK}]$, $\sigma(\cdot)$ is the logistic sigmoid function and $f(\cdot)$ is implemented as a multilayer perceptron (MLP).

In testing, for each input image, we compute a semantic-concept vector $s$, formed by the probabilities of all tags, computed by the semantic-concept detection model.

### 5.3.3 SCN-RNN

The SCN extends each weight matrix of the conventional RNN to be an ensemble of a set of tag-dependent weight matrices, subjective to the probabilities that the tags are present in the image. Specifically, the SCN-RNN computes the hidden states as follows

$$
\mathbf{h}_t = \sigma(\mathbf{W}(\mathbf{s})\mathbf{x}_{t-1} + \mathbf{U}(\mathbf{s})\mathbf{h}_{t-1} + \mathbf{z}),
$$

where $\mathbf{z} = \mathcal{W}(t = 1) \cdot \mathbf{C}v$, and $\mathbf{W}(\mathbf{s})$ and $\mathbf{U}(\mathbf{s})$ are ensembles of tag-dependent weight matrices, subjective to the probabilities that the tags are present in the image, according to the semantic-concept vector $\mathbf{s}$.

Given $\mathbf{s} \in \mathbb{R}^K$, we define two weight tensors $\mathbf{W}_T \in \mathbb{R}^{n_h \times n_x \times K}$ and $\mathbf{U}_T \in \mathbb{R}^{n_h \times n_h \times K}$, where $n_h$ is the number of hidden units and $n_x$ is the dimension of word embedding.
\[ W(s) \in \mathbb{R}^{n_h \times n_x} \text{ and } U(s) \in \mathbb{R}^{n_h \times n_h} \text{ can be specified as} \]
\[
W(s) = \sum_{k=1}^{K} s_k W_\tau[k], \quad U(s) = \sum_{k=1}^{K} s_k U_\tau[k], \tag{5.5}
\]

where \( s_k \) is the \( k \)-th element in \( s \); \( W_\tau[k] \) and \( U_\tau[k] \) denote the \( k \)-th 2D “slice” of \( W_\tau \) and \( U_\tau \), respectively. The probability of the \( k \)-th semantic concept, \( s_k \), is associated with a pair of RNN weight matrices \( W_\tau[k] \) and \( U_\tau[k] \), implicitly specifying \( K \) RNNs in total. Consequently, training such a model as defined in (5.4) and (5.5) can be interpreted as \textit{jointly} training an ensemble of \( K \) RNNs.

Though appealing, the number of parameters is proportional to \( K \), which is prohibitive for large \( K \) (\textit{e.g.}, \( K = 1000 \) for COCO). In order to remedy this problem, we adopt ideas from Memisevic and Hinton (2007) to factorize \( W(s) \) and \( U(s) \) defined in (5.5) as

\[
\begin{align*}
W(s) & = \sum_{k=1}^{K} s_k W_\tau[k], \\
U(s) & = \sum_{k=1}^{K} s_k U_\tau[k],
\end{align*}
\]

Figure 5.2: Comparison of our proposed model with a conventional recurrent neural network (RNN) for caption generation.
\[ W(s) = W_a \cdot \text{diag}(W_b s) \cdot W_c , \quad (5.6) \]
\[ U(s) = U_a \cdot \text{diag}(U_b s) \cdot U_c , \quad (5.7) \]

where \( W_a \in \mathbb{R}^{n_h \times n_f} \), \( W_b \in \mathbb{R}^{n_f \times K} \) and \( W_c \in \mathbb{R}^{n_f \times n_x} \). Similarly, \( U_a \in \mathbb{R}^{n_h \times n_f} \), \( U_b \in \mathbb{R}^{n_f \times K} \) and \( U_c \in \mathbb{R}^{n_f \times n_h} \). \( n_f \) is the number of factors. Substituting (5.6) and (5.7) into (5.4), we obtain our SCN with an RNN as

\[ \tilde{x}_{t-1} = W_b s \odot W_c x_{t-1} , \quad (5.8) \]
\[ \tilde{h}_{t-1} = U_b s \odot U_c h_{t-1} , \quad (5.9) \]
\[ z = \psi(t = 1) \cdot Cv , \quad (5.10) \]
\[ h_t = \sigma(W_a \tilde{x}_{t-1} + U_a \tilde{h}_{t-1} + z) . \quad (5.11) \]

where \( \odot \) denotes the element-wise multiply (Hadamard) operator.

\( W_a \) and \( W_c \) are shared among all the captions, effectively capturing common linguistic patterns; while the diagonal term, \( \text{diag}(W_b s) \), accounts for semantic aspects of the image under test, captured by \( s \). The same analysis also holds true for \( U_{a,b,c} \).

In this factorized model, the RNN weight matrices that correspond to each semantic concept share “structure.” This factorized model (termed SCN-RNN) is illustrated in Figure 5.2(b).

To provide further motivation for and insight into the decompositions in (5.6) and (5.7), let \( w_{bk} \) represent the \( k \)-th column of \( W_b \), then

\[ W(s) = \sum_{k=1}^{K} s_k [W_a \cdot \text{diag}(w_{bk}) \cdot W_c] . \quad (5.12) \]

A similar decomposition is manifested for \( U(s) \). The matrix \( W_a \cdot \text{diag}(w_{bk}) \cdot W_c \) may be interpreted as the \( k \)-th “slice” of a weight tensor, with each slice corresponding to one of the \( K \) semantic concepts (\( K \) total tensor “slices,” each of size \( n_h \times n_x \)). Hence, via the decomposition in (5.6) and (5.7), we effectively learn an ensemble of \( K \) sets of
RNN parameters, one for each semantic concept. This is efficiently done by sharing $W_a$ and $W_c$ when composing each member of the ensemble. The weight with which the $k$-th slice of this tensor contributes to the RNN parameters for a given image is dependent on the respective probability $s_k$ with which the $k$-th semantic concept is inferred to be associated with image $I$.

The number of parameters in the basic RNN model (see Figure 5.2(a)) is $n_h \cdot (n_x + n_h)$, while the number of parameters in the SCN-RNN model (see Figure 5.2(b)) is $n_f \cdot (n_x + 2K + 3n_h)$. In experiments, we set $n_f = n_h$. Therefore, the additional number of parameters is $2 \cdot n_h \cdot (n_h + K)$. This increased model complexity also indicates increased training/testing time.

5.3.4 SCN-LSTM

RNNs with LSTM units (Hochreiter and Schmidhuber, 1997) have emerged as a popular architecture, due to their representational power and effectiveness at capturing long-term dependencies. We generalize the SCN-RNN model by using LSTM units. Specifically, we define $h_t = H(x_{t-1}, h_{t-1}, v, s)$ as

$$i_t = \sigma(W_{ia} \tilde{x}_{i,t-1} + U_{ia} \tilde{h}_{i,t-1} + z), \quad (5.13)$$
$$f_t = \sigma(W_{fa} \tilde{x}_{f,t-1} + U_{fa} \tilde{h}_{f,t-1} + z), \quad (5.14)$$
$$o_t = \sigma(W_{oa} \tilde{x}_{o,t-1} + U_{oa} \tilde{h}_{o,t-1} + z), \quad (5.15)$$
$$c_t = \sigma(W_{ca} \tilde{x}_{c,t-1} + U_{ca} \tilde{h}_{c,t-1} + z), \quad (5.16)$$
$$c_t = i_t \odot \tilde{c}_t + f_t \odot c_{t-1}, \quad (5.17)$$
$$h_t = o_t \odot \tanh(c_t), \quad (5.18)$$

where $z = \xi(t = 1) \cdot C v$. For $* = i, f, o, c$, we define

$$\tilde{x}_{*,t-1} = W_{*b} s \odot W_{*a} x_{t-1}, \quad (5.19)$$
$$\tilde{h}_{*,t-1} = U_{*b} s \odot U_{*a} h_{t-1}. \quad (5.20)$$
Since we implement the SCN with LSTM units, we name this model SCN-LSTM. In experiments, since LSTM is more powerful than classical RNN, we only report results using SCN-LSTM.

In summary, distinct from previous image-captioning methods, our model has a unique way to utilize and combine the visual feature $v$ and semantic-concept vector $s$ extracted from an image $I$. $v$ is fed into the LSTM to initialize the first step, which is expected to provide the LSTM an overview of the image content. While the LSTM state is initialized with the overall visual context $v$, an ensemble of $K$ sets of LSTM parameters is utilized when decoding, weighted by the semantic-concept vector $s$, to generate the caption.

*Model learning*  Given the image $I$ and associated caption $X$, the objective function is the sum of the log-likelihood of the caption conditioned on the image representation:

$$
\log p(X|I) = \sum_{t=1}^{T} p(x_t|x_0, \ldots, x_{t-1}, v, s).
$$

(5.21)

The above objective corresponds to a single image-caption pair. In training, we average over all training pairs.

5.3.5 *Extension to video captioning*

The above framework can be readily extended to the task of video captioning (Donahue et al., 2015; Venugopalan et al., 2015a,b; Yu et al., 2016; Ballas et al., 2016; Xu et al., 2016). In order to effectively represent the spatiotemporal visual content of a video, we use a two-dimensional (2D) and a three-dimensional (3D) CNN to extract visual features of video frames/clips. We then perform a mean pooling process Venugopalan et al. (2015b) over all 2D CNN features and 3D CNN features, to generate two feature vectors (one from 2D CNN features and the other from 3D CNN features). The representation of each video, $v$, is produced by concatenating these
two features. Similarly, we also obtain the semantic-concept vector $s$ by running the semantic-concept detector based on the video representation $v$. After $v$ and $s$ are obtained, we employ the same model proposed above directly for video-caption generation, as described in Figure 5.2(b).

5.4 Experiments

5.4.1 Datasets

We present results on three benchmark datasets: COCO (Lin et al., 2014), Flickr30k (Young et al., 2014) and Youtube2Text (Chen and Dolan, 2011). COCO and Flickr30k are for image captioning, containing 123,287 and 31,783 images, respectively. Each image is annotated with at least 5 captions. We use the same pre-defined splits as Karpathy and Fei-Fei (2015) for all the datasets: on Flickr30k, 1000 images for validation, 1000 for test, and the rest for training; and for COCO, 5000 images are used for both validation and testing. We further tested our model on the official COCO test set consisting of 40,775 images (human-generated captions for this split are not publicly available), and evaluated our model on the COCO evaluation server. We also follow the publicly available code (Karpathy and Fei-Fei, 2015) to preprocess the captions, yielding vocabulary sizes of 8791 and 7414 for COCO and Flickr30k, respectively.

Youtube2Text is used for video captioning, which contains 1970 Youtube clips, and each video is annotated with around 40 sentences. We use the same splits as provided in Venugopalan et al. (2015b), with 1200 videos for training, 100 videos for validation, and 670 videos for testing. We convert all captions to lower case and remove the punctuation, yielding vocabulary size of 12,594 for Youtube2Text.

5.4.2 Training procedure

For image representation, we take the output of the 2048-way pool5 layer from ResNet-152 (He et al., 2016), pretrained on the ImageNet dataset (Russakovsky
et al., 2015). For video representation, in addition to using the 2D ResNet-152 to extract features on each video frame, we also utilize a 3D CNN (C3D) (Tran et al., 2015) to extract features on each video. The C3D is pretrained on Sports-1M video dataset (Karpathy et al., 2014), and we take the output of the 4096-way \( fc7 \) layer from C3D as the video representation. We consider the RGB frames of videos as input, with 2 frames per second. Each video frame is resized as \( 112 \times 112 \) and \( 224 \times 224 \) for the C3D and ResNet-152 feature extractor, respectively. The C3D feature extractor is applied on video clips of length 16 frames (as in Karpathy et al. (2014)) with an overlap of 8 frames.

We use the procedure described in Section 5.3.2 for semantic concept detection. The semantic-concept vocabulary size is determined to reflect the complexity of the dataset, which is set to 1000, 200 and 300 for COCO, Flickr30k and Youtube2Text, respectively. Since Youtube2Text is a relatively small dataset, we found that it is very difficult to train a reliable semantic-concept detector using the Youtube2Text dataset alone, due to its limited amount of data. In experiments, we utilize additional training data from COCO.

For model training, all the parameters in the SCN-LSTM are initialized from a uniform distribution in \([-0.01, 0.01]\). All bias terms are initialized to zero. Word embedding vectors are initialized with the publicly available \textit{word2vec} vectors (Mikolov et al., 2013). The embedding vectors of words not present in the pretrained set are initialized randomly. The number of hidden units and the number of factors in SCN-LSTM are both set to 512 and we use mini-batches of size 64. The maximum number of epochs we run for all the three datasets is 20. Gradients are clipped if the norm of the parameter vector exceeds 5 (Sutskever et al., 2014). We do not perform any dataset-specific tuning and regularization other than dropout (Zaremba et al., 2014) and early stopping on validation sets. The Adam algorithm (Kingma and Ba, 2015) with learning rate \( 2 \times 10^{-4} \) is utilized for optimization. All experiments are
Table 5.1: Performance of the proposed model (SCN-LSTM) and other state-of-the-art methods on the COCO dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>COCO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-1</td>
</tr>
<tr>
<td>NIC (Vinyals et al., 2015)</td>
<td>0.666</td>
</tr>
<tr>
<td>m-RNN (Mao et al., 2015)</td>
<td>0.67</td>
</tr>
<tr>
<td>Hard-Attention (Xu et al., 2015)</td>
<td>0.718</td>
</tr>
<tr>
<td>ATT (You et al., 2016)</td>
<td>0.709</td>
</tr>
<tr>
<td>Att-CNN+LSTM (Wu et al., 2016a)</td>
<td>0.74</td>
</tr>
<tr>
<td>LSTM-R</td>
<td>0.698</td>
</tr>
<tr>
<td>LSTM-T</td>
<td>0.716</td>
</tr>
<tr>
<td>LSTM-RT</td>
<td>0.724</td>
</tr>
<tr>
<td>LSTM-RT₂</td>
<td>0.730</td>
</tr>
<tr>
<td>SCN-LSTM</td>
<td>0.728</td>
</tr>
<tr>
<td>SCN-LSTM Ensemble of 5</td>
<td>0.741</td>
</tr>
</tbody>
</table>

implemented in Theano (Theano Development Team, 2016).  

In testing, we use beam search for caption generation, which selects the top-$k$ best sentences at each time step and considers them as the candidates to generate new top-$k$ best sentences at the next time step. We set the beam size to $k = 5$ in experiments.

5.4.3 Evaluation

The widely used BLEU (Papineni et al., 2002), METEOR (Banerjee and Lavie, 2005), ROUGE-L (Lin, 2004), and CIDEr-D (Vedantam et al., 2015) metrics are reported in our quantitative evaluation of the performance of the proposed model and baselines in the literature. All the metrics are computed by using the code released by the COCO evaluation server (Chen et al., 2015b). For COCO and Flickr30k datasets, besides comparing to results reported in previous work, we also re-implemented strong baselines for comparison. The results of image captioning are presented in Table 5.1. The models we implemented are as follows.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Flickr30k</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-1</td>
</tr>
<tr>
<td>NIC (Vinyals et al., 2015)</td>
<td>0.663</td>
</tr>
<tr>
<td>m-RNN (Mao et al., 2015)</td>
<td>0.60</td>
</tr>
<tr>
<td>Hard-Attention (Xu et al., 2015)</td>
<td>0.669</td>
</tr>
<tr>
<td>ATT (You et al., 2016)</td>
<td>0.647</td>
</tr>
<tr>
<td>Att-CNN+LSTM (Wu et al., 2016a)</td>
<td>0.73</td>
</tr>
<tr>
<td>LSTM-R</td>
<td>0.657</td>
</tr>
<tr>
<td>LSTM-T</td>
<td>0.691</td>
</tr>
<tr>
<td>LSTM-RT</td>
<td>0.706</td>
</tr>
<tr>
<td>LSTM-RT$_2$</td>
<td>0.724</td>
</tr>
<tr>
<td>SCN-LSTM</td>
<td>0.735</td>
</tr>
<tr>
<td>SCN-LSTM Ensemble of 5</td>
<td><strong>0.747</strong></td>
</tr>
</tbody>
</table>

Table 5.2: Performance of the proposed model (SCN-LSTM) and other state-of-the-art methods on the Flickr30k dataset.

1. **LSTM-R / LSTM-T / LSTM-RT**: $R$, $T$, $RT$ denotes using different features. Specifically, $R$ denotes ResNet visual feature vector, $T$ denotes Tags (i.e., the semantic-concept vector), and $RT$ denotes the concatenation of $R$ and $T$. The features are fed into a standard LSTM decoder only at the initial time step. In particular, **LSTM-T** is the model proposed in Wu et al. (2016a).

2. **LSTM-RT$_2$**: The ResNet feature vector is sent to a standard LSTM decoder at the first time step, while the tag vector is sent to the LSTM decoder at every time step in addition to the input word. This model is similar to You et al. (2016) without using semantic attention. This is the model closest to ours, which provides a direct comparison to our proposed model.

3. **SCN-LSTM**: This is the model presented in Section 5.3.4.

For video captioning experiments, we use the same notation. For example, **LSTM-C** means we leverage the C3D feature for caption generation.
<table>
<thead>
<tr>
<th>Model</th>
<th>BLEU-1</th>
<th>BLEU-2</th>
<th>BLEU-3</th>
<th>BLEU-4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c5</td>
<td>c40</td>
<td>c5</td>
<td>c40</td>
</tr>
<tr>
<td>SCN-LSTM</td>
<td>0.740</td>
<td>0.917</td>
<td>0.575</td>
<td>0.839</td>
</tr>
<tr>
<td>ATT</td>
<td>0.731</td>
<td>0.900</td>
<td>0.565</td>
<td>0.815</td>
</tr>
<tr>
<td>OV</td>
<td>0.713</td>
<td>0.895</td>
<td>0.542</td>
<td>0.802</td>
</tr>
<tr>
<td>MSR Cap</td>
<td>0.715</td>
<td>0.907</td>
<td>0.543</td>
<td>0.819</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>METEOR</th>
<th>ROUGE-L</th>
<th>CIDEr-D</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c5</td>
<td>c40</td>
<td>c5</td>
<td>c40</td>
</tr>
<tr>
<td>SCN-LSTM</td>
<td>0.257</td>
<td>0.348</td>
<td>0.543</td>
<td>0.696</td>
</tr>
<tr>
<td>ATT</td>
<td>0.250</td>
<td>0.335</td>
<td>0.535</td>
<td>0.682</td>
</tr>
<tr>
<td>OV</td>
<td>0.254</td>
<td>0.346</td>
<td>0.530</td>
<td>0.682</td>
</tr>
<tr>
<td>MSR Cap</td>
<td>0.248</td>
<td>0.339</td>
<td>0.526</td>
<td>0.680</td>
</tr>
</tbody>
</table>

Table 5.3: Comparison to published state-of-the-art image captioning models on the blind test set as reported by the COCO test server.

5.4.4 Quantitative results

Performance on COCO and Flickr30k We first present results on the task of image captioning, summarized in Table 5.1 and Table 5.2. The use of tags \((LSTM-T)\) provides better performance than leveraging visual features alone \((LSTM-R)\). Combining both tags and visual features further enhances performance, as expected. Compared with only feeding the tags into the LSTM at the initial time step \((LSTM-RT)\), \(LSTM-RT_2\) yields better results, since it takes as input the tag feature at each time step. Further, the direct comparison between \(LSTM-RT_2\) and \(SCN-LSTM\) demonstrates the advantage of our proposed model, indicating that our approach is a better method to fuse semantic concepts into the LSTM.

We also report results averaging an ensemble of 5 identical \(SCN-LSTM\) models trained with different initializations, which is a common strategy adopted widely You et al. (2016) (note that now we employ ensembles in two ways: an ensemble of LSTM parameters linked to tags, and an overarching ensemble atop the entire model). We obtain state-of-the-art results on both COCO and Flickr30k datasets. Remarkably, we improve the state-of-the-art BLEU-4 score by 3.1 points on COCO.
<table>
<thead>
<tr>
<th>Model</th>
<th>B-4</th>
<th>M</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2VT (Venugopalan et al., 2015a)</td>
<td>–</td>
<td>0.292</td>
<td>–</td>
</tr>
<tr>
<td>LSTM-E (Pan et al., 2016)</td>
<td>0.453</td>
<td>0.310</td>
<td>–</td>
</tr>
<tr>
<td>GRU-RCN (Ballas et al., 2016)</td>
<td>0.479</td>
<td>0.311</td>
<td>0.678</td>
</tr>
<tr>
<td>h-RNN (Yu et al., 2016)</td>
<td>0.499</td>
<td>0.326</td>
<td>0.658</td>
</tr>
<tr>
<td>LSTM-R</td>
<td>0.448</td>
<td>0.310</td>
<td>0.640</td>
</tr>
<tr>
<td>LSTM-C</td>
<td>0.445</td>
<td>0.309</td>
<td>0.644</td>
</tr>
<tr>
<td>LSTM-CR</td>
<td>0.469</td>
<td>0.317</td>
<td>0.688</td>
</tr>
<tr>
<td>LSTM-T</td>
<td>0.473</td>
<td>0.324</td>
<td>0.699</td>
</tr>
<tr>
<td>LSTM-CRT</td>
<td>0.475</td>
<td>0.316</td>
<td>0.647</td>
</tr>
<tr>
<td>LSTM-CRT(_2)</td>
<td>0.469</td>
<td>0.326</td>
<td>0.706</td>
</tr>
<tr>
<td>SCN-LSTM</td>
<td>0.502</td>
<td>0.334</td>
<td>0.770</td>
</tr>
<tr>
<td>SCN-LSTM Ensemble of 5</td>
<td><strong>0.511</strong></td>
<td><strong>0.335</strong></td>
<td><strong>0.777</strong></td>
</tr>
</tbody>
</table>

Table 5.4: Results on BLEU-4 (B-4), METEOR (M) and CIDEr-D (C) metrics compared to other state-of-the-art results and baselines on Youtube2Text.

**Performance on COCO test server** We also evaluate the proposed SCN-LSTM model by uploading results to the online COCO test server. Table 5.3 shows the comparison to the published state-of-the-art image captioning models on the blind test set as reported by the COCO test server. We include the models that have been published and perform at top-3 in the table. Compared to these methods, our proposed SCN-LSTM model achieves the best performance across all the evaluation metrics on both c5 and c40 testing sets.\(^2\)

**Performance on Youtube2Text** Results on video captioning are presented in Table 5.4. The SCN-LSTM achieves significantly better results over all competing methods in all metrics, especially in CIDEr-D. For self-comparison, it is also worth noting that our model improves over LSTM-CRT\(_2\) by a substantial margin. Again, using an overaching ensemble further enhances performance.

\(^2\) Please check [https://competitions.codalab.org/competitions/3221#results](https://competitions.codalab.org/competitions/3221#results) for the most recent results.
5.4.5 Qualitative analysis

Figure 5.3 shows three examples to illustrate the semantic composition on caption generation. Our model properly describes the image content by using the correctly detected tags. By manually replacing specific tags, our model can adjust the caption smoothly. For example, in the left image, by replacing the tag “grass” with “bed”, our model imagines “a dog laying on top of a bed”. Our model is also able to generate novel captions that are highly unlikely to occur in real life. For instance, in the middle image, by replacing the tag “road” and “street” with “ocean”, our model imagines “a bus driving in the ocean”; in the right image, by replacing the tag “field” with “snow”, our model dreams “a group of zebras standing in the snow”.

Figure 5.3: Illustration of semantic composition. Our model can adjust the caption smoothly as the semantic concepts are modified.

Figure 5.4: Detected tags and sentence generation on COCO, by SCN-LSTM-T and SCN-LSTM.

SCN not only picks up the tags well (and imagines the corresponding scenes),
but also selects the right functional words for different concepts to form syntactically correct caption. As illustrated in sentence 6 of Figure 5.1(b), by replacing the tag “baby” with “girl”, the generated captions not only changes “a baby” to “a little girl”, but more importantly, changes “in its mouth” to “in her mouth”. In addition, the SCN also infers the underlying semantic relatedness between different tags. As illustrated in sentence 4 of Figure 5.1(b), when only switching on the tag “mouth”, the generated caption becomes “a man with a toothbrush”, indicating the semantic closeness between “mouth”, “man” and “toothbrush”. By further switching on “baby”, we generate a more detailed description “a baby brushing its teeth”.

**Figure 5.5:** Detected tags and sentence generation on COCO, by LSTM-R, LSTM-RT₂, and SCN-LSTM.

**Figure 5.6:** Detected tags and sentence generation on Youtube2Text, by LSTM-CR, LSTM-CRT₂, and SCN-LSTM.

The above analysis shows the importance of tags in generating captions. However, SCN generates captions using both semantic concepts and the global visual feature
vector. The language model learns to assemble semantic concepts (weighted by their likelihood), in consideration of the global visual information, into a coherent meaningful sentence that captures the overall meaning of the image. In order to demonstrate the importance of visual feature vectors, we train another SCN-LSTM-T model, which is a SCN-LSTM model without the visual feature inputs, i.e., with only tag inputs. As shown in the first example of Figure 5.4, the image tagger detects “dog” with high probability. Using only tag inputs, SCN-LSTM-T can only generate the wrong caption “a dog laying on top of a stuffed animal”. With additional visual feature inputs, our SCN-LSTM model correctly replaces “dog” with “teddy bear”.

We further present examples of generated captions on COCO with various other methods in Figure 5.5, along with the detected tags. As can be seen, our model often generates more reasonable captions than LSTM-R, due to the use of high-level semantic concepts. For example, in the first image, LSTM-R outputs an irrelevant caption to the image, while the detection of “table” and “library” helps our model to generate more sensible caption. Further, although both our model and LSTM-RT2 utilize detected tags for caption generation, our model often depicts the image content more comprehensively; LSTM-RT2 has a larger potential to miss important details in the image. For instance, in the 3rd image, the tag “red” appears in the caption generated by our model, which is missed by LSTM-RT2. This observation might be due to the fact that the SCN provides a better approach to fuse tag information into the process of caption generation. Similar observations can also be found in the video captioning experiments, as demonstrated in Figure 5.6.

5.5 Conclusion

We have presented Semantic Compositional Network (SCN), a new framework to effectively compose the individual semantic meaning of tags for visual captioning. The SCN extends each weight matrix of the conventional LSTM to be a three-
way matrix product, with one of these matrices dependent on the inferred tags. Consequently, the SCN can be viewed as an ensemble of tag-dependent LSTM bases, with the contribution of each LSTM basis unit proportional to the likelihood that the tag is present in the image. Experiments conducted on three visual captioning datasets validate the superiority of the proposed approach.

5.6 Supplementary Material

5.6.1 More results for Figure 5.4

<table>
<thead>
<tr>
<th>Generated captions:</th>
<th>Generated captions:</th>
<th>Generated captions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCN-LSTM-T: a couple of elephants standing next to each other</td>
<td>SCN-LSTM-T: a kitchen with a lot of food on it</td>
<td>SCN-LSTM-T: a man standing in front of a building</td>
</tr>
<tr>
<td>SCN-LSTM: a large elephant standing next to a tree</td>
<td>SCN-LSTM: a bunch of doughnuts sitting on top of a counter</td>
<td>SCN-LSTM: a statue of a man standing next to a building</td>
</tr>
<tr>
<td>Tags: outdoor (0.997), indoor (0.893), chair (0.876), room (0.692), sitting (0.583), window (0.58), wooden (0.542), small (0.344)</td>
<td>Tags: fence (1), giraffe (0.994), animal (0.921), wooden (0.677), fenced (0.66), standing (0.592), next (0.493), zoo (0.442)</td>
<td>Tags: grass (1), outdoor (0.992), giraffe (0.985), mammal (0.98), animal (0.978), field (0.93), eating (0.558), standing (0.508)</td>
</tr>
</tbody>
</table>

**Figure 5.7:** More detected tags and sentence generation on COCO, by SCN-LSTM-T and SCN-LSTM.
### 5.6.2 More results on image captioning

<table>
<thead>
<tr>
<th>Generated captions:</th>
<th>Generated captions:</th>
<th>Generated captions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-R: a polar bear standing on top of a rock</td>
<td>LSTM-R: a display case filled with lots of food</td>
<td>LSTM-R: a group of people standing next to each other</td>
</tr>
<tr>
<td>SCN-LSTM: a large white polar bear standing on a rock</td>
<td>SCN-LSTM: a refrigerator filled with lots of food and drinks</td>
<td>SCN-LSTM: a group of people standing in the rain with umbrellas</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Generated captions:</th>
<th>Generated captions:</th>
<th>Generated captions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-R: a group of motorcycles parked next to each other</td>
<td>LSTM-R: a bowl of fruit sitting on top of a table</td>
<td>LSTM-R: a clock on the wall of a building</td>
</tr>
<tr>
<td>LSTM-RT₂: a row of bikes parked in a row</td>
<td>LSTM-RT₂: a bunch of oranges sitting on a table</td>
<td>LSTM-RT₂: a clock on the side of a building</td>
</tr>
<tr>
<td>SCN-LSTM: a bunch of bikes parked in a park lot</td>
<td>SCN-LSTM: a bunch of oranges sitting on a plate</td>
<td>SCN-LSTM: a large clock mounted to the side of a building</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Generated captions:</th>
<th>Generated captions:</th>
<th>Generated captions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-R: a dog that is playing with a frisbee</td>
<td>LSTM-R: a bench that is sitting on the beach</td>
<td>LSTM-R: a park bench sitting in the middle of a forest</td>
</tr>
<tr>
<td>LSTM-RT₂: a couple of dogs standing on a beach</td>
<td>SCN-LSTM: a wooden bench sitting on top of a sandy beach</td>
<td>SCN-LSTM: a park bench sitting on a park bench</td>
</tr>
<tr>
<td>SCN-LSTM: a white dog walking on a beach</td>
<td>SCN-LSTM: a wooden bench sitting in the middle of a park</td>
<td>SCN-LSTM: a large clock mounted on the side of a building</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Generated captions:</th>
<th>Generated captions:</th>
<th>Generated captions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-R: a bus that is driving down the road</td>
<td>LSTM-R: a couple of women sitting next to each other</td>
<td>LSTM-R: a man sitting on top of a wooden bench</td>
</tr>
<tr>
<td>LSTM-RT₂: a bus parked on the side of a road</td>
<td>LSTM-RT₂: a couple of people sitting on a toilet</td>
<td>LSTM-RT₂: a man riding a skateboard down a street</td>
</tr>
<tr>
<td>SCN-LSTM: a green bus driving down a city street</td>
<td>SCN-LSTM: a group of people sitting on a bench</td>
<td>SCN-LSTM: a black and white photo of a skateboarder doing a trick</td>
</tr>
</tbody>
</table>

**Figure 5.8:** More detected tags and sentence generation on COCO, by LSTM-R, LSTM-RT₂ and SCN-LSTM.
### 5.6.3 More results on video captioning

<table>
<thead>
<tr>
<th>Tags:</th>
<th>Generated captions:</th>
<th>Generated captions:</th>
<th>Generated captions:</th>
</tr>
</thead>
</table>
| playing (0.694), animal (0.673), baby (0.63), person (0.471), eating (0.419), something (0.333), food (0.329), hand (0.31) | **LSTM-CR**: a person is eating  
**LSTM-CRT**: a person is holding a small animal  
**SCN-LSTM**: a small animal is eating | **LSTM-CR**: a man is doing a wheelie  
**LSTM-CRT**: a man is riding a bike  
**SCN-LSTM**: a man is pushing a car | **LSTM-CR**: a woman is pouring sugar in a glass  
**LSTM-CRT**: a woman is pouring water  
**SCN-LSTM**: a woman is drinking something |
| Tags:  | Generated captions: | Generated captions: | Generated captions: |
| man (0.807), person (0.733), car (0.442), driving (0.39), playing (0.382), road (0.365), moving (0.189), pushing (0.129) | **LSTM-CR**: a man is doing a wheelie  
**LSTM-CRT**: a man is riding a bike  
**SCN-LSTM**: a man is pushing a car | **LSTM-CR**: a group of people are dancing on stage  
**LSTM-CRT**: a man is dancing on stage  
**SCN-LSTM**: a band is performing on stage | |
| Tags:  | Generated captions: | Generated captions: | Generated captions: |
| man (0.843), person (0.774), doing (0.393), playing (0.385), open (0.298), gun (0.283), shooting (0.276), field (0.259) | **LSTM-CR**: a girl is firing a gun  
**LSTM-CRT**: a girl is shooting  
**SCN-LSTM**: a man is shooting a gun | **LSTM-CR**: a group of people are dancing on stage  
**LSTM-CRT**: a man is dancing on stage  
**SCN-LSTM**: a band is performing on stage | |
| Tags:  | Generated captions: | Generated captions: | Generated captions: |
| man (0.958), song (0.869), stage (0.866), singing (0.859), men (0.845), music (0.826), playing (0.762), guitar (0.759) | **LSTM-CR**: a man is riding a bike  
**LSTM-CRT**: a man is holding a small animal  
**SCN-LSTM**: a small animal is eating | **LSTM-CR**: a woman is pouring sugar in a glass  
**LSTM-CRT**: a woman is pouring water  
**SCN-LSTM**: a woman is drinking something | |
| Tags:  | Generated captions: | Generated captions: | Generated captions: |
| doing (0.616), boy (0.557), room (0.554), playing (0.51), floor (0.493), dancing (0.491), dance (0.361), kid (0.281) | **LSTM-CR**: a girl is riding a horse  
**LSTM-CRT**: a woman is riding a horse  
**SCN-LSTM**: a man is riding a horse | **LSTM-CR**: a group of people are dancing on stage  
**LSTM-CRT**: a man is dancing on stage  
**SCN-LSTM**: a band is performing on stage | |
| Tags:  | Generated captions: | Generated captions: | Generated captions: |
| woman (0.829), girl (0.743), doing (0.593), using (0.408), makeup (0.211), applying (0.2), face (0.171), hand (0.139) | **LSTM-CR**: a girl is singing  
**LSTM-CRT**: a woman is playing  
**SCN-LSTM**: a woman is plucking her eyebrow | **LSTM-CR**: a group of girls are playing with a toy  
**LSTM-CRT**: the children are playing  
**SCN-LSTM**: a dog is playing with a toy | |

**Figure 5.9**: More detected tags and sentence generation on Youtube2Text, by LSTM-CR, LSTM-CRT, and SCN-LSTM.
In this chapter, I will present Triangle Generative Adversarial Networks (Δ-GAN) for cross-domain joint distribution matching. Δ-GAN consists of two generators and two discriminators. The generators are designed to learn the two-way conditional distributions between the two domains, while the discriminators are trained to distinguish real data pairs and two kinds of fake data pairs.

6.1 Introduction

Generative adversarial networks (GANs) (Goodfellow et al., 2014) have emerged as a powerful framework for learning generative models of arbitrarily complex data distributions. When trained on datasets of natural images, significant progress has been made on generating realistic and sharp-looking images (Denton et al., 2015; Radford et al., 2016). The original GAN formulation was designed to learn the data distribution in one domain. In practice, one may also be interested in matching two joint distributions. This is an important task, since mapping data samples from one domain to another has a wide range of applications. For instance, matching
the joint distribution of image-text pairs allows simultaneous image captioning and text-conditional image generation (Reed et al., 2016), while image-to-image translation (Isola et al., 2017) is another challenging problem that requires matching the joint distribution of image-image pairs.

In this work, we are interested in designing a GAN framework to match joint distributions. If paired data are available, a simple approach to achieve this is to train a conditional GAN model (Reed et al., 2016; Mirza and Osindero, 2014), from which a joint distribution is readily manifested and can be matched to the empirical joint distribution provided by the paired data. However, fully supervised data are often difficult to acquire. Several methods have been proposed to achieve unsupervised joint distribution matching without any paired data, including DiscoGAN (Kim et al., 2017), CycleGAN (Zhu et al., 2017) and DualGAN (Yi et al., 2017). Adversarially Learned Inference (ALI) (Dumoulin et al., 2017) and Bidirectional GAN (BiGAN) (Donahue et al., 2017) can be readily adapted to this case as well. Though empirically achieving great success, in principle, there exist infinitely many possible mapping functions that satisfy the requirement to map a sample from one domain to another. In order to alleviate this nonidentifiability issue, paired data are needed to provide proper supervision to inform the model the kind of joint distributions that are desired.

This motivates the proposed Triangle Generative Adversarial Network (Δ-GAN), a GAN framework that allows semi-supervised joint distribution matching, where the supervision of domain correspondence is provided by a few paired samples. Δ-GAN consists of two generators and two discriminators. The generators are designed to learn the bidirectional mappings between domains, while the discriminators are trained to distinguish real data pairs and two kinds of fake data pairs. Both the generators and discriminators are trained together via adversarial learning.

Δ-GAN bears close resemblance to Triple GAN (Li et al., 2017b), a recently
proposed method that can also be utilized for semi-supervised joint distribution mapping. However, there exist several key differences that make our work unique. First, ∆-GAN uses two discriminators in total, which implicitly defines a ternary discriminative function, instead of a binary discriminator as used in Triple GAN. Second, ∆-GAN can be considered as a combination of conditional GAN and ALI, while Triple GAN consists of two conditional GANs. Third, the distributions characterized by the two generators in both ∆-GAN and Triple GAN concentrate to the data distribution in theory. However, when the discriminator is optimal, the objective of ∆-GAN becomes the Jensen-Shannon divergence (JSD) among three distributions, which is symmetric; the objective of Triple GAN consists of a JSD term plus a Kullback-Leibler (KL) divergence term. The asymmetry of the KL term makes Triple GAN more prone to generating fake-looking samples (Arjovsky and Bottou, 2017). Lastly, the calculation of the additional KL term in Triple GAN is equivalent to calculating a supervised loss, which requires the explicit density form of the conditional distributions, which may not be desirable. On the other hand, ∆-GAN is a fully adversarial approach that does not require that the conditional densities can be computed; ∆-GAN only require that the conditional densities can
be sampled from in a way that allows gradient backpropagation.

\( \Delta \)-GAN is a general framework, and can be used to match any joint distributions. In experiments, in order to demonstrate the versatility of the proposed model, we consider three domain pairs: image-label, image-image and image-attribute pairs, and use them for semi-supervised classification, image-to-image translation and attribute-based image editing, respectively. In order to demonstrate the scalability of the model to large and complex datasets, we also present attribute-conditional image generation on the COCO dataset (Lin et al., 2014).

6.2 Model

6.2.1 Triangle Generative Adversarial Networks (\( \Delta \)-GANs)

We now extend GAN to \( \Delta \)-GAN for joint distribution matching. We first consider \( \Delta \)-GAN in the supervised setting, and then discuss semi-supervised learning in Section 6.2.3. Consider two related domains, with \( x \) and \( y \) being the data samples for each domain. We have fully-paired data samples that are characterized by the joint distribution \( p_{x,y} \), which also implies that samples from both the marginal \( p(x) \) and \( p(y) \) can be easily obtained.

\( \Delta \)-GAN consists of two generators: (i) a generator \( G_{x|y} \) that defines the conditional distribution \( p_{x|x|y} \), and (ii) a generator \( G_{y|x} \) that characterizes the conditional distribution in the other direction \( p_{y|y|x} \). \( G_{x|y} \) and \( G_{y|x} \) may also implicitly contain a random latent variable \( z \) as input, i.e., \( G_{x|y, z} \) and \( G_{y|x, z} \). In the \( \Delta \)-GAN game, after a sample \( x \) is drawn from \( p(x) \), the generator \( G_{y} \) produces a pseudo sample \( \tilde{y} \) following the conditional distribution \( p_{y|x} \). Hence, the fake data pair \((x, \tilde{y})\) is a sample from the joint distribution \( p_{y|x} = p_{y|x}p(x) \). Similarly, a fake data pair \((\tilde{x}, y)\) can be sampled from the generator \( G_{y} \) by first drawing \( y \) from \( p(y) \) and then drawing \( \tilde{x} \) from \( p_{x|x|y} \); hence \( (\tilde{x}, y) \) is sampled from the joint distribution \( p_{x|x|y} = p_{x|x|y}p(y) \). As such, the generative process between
\( p_x(x, y) \) and \( p_y(x, y) \) is reversed.

The objective of \( \Delta \text{-GAN} \) is to match the three joint distributions: \( p(x, y) \), \( p_x(x, y) \), and \( p_y(x, y) \). If this is achieved, we are ensured that we have learned a bidirectional mapping \( p_x(x | y) \) and \( p_y(y | x) \) that guarantees the generated fake data pairs \((\tilde{x}, y)\) and \((x, \tilde{y})\) are indistinguishable from the true data pairs \((x, y)\). In order to match the joint distributions, an adversarial game is played. Joint pairs are drawn from three distributions: \( p(x, y) \), \( p_x(x, y) \) or \( p_y(x, y) \), and two discriminator networks are learned to discriminate among the three, while the two conditional generator networks are trained to fool the discriminators.

The value function describing the game is given by

\[
\min_{G_x, G_y} \max_{D_1, D_2} V(G_x, G_y, D_1, D_2) = \mathbb{E}_{(x, y) \sim p(x, y)}[\log D_1(x, y)]
\]

\[+ \mathbb{E}_{y \sim p(y), \tilde{x} \sim p_x(x | y)} \left[ \log \left( (1 - D_1(\tilde{x}, y)) \cdot D_2(\tilde{x}, y) \right) \right] \]

\[+ \mathbb{E}_{x \sim p(x), \tilde{y} \sim p_y(y | x)} \left[ \log \left( (1 - D_1(x, \tilde{y})) \cdot (1 - D_2(x, \tilde{y})) \right) \right].\]  

The discriminator \( D_1 \) is used to distinguish whether a sample pair is from \( p(x, y) \) or not, if this sample pair is not from \( p(x, y) \), another discriminator \( D_2 \) is used to distinguish whether this sample pair is from \( p_x(x, y) \) or \( p_y(x, y) \). \( D_1 \) and \( D_2 \) work cooperatively, and the use of both implicitly defines a ternary discriminative function \( D \) that distinguish sample pairs in three ways. See Figure 6.1 for an illustration of the adversarial game and Section 6.6.2 for an algorithmic description of the training procedure.

6.2.2 Theoretical analysis

\( \Delta \text{-GAN} \) shares many of the theoretical properties of GANs (Goodfellow et al., 2014). We first consider the optimal discriminators \( D_1 \) and \( D_2 \) for any given generator \( G_x \) and \( G_y \). These optimal discriminators then allow reformulation of objec-
tive (6.1), which reduces to the Jensen-Shannon divergence among the joint distribution \( p(x, y), p_x(x, y) \) and \( p_y(x, y) \).

**Proposition 1.** For any fixed generator \( G_x \) and \( G_y \), the optimal discriminator \( D_1 \) and \( D_2 \) of the game defined by \( V(G_x, G_y, D_1, D_2) \) is

\[
D_1^*(x, y) = \frac{p(x, y)}{p(x, y) + p_x(x, y) + p_y(x, y)}, \quad D_2^*(x, y) = \frac{p_x(x, y)}{p_x(x, y) + p_y(x, y)}.
\]

**Proof.** The proof is a straightforward extension of the proof in Goodfellow et al. (2014). See Section 6.6.1 for details. \( \square \)

**Proposition 2.** The equilibrium of \( V(G_x, G_y, D_1, D_2) \) is achieved if and only if \( p(x, y) = p_x(x, y) = p_y(x, y) \) with \( D_1^*(x, y) = \frac{1}{3} \) and \( D_2^*(x, y) = \frac{1}{2} \), and the optimum value is \(-3 \log 3\).

**Proof.** Given the optimal \( D_1^*(x, y) \) and \( D_2^*(x, y) \), the minimax game can be reformulated as:

\[
C(G_x, G_y) = \max_{D_1, D_2} V(G_x, G_y, D_1, D_2) \tag{6.2}
\]

\[
= -3 \log 3 + 3 \cdot JSD\left(p(x, y), p_x(x, y), p_y(x, y)\right) \geq -3 \log 3, \tag{6.3}
\]

where \( JSD \) denotes the Jensen-Shannon divergence (JSD) among three distributions. See Section 6.6.1 for details. \( \square \)

Since \( p(x, y) = p_x(x, y) = p_y(x, y) \) can be achieved in theory, it can be readily seen that the learned conditional generators can reveal the true conditional distributions underlying the data, i.e., \( p_x(x|y) = p(x|y) \) and \( p_y(y|x) = p(y|x) \).
6.2.3 Semi-supervised learning

In order to further understand $\Delta$-GAN, we write (6.1) as

$$V = \mathbb{E}_{p(x,y)}[\log D_1(x, y)] + \mathbb{E}_{p(x,y)}[\log(1 - D_1(\tilde{x}, y))] + \mathbb{E}_{p(y)(x,\tilde{y})}[\log(1 - D_1(x, \tilde{y}))]$$

conditional GAN

$$+ \mathbb{E}_{p(x,\tilde{y})}[\log D_2(\tilde{x}, y)] + \mathbb{E}_{p(y,\tilde{y})}[\log(1 - D_2(x, \tilde{y}))].$$

BiGAN/ALI

The objective of $\Delta$-GAN is a combination of the objectives of conditional GAN and BiGAN. The BiGAN part matches two joint distributions: $p_x(x, y)$ and $p_y(x, y)$, while the conditional GAN part provides the supervision signal to notify the BiGAN part what joint distribution to match. Therefore, $\Delta$-GAN provides a natural way to perform semi-supervised learning, since the conditional GAN part and the BiGAN part can be used to account for paired and unpaired data, respectively.

However, when doing semi-supervised learning, there is also one potential problem that we need to be cautious about. The theoretical analysis in Section 6.2.2 is based on the assumption that the dataset is fully supervised, i.e., we have the ground-truth joint distribution $p(x, y)$ and marginal distributions $p(x)$ and $p(y)$. In the semi-supervised setting, $p(x)$ and $p(y)$ are still available but $p(x, y)$ is not. We can only obtain the joint distribution $p_l(x, y)$ characterized by the few paired data samples. Hence, in the semi-supervised setting, $p_x(x, y)$ and $p_y(x, y)$ will try to concentrate to the empirical distribution $p_l(x, y)$. We make the assumption that $p_l(x, y) \approx p(x, y)$, i.e., the paired data can roughly characterize the whole dataset. For example, in the semi-supervised classification problem, one usually strives to make sure that labels are equally distributed among the labeled dataset.
6.2.4 Relation to Triple GAN

Δ-GAN is closely related to Triple GAN (Li et al., 2017b). Below we review Triple GAN and then discuss the main differences. The value function of Triple GAN is defined as follows:

\[
V = \mathbb{E}_{p(x,y)}[\log D(x,y)] + (1 - \alpha)\mathbb{E}_{p(\tilde{x}, \tilde{y})}[\log(1 - D(\tilde{x}, \tilde{y}))]
+ \alpha \mathbb{E}_{p_y(x, \tilde{y})}[\log(1 - D(x, \tilde{y}))] + \mathbb{E}_{p(x,y)}[-\log p_y(y|x)],
\]

(6.6)

where \(\alpha \in (0, 1)\) is a constant that controls the relative importance of the two generators. Let Triple GAN-s denote a simplified Triple GAN model with only the first three terms. As can be seen, Triple GAN-s can be considered as a combination of two conditional GANs, with the importance of each conditional GAN weighted by \(\alpha\). It can be proven that Triple GAN-s achieves equilibrium if and only if \(p(x, y) = (1 - \alpha)p_x(x, y) + \alpha p_y(x, y)\), which is not desirable. To address this problem, in Triple GAN a standard supervised loss \(\mathcal{R}_C = \mathbb{E}_{p(x,y)}[-\log p_y(y|x)]\) is added. As a result, when the discriminator is optimal, the cost function in Triple GAN becomes:

\[
2JSD\bigg(\frac{p(x,y)}{((1 - \alpha)p_x(x, y) + \alpha p_y(x, y))}\bigg) + KL\bigg(p(x,y)\bigg\| p_y(x, y)\bigg) + \text{const.}
\]

(6.7)

This cost function has the good property that it has a unique minimum at \(p(x, y) = p_x(x, y) = p_y(x, y)\). However, the objective becomes asymmetrical. The second KL term pays low cost for generating fake-looking samples (Arjovsky and Bottou, 2017). By contrast Δ-GAN directly optimizes the symmetric Jensen-Shannon divergence among three distributions. More importantly, the calculation of \(\mathbb{E}_{p(x,y)}[-\log p_y(y|x)]\) in Triple GAN also implies that the explicit density form of \(p_y(y|x)\) should be provided, which may not be desirable. On the other hand, Δ-GAN only requires that \(p_y(y|x)\) can be sampled from. For example, if we assume \(p_y(y|x) = f(x) \sim \delta(y - x)\)
$G_y(x, z))p(z)dz$, and $\delta(\cdot)$ is the Dirac delta function, we can sample $y$ through sampling $z$, however, the density function of $p_y(y|x)$ is not explicitly available.

6.2.5 Applications

$\Delta$-GAN is a general framework that can be used for any joint distribution matching. Besides the semi-supervised image classification task considered in Li et al. (2017b), we also conduct experiments on image-to-image translation and attribute-conditional image generation. When modeling image pairs, both $p_x(x|y)$ and $p_y(y|x)$ are implemented without introducing additional latent variables, i.e., $p_x(x|y) = \delta(x - G_x(y))$, $p_y(y|x) = \delta(y - G_y(x))$.

A different strategy is adopted when modeling the image-label/attribute pairs. Specifically, let $x$ denote samples in the image domain, $y$ denote samples in the label/attribute domain. $y$ is a one-hot vector or a binary vector when representing labels and attributes, respectively. When modeling $p_x(x|y)$, we assume that $x$ is transformed by the latent style variables $z$ given the label or attribute vector $y$, i.e., $p_x(x|y) = \int \delta(x - G_x(y, z))p(z)dz$, where $p(z)$ is chosen to be a simple distribution (e.g., uniform or standard normal). When learning $p_y(y|x)$, $p_y(y|x)$ is assumed to be a standard multi-class or multi-label classifier without latent variables $z$. In order to allow the training signal backpropagated from $D_1$ and $D_2$ to $G_y$, we adopt the REINFORCE algorithm as in Li et al. (2017b), and use the label with the maximum probability to approximate the expectation over $y$, or use the output of the sigmoid function as the predicted attribute vector.

6.3 Related work

The proposed framework focuses on designing GAN for joint-distribution matching. Conditional GAN can be used for this task if supervised data is available. Various conditional GANs have been proposed to condition the image generation on class
labels (Mirza and Osindero, 2014), attributes (Perarnau et al., 2016), texts (Reed et al., 2016; Zhang et al., 2017a; Xu et al., 2017) and images (Isola et al., 2017; Ledig et al., 2017). Unsupervised learning methods have also been developed for this task. BiGAN (Donahue et al., 2017) and ALI (Dumoulin et al., 2017) proposed a method to jointly learn a generation network and an inference network via adversarial learning. Though originally designed for learning the two-way transition between the stochastic latent variables and real data samples, BiGAN and ALI can be directly adapted to learn the joint distribution of two real domains. Another method is called DiscoGAN (Kim et al., 2017), in which two generators are used to model the bidirectional mapping between domains, and another two discriminators are used to decide whether a generated sample is fake or not in each individual domain. Further, additional reconstruction losses are introduced to make the two generators strongly coupled and also alleviate the problem of mode collapsing. Similar work includes CycleGAN (Zhu et al., 2017), DualGAN (Yi et al., 2017) and DTN (Taigman et al., 2017). Additional weight-sharing constraints are introduced in CoGAN (Liu and Tuzel, 2016) and UNIT (Liu et al., 2017).

Our work differs from the above work in that we aim at semi-supervised joint distribution matching. The only work that we are aware of that also achieves this goal is Triple GAN. However, our model is distinct from Triple GAN in important ways (see Section 6.2.4). Further, Triple GAN only focuses on image classification, while ∆-GAN has been shown to be applicable to a wide range of applications.

Various methods and model architectures have been proposed to improve and stabilize the training of GAN, such as feature matching (Salimans et al., 2016; Zhang et al., 2016c, 2017b), Wasserstein GAN (Arjovsky et al., 2017), energy-based GAN (Zhao et al., 2017), and unrolled GAN (Metz et al., 2017) among many other related works. Our work is orthogonal to these methods, which could also be used to improve the training of ∆-GAN. Instead of using adversarial loss, there also exists
work that uses supervised learning (Xia et al., 2017) for joint-distribution matching, and variational autoencoders for semi-supervised learning (Pu et al., 2016b, 2017b). Lastly, our work is also closely related to the recent work of Li et al. (2017a); Pu et al. (2017a); Chen et al. (2018), which treats one of the domains as latent variables.

6.4 Experiments

We present results on three tasks: (i) semi-supervised classification on CIFAR10 (Krizhevsky, 2009); (ii) image-to-image translation on MNIST (LeCun et al., 1998) and the edges2shoes dataset (Isola et al., 2017); and (iii) attribute-to-image generation on CelebA (Liu et al., 2015) and COCO (Lin et al., 2014). We also conduct a toy data experiment to further demonstrate the differences between ∆-GAN and Triple GAN. We implement ∆-GAN without introducing additional regularization unless explicitly stated. All the network architectures are provided in the Appendix.

6.4.1 Toy data experiment

We first compare our method with Triple GAN on a toy dataset. We synthesize data by drawing \((x, y) \sim \frac{1}{4}\mathcal{N}(\boldsymbol{\mu}_1, \Sigma_1) + \frac{1}{4}\mathcal{N}(\boldsymbol{\mu}_2, \Sigma_2) + \frac{1}{4}\mathcal{N}(\boldsymbol{\mu}_3, \Sigma_3) + \frac{1}{4}\mathcal{N}(\boldsymbol{\mu}_4, \Sigma_4)\), where \(\boldsymbol{\mu}_1 = [0, 1.5]^T\), \(\boldsymbol{\mu}_2 = [-1.5, 0]^T\), \(\boldsymbol{\mu}_3 = [1.5, 0]^T\), \(\boldsymbol{\mu}_4 = [0, -1.5]^T\), \(\Sigma_1 = \Sigma_4 = \begin{pmatrix} 3 & 0 \\ 0 & 0.025 \end{pmatrix}\) and \(\Sigma_2 = \Sigma_3 = \begin{pmatrix} 0.025 & 0 \\ 0 & 3 \end{pmatrix}\). We generate 5000 \((x, y)\) pairs for each mixture component.
Table 6.1: Error rates (%) on the partially labeled CIFAR10 dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Error Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CatGAN (Springenberg, 2015)</td>
<td>19.58 ± 0.58</td>
</tr>
<tr>
<td>Improved GAN (Salimans et al., 2016)</td>
<td>18.63 ± 2.32</td>
</tr>
<tr>
<td>ALI (Dumoulin et al., 2017)</td>
<td>17.99 ± 1.62</td>
</tr>
<tr>
<td>Triple GAN (Li et al., 2017b)</td>
<td>16.99 ± 0.36</td>
</tr>
<tr>
<td>∆-GAN (ours)</td>
<td>16.80 ± 0.42</td>
</tr>
</tbody>
</table>

In order to implement ∆-GAN and Triple GAN-s, we model $p_x(x|y)$ and $p_y(y|x)$ as

$$p_x(x|y) = \int \delta(x - G_x(y, z))p(z)dz, \quad p_y(y|x) = \int \delta(y - G_y(x, z))p(z)dz,$$

where both $G_x$ and $G_y$ are modeled as a 4-hidden-layer multilayer perceptron (MLP) with 500 hidden units in each layer. $p(z)$ is a bivariate standard Gaussian distribution. Triple GAN can be implemented by specifying both $p_x(x|y)$ and $p_y(y|x)$ to be distributions with explicit density form, e.g., Gaussian distributions. However, the performance can be bad since it fails to capture the multi-modality of $p_x(x|y)$ and $p_y(y|x)$. Hence, only Triple GAN-s is implemented.

Results are shown in Figure 6.2. (a) presents the joint distribution $p(x, y)$ of real data. For (b) and (c), the left and right figure is the learned joint distribution $p_x(x, y)$ and $p_y(x, y)$, respectively. The joint distributions $p_x(x, y)$ and $p_y(x, y)$ learned by ∆-GAN successfully match the true joint distribution $p(x, y)$. Triple GAN-s cannot achieve this, and can only guarantee $\frac{1}{2}(p_x(x, y) + p_y(x, y))$ matches $p(x, y)$. Although this experiment is limited due to its simplicity, the results clearly support the advantage of our proposed model over Triple GAN.

6.4.2 Semi-supervised classification

We evaluate semi-supervised classification on the CIFAR10 dataset with 4000 labels. The labeled data is distributed equally across classes and the results are averaged over 10 runs with different random splits of the training data. For fair comparison, we follow the publically available code of Triple GAN and use the same regularization
Figure 6.3: Generated CIFAR10 samples, where each row shares the same label and each column uses the same noise.

Table 6.2: Classification accuracy (%) on the MNIST-to-MNIST-transpose dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>DiscoGAN</td>
<td>-</td>
<td>-</td>
<td>15.00 ± 0.20</td>
</tr>
<tr>
<td>Triple GAN</td>
<td>63.79 ± 0.85</td>
<td>84.93 ± 1.63</td>
<td>86.70 ± 1.52</td>
</tr>
<tr>
<td>$\Delta$-GAN</td>
<td>83.20 ± 1.88</td>
<td>88.98 ± 1.50</td>
<td>93.34 ± 1.46</td>
</tr>
</tbody>
</table>

terms and hyperparameter settings as theirs. Results are summarized in Table 6.1. Our $\Delta$-GAN achieves the best performance among all the competing methods. We also show the ability of $\Delta$-GAN to disentangle classes and styles in Figure 6.3. $\Delta$-GAN can generate realistic data in a specific class and the injected noise vector encodes meaningful style patterns like background and color.

6.4.3 Image-to-image translation

We first evaluate image-to-image translation on the edges2shoes dataset. Results are shown in Figure 6.4 (bottom). Though DiscoGAN is an unsupervised learning method, it achieves impressive results. However, with supervision provided by 10% paired data, $\Delta$-GAN generally generates more accurate edge details of the shoes. In
order to provide quantitative evaluation of translating shoes to edges, we use mean squared error (MSE) as our metric. The MSE of using DiscoGAN is 140.1; with 10%, 20%, 100% paired data, the MSE of using ∆-GAN is 125.3, 113.0 and 66.4, respectively.

To further demonstrate the importance of providing supervision of domain correspondence, we created a new dataset based on MNIST (LeCun et al., 1998), where the two image domains are the MNIST images and their corresponding transposed ones. As can be seen in Figure 6.4(top), ∆-GAN matches images between domains well, while DiscoGAN fails in this task. For supporting quantitative evaluation, we have trained a classifier on the MNIST dataset, and the classification accuracy of this classifier on the test set approaches 99.4%, and is, therefore, trustworthy as an evaluation metric. Given an input MNIST image $x$, we first generate a transposed image $y$ using the learned generator, and then manually transpose it back to normal digits $y^T$, and finally send this new image $y^T$ to the classifier. Results are summarized in Table 6.2, which are averages over 5 runs with different random splits of the training data. ∆-GAN achieves significantly better performance than Triple GAN.
Table 6.3: Results of P@10 and nDCG@10 for attribute predicting on CelebA and COCO.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>CelebA</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1%</td>
<td>10%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Triple GAN</td>
<td>40.97/50.74</td>
<td>62.13/73.56</td>
<td>70.12/79.37</td>
</tr>
<tr>
<td></td>
<td>Δ-GAN</td>
<td>53.21/58.39</td>
<td>63.68/75.22</td>
<td>70.37/81.47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>COCO</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
<td>50%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Triple GAN</td>
<td>32.64/35.91</td>
<td>34.00/37.76</td>
<td>35.35/39.60</td>
</tr>
<tr>
<td></td>
<td>Δ-GAN</td>
<td>34.38/37.91</td>
<td>36.72/40.39</td>
<td>39.05/42.86</td>
</tr>
</tbody>
</table>

Figure 6.5: Results on the face-to-attribute-to-face experiment.

Figure 6.6: Results on the image editing experiment.

and DiscoGAN.
6.4.4 Attribute-conditional image generation

We apply our method to face images from the CelebA dataset. This dataset consists of 202,599 images annotated with 40 binary attributes. We scale and crop the images to $64 \times 64$ pixels. In order to qualitatively evaluate the learned attribute-conditional image generator and the multi-label classifier, given an input face image, we first use the classifier to predict attributes, and then use the image generator to produce images based on the predicted attributes. Figure 6.5 shows example results. The 1st row is the input images; the 2nd row is the predicted attributes given the input images; the 3rd row is the generated images given the predicted attributes. Both the learned attribute predictor and the image generator provides good results. We further show another set of image editing experiment in Figure 6.6. For each subfigure, we use a same set of attributes with different noise vectors to generate images. For example, for the top-right subfigure, all the images in the 1st row were generated based on the following attributes: black hair, female, attractive, and we then added the attribute of “sunglasses” when generating the images in the 2nd row. It is interesting to see that $\Delta$-GAN has great flexibility to adjust the generated images by changing certain input attribtutes. For instance, by switching on the wearing hat...
attribute, one can edit the face image to have a hat on the head.

In order to demonstrate the scalability of our model to large and complex datasets, we also present results on the COCO dataset. Following Gan et al. (2017e), we first select a set of 1000 attributes from the caption text in the training set, which includes the most frequent nouns, verbs, or adjectives. The images in COCO are scaled and cropped to have $64 \times 64$ pixels. Unlike the case of CelebA face images, the networks need to learn how to handle multiple objects and diverse backgrounds. Results are provided in Figure 6.7. We can generate reasonably good images based on the predicted attributes. The input and generated images also clearly share a same set of attributes. We also observe diversity in the samples by simply drawing multiple noise vectors and using the same predicted attributes.

Precision (P) and normalized Discounted Cumulative Gain (nDCG) are two popular evaluation metrics for multi-label classification problems. Table 6.3 provides the quantitative results of P@10 and nDCG@10 on CelebA and COCO, where @k means at rank k (see Section 6.6.4 for definitions). For fair comparison, we use the same network architectures for both Triple GAN and ∆-GAN. ∆-GAN consistently provides better results than Triple GAN. On the COCO dataset, our semi-supervised learning approach with 50% labeled data achieves better performance than the results of Triple GAN using the full dataset, demonstrating the effectiveness of our approach for semi-supervised joint distribution matching. More results for the above experiments are provided in Section 6.6.3.

6.5 Conclusion

We have presented the Triangle Generative Adversarial Network (∆-GAN), a new GAN framework that can be used for semi-supervised joint distribution matching. Our approach learns the bidirectional mappings between two domains with a few paired samples. We have demonstrated that ∆-GAN may be employed for a wide
range of applications. One possible future direction is to combine $\Delta$-GAN with sequence GAN (Yu et al., 2017) or textGAN (Zhang et al., 2017b) to model the joint distribution of image-caption pairs.

6.6 Supplementary Material

6.6.1 Detailed theoretical analysis

**Proposition 3.** For any fixed generator $G_x$ and $G_y$, the optimal discriminator $D_1$ and $D_2$ of the game defined by the value function $V(G_x, G_y, D_1, D_2)$ is

$$D_1^*(x, y) = \frac{p(x, y)}{p(x, y) + p_x(x, y) + p_y(x, y)}, \quad D_2^*(x, y) = \frac{p_x(x, y)}{p(x, y) + p_y(x, y)}.$$

**Proof.** The training criterion for the discriminator $D_1$ and $D_2$, given any generator $G_x$ and $G_y$, is to maximize the quantity $V(G_x, G_y, D_1, D_2)$:

$$V(G_x, G_y, D_1, D_2) = \int_x \int_y p(x, y) \log D_1(x, y) dxdy + \int_x \int_y p_x(x, y) \log(1 - D_1(x, y)) dxdy$$

$$+ \int_x \int_y p_x(x, y) \log D_2(x, y) dxdy + \int_x \int_y p_y(x, y) \log(1 - D_1(x, y)) dxdy$$

$$+ \int_x \int_y p_y(x, y) \log(1 - D_2(x, y)) dxdy.$$

Following Goodfellow et al. (2014), for any $(a, b) \in \mathbb{R}^2 \setminus \{0, 0\}$, the function $y \to a \log y + b \log(1 - y)$ achieves its maximum in $[0, 1]$ at $\frac{a}{a+b}$. This concludes the proof. \qed

**Proposition 4.** The equilibrium of $V(G_x, G_y, D_1, D_2)$ is achieved if and only if $p(x, y) = p_x(x, y) = p_y(x, y)$ with $D_1^*(x, y) = \frac{1}{3}$ and $D_2^*(x, y) = \frac{1}{2}$, and the optimum value is $-3 \log 3$.

**Proof.** Given the optimal $D_1^*(x, y)$ and $D_2^*(x, y)$, the minimax game can be refor-
mulated as:

\[
C(G_x, G_y) = \max_{D_1, D_2} V(G_x, G_y, D_1, D_2)
\]

\[
= \mathbb{E}_{(x, y) \sim p(x, y)} \left[ \log \frac{p(x, y)}{p(x, y) + p_x(x, y) + p_y(x, y)} \right]
\]

\[
+ \mathbb{E}_{(x, y) \sim p_x(x, y)} \left[ \log \frac{p_x(x, y)}{p(x, y) + p_x(x, y) + p_y(x, y)} \right]
\]

\[
+ \mathbb{E}_{(x, y) \sim p_y(x, y)} \left[ \log \frac{p_y(x, y)}{p(x, y) + p_x(x, y) + p_y(x, y)} \right]
\].

Note that

\[
C(G_1, G_2) = -3 \log 3 + KL\left(p(x, y) \left\| \frac{p(x, y) + p_x(x, y) + p_y(x, y)}{3} \right\| \right)
\]

\[
+ KL\left(p_x(x, y) \left\| \frac{p(x, y) + p_x(x, y) + p_y(x, y)}{3} \right\| \right)
\]

\[
+ KL\left(p_y(x, y) \left\| \frac{p(x, y) + p_x(x, y) + p_y(x, y)}{3} \right\| \right).
\]

Therefore,

\[
C(G_1, G_2) = -3 \log 3 + 3 \cdot JSD\left(p(x, y), p_x(x, y), p_y(x, y) \right) \geq -3 \log 3,
\]

where \( JSD_{\pi_1, \ldots, \pi_n}(p_1, p_2, \ldots, p_n) = H\left( \frac{\sum_{i=1}^{n} \pi_i p_i}{\sum_{i=1}^{n} \pi_i} \right) - \sum_{i=1}^{n} \pi_i H(p_i) \) is the Jensen-Shannon divergence. \( \pi_1, \ldots, \pi_n \) are weights that are selected for the probability distribution \( p_1, p_2, \ldots, p_n \), and \( H(p) \) is the entropy for distribution \( p \). In the three-distribution case described above, we set \( n = 3 \) and \( \pi_1 = \pi_2 = \pi_3 = \frac{1}{3} \).

For \( p(x, y) = p_x(x, y) = p_y(x, y) \), we have \( D_1^*(x, y) = \frac{1}{3}, D_2^*(x, y) = \frac{1}{2} \) and \( C(G_x, G_y) = -3 \log 3 \). Since the Jensen-Shannon divergence is always non-negative, and zero if and only if they are equal, we have shown that \( C^* = -3 \log 3 \) is the global minimum of \( C(G_x, G_y) \) and that the only solution is \( p(x, y) = p_x(x, y) = p_y(x, y) \), i.e., the generative models perfectly replicating the data distribution. \( \square \)
Algorithm 3 $\Delta$-GAN training procedure.

$\theta_g, \theta_d \leftarrow \text{initialize network parameters}$

repeat

$(\mathbf{x}^{(1)}, \mathbf{y}^{(1)}), \ldots, (\mathbf{x}^{(M)}, \mathbf{y}^{(M)}) \sim p(\mathbf{x}, \mathbf{y})$ \quad $\triangleright$ Get $M$ paired data samples

$\mathbf{x}_u, \ldots, \mathbf{x}^{(M)} \sim p(\mathbf{x})$ \quad $\triangleright$ Get $M$ unpaired data samples

$\mathbf{y}_u^{(1)}, \ldots, \mathbf{y}^{(M)} \sim p(\mathbf{y})$

$\tilde{\mathbf{x}}^{(i)}_u \sim p_x(\mathbf{x} | \mathbf{y} = \mathbf{y}^{(i)}_u), \quad i = 1, \ldots, M$ \quad $\triangleright$ Sample from the conditionals

$\tilde{\mathbf{y}}^{(j)}_u \sim p_y(\mathbf{y} | \mathbf{x} = \mathbf{x}^{(j)}_u)$, \quad $j = 1, \ldots, M$

$\rho^{(i)}_1 \leftarrow D_1(\mathbf{x}^{(i)}_p, \mathbf{y}^{(i)}_p), \quad i = 1, \ldots, M$ \quad $\triangleright$ Compute discriminator predictions

$\rho^{(i)}_2 \leftarrow D_2(\tilde{\mathbf{x}}^{(i)}_u, \tilde{\mathbf{y}}^{(i)}_u), \rho^{(i)}_3 \leftarrow D_1(\mathbf{x}^{(i)}_u, \tilde{\mathbf{y}}^{(i)}_u), \quad i = 1, \ldots, M$

$L_{d_1} \leftarrow -\frac{1}{M} \sum_{i=1}^{M} \log \rho^{(i)}_1 - \frac{1}{M} \sum_{i=1}^{M} \log (1 - \rho^{(i)}_2) - \frac{1}{M} \sum_{k=1}^{M} \log (1 - \rho^{(k)}_3)$ \quad $\triangleright$ Compute discriminator loss

$L_{d_2} \leftarrow -\frac{1}{M} \sum_{i=1}^{M} \log \rho^{(i)}_2 - \frac{1}{M} \sum_{j=1}^{M} \log (1 - \rho^{(j)}_2)$

$L_{g_1} \leftarrow -\frac{1}{M} \sum_{i=1}^{M} \log \rho^{(i)}_1 - \frac{1}{M} \sum_{j=1}^{M} \log (1 - \rho^{(j)}_2)$ \quad $\triangleright$ Compute generator loss

$L_{g_2} \leftarrow -\frac{1}{M} \sum_{i=1}^{M} \log \rho^{(i)}_3 - \frac{1}{M} \sum_{j=1}^{M} \log \rho^{(j)}_2$

$\theta_d \leftarrow \theta_d - \nabla_{\theta_d} (L_{d_1} + L_{d_2})$ $\quad \triangleright$ Gradient update on discriminator networks

$\theta_g \leftarrow \theta_g - \nabla_{\theta_g} (L_{g_1} + L_{g_2})$ $\quad \triangleright$ Gradient update on generator networks

until convergence

<table>
<thead>
<tr>
<th>Input images</th>
<th>Predicted attributes</th>
<th>Generated images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attractive, Smiling, High Cheekbones, No Beard, Oval Face, Young</td>
<td>Attractive, Smiling, High Cheekbones, No Beard, Oval Face, Young</td>
<td>Attractive, Smiling, High Cheekbones, No Beard, Oval Face, Young</td>
</tr>
<tr>
<td>Smiling, Mouth Slightly Open, Rosy Cheeks, Wearing Lipstick</td>
<td>Smiling, Mouth Slightly Open, Rosy Cheeks, Wearing Lipstick</td>
<td>Smiling, Mouth Slightly Open, Rosy Cheeks, Wearing Lipstick</td>
</tr>
<tr>
<td>Black Hair, No Beard, Young, Wearing Lipstick</td>
<td>Black Hair, No Beard, Young, Wearing Lipstick</td>
<td>Black Hair, No Beard, Young, Wearing Lipstick</td>
</tr>
<tr>
<td>Bags Under Eyes, No Beard, Pointy Nose, Smiling, Wearing Lipstick</td>
<td>Bags Under Eyes, No Beard, Pointy Nose, Smiling, Wearing Lipstick</td>
<td>Bags Under Eyes, No Beard, Pointy Nose, Smiling, Wearing Lipstick</td>
</tr>
<tr>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
</tr>
<tr>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
</tr>
<tr>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
</tr>
<tr>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
</tr>
<tr>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
<td>Blond Hair, Mouth Slightly Open, Narrow Black Hair, Male, No Beard, Pointy Hair, Young, Wearing Lipstick</td>
</tr>
</tbody>
</table>

**Figure 6.8:** Additional results on the face-to-attribute-to-face experiment.

### 6.6.2 $\Delta$-GAN training procedure

### 6.6.3 Additional experimental results

### 6.6.4 Evaluation metrics for multi-label classification

**Precision@k:** Precision at $k$ is a popular evaluation metric for multi-label classification problems. Given the ground truth label vector $\mathbf{y} \in \{0, 1\}^L$ and the prediction
Figure 6.9: Additional results on the image editing experiment.

<table>
<thead>
<tr>
<th>Input</th>
<th>Predicted attributes</th>
<th>Generated images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building, standing, tall,</td>
<td>castle, city, top, object, outdoor, tower</td>
<td><img src="image1.png" alt="Generated images" /></td>
</tr>
<tr>
<td>furniture, sitting, small,</td>
<td>room, living, white, hotel, indoor, table, photo, rug, decorated, window, cabinet</td>
<td><img src="image2.png" alt="Generated images" /></td>
</tr>
<tr>
<td>kite, people, young, blue,</td>
<td>boy, standing, playing, colorful, child, air, outdoor, holding, girl, flying</td>
<td><img src="image3.png" alt="Generated images" /></td>
</tr>
</tbody>
</table>

Figure 6.10: Additional results on the image-to-attribute-to-image experiment.

Figure 6.11: Attribute-conditional image generation on the COCO dataset. Input attributes are omitted for brevity.
\( \hat{y} \in [0, 1]^L \), \( P@k \) is defined as

\[
P@k := \frac{1}{k} \sum_{l \in \text{rank}_k(\hat{y})} y^{(l)}. \tag{6.17}
\]

Precision at \( k \) performs evaluation that counts the fraction of correct predictions in the top \( k \) scoring labels.

\( nDCG@k \) normalized Discounted Cumulative Gain (nDCG) at rank \( k \) is a family of ranking measures widely used in multi-label learning. DCG is the total gain accumulated at a particular rank \( p \), which is defined as

\[
DCG@k := \sum_{l \in \text{rank}_k(\hat{y})} \frac{y^{(l)}}{\log(l + 1)}. \tag{6.18}
\]

Then normalizing DCG by the value at rank \( k \) of the ideal ranking gives

\[
N@k := \frac{DCG@k}{\sum_{l=1}^{\min(k, |y|_0)} \frac{1}{\log(l+1)}}. \tag{6.19}
\]

### 6.6.5 Detailed network architectures

For the CIFAR10 dataset, we use the same network architecture as used in Triple GAN (Li et al., 2017b). For the edges2shoes dataset, we use the same network architecture as used in the pix2pix paper (Isola et al., 2017). For other datasets, we provide the detailed network architectures below.

Table 6.4: Architecture of the models for \( \Delta \)-GAN on MNIST. BN denotes batch normalization.

<table>
<thead>
<tr>
<th>Generator A to B</th>
<th>Generator B to A</th>
<th>Discriminator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 28 × 28 Gray Image</td>
<td>Input 28 × 28 Gray Image</td>
<td>Input two 28 × 28 Gray Image</td>
</tr>
<tr>
<td>5 × 5 conv. 32 ReLU, stride 2, BN</td>
<td>5 × 5 conv. 32 ReLU, stride 2, BN</td>
<td>5 × 5 conv. 32 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>5 × 5 conv. 64 ReLU, stride 2, BN</td>
<td>5 × 5 conv. 64 ReLU, stride 2, BN</td>
<td>5 × 5 conv. 64 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>5 × 5 conv. 128 ReLU, stride 2, BN</td>
<td>5 × 5 conv. 128 ReLU, stride 2, BN</td>
<td>5 × 5 conv. 128 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>Dropout: 0.1</td>
<td>Dropout: 0.1</td>
<td>Dropout: 0.1</td>
</tr>
<tr>
<td>MLP output 28 × 28, sigmoid</td>
<td>MLP output 28 × 28, sigmoid</td>
<td>MLP output 1, sigmoid</td>
</tr>
</tbody>
</table>
Table 6.5: Architecture of the models for ∆-GAN on CelebA. BN denotes batch normalization. lReLU denotes Leaky ReLU.

<table>
<thead>
<tr>
<th>Generator A to B</th>
<th>Generator B to A</th>
<th>Discriminator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 64 × 64 × 3 Image</td>
<td>Input 1 × 40 attributes, 1 × 100 noise</td>
<td>Input 64 × 64 Image and 1 × 40 attributes</td>
</tr>
<tr>
<td>4 × 4 conv. 32 lReLU, stride 2, BN</td>
<td>4 × 4 conv. 64 lReLU, stride 2, BN</td>
<td>5 × 5 conv. 64 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>4 × 4 conv. 128 lReLU, stride 2, BN</td>
<td>4 × 4 conv. 256 lReLU, stride 2, BN</td>
<td>5 × 5 conv. 128 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>4 × 4 conv. 512 lReLU, stride 2, BN</td>
<td>MLP output 1024, lReLU, BN</td>
<td>5 × 5 conv. 64 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>MLP output 512, lReLU</td>
<td>MLP output 8192, lReLU, BN</td>
<td>5 × 5 conv. 128 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>MLP output 40, sigmoid</td>
<td>concat attributes</td>
<td>5 × 5 conv. 256 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>concat two inputs</td>
<td>concat two inputs</td>
<td>5 × 5 conv. 512 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>concat attributes</td>
<td>ResNet Block</td>
<td>5 × 5 conv. 128 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>concat attributes</td>
<td>5 × 5 deconv. 256 ReLU, stride 2, BN</td>
<td>5 × 5 conv. 256 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>5 × 5 deconv. 64 ReLU, stride 2, BN</td>
<td>5 × 5 deconv. 64 ReLU, stride 2, BN</td>
<td>ResNet Block</td>
</tr>
<tr>
<td>5 × 5 deconv. 3 tanh, stride 2, BN</td>
<td>5 × 5 deconv. 64 ReLU, stride 2, BN</td>
<td>ResNet Block</td>
</tr>
<tr>
<td>MLP output 1, sigmoid</td>
<td>ResNet Block</td>
<td>ResNet Block</td>
</tr>
</tbody>
</table>

Table 6.6: Architecture of the models for ∆-GAN on COCO. BN denotes batch normalization. lReLU denotes Leaky ReLU.

<table>
<thead>
<tr>
<th>Generator A to B</th>
<th>Generator B to A</th>
<th>Discriminator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 64 × 64 × 3 Image</td>
<td>Input 1 × 40 attributes, 1 × 100 noise</td>
<td>Input 64 × 64 Image and 1 × Dim attributes</td>
</tr>
<tr>
<td>4 × 4 conv. 32 lReLU, stride 2, BN</td>
<td>4 × 4 conv. 64 lReLU, stride 2, BN</td>
<td>concat conditional inputs</td>
</tr>
<tr>
<td>4 × 4 conv. 128 lReLU, stride 2, BN</td>
<td>4 × 4 conv. 256 lReLU, stride 2, BN</td>
<td>5 × 5 conv. 64 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>4 × 4 conv. 512 lReLU, stride 2, BN</td>
<td>3 × 3 conv. 512, stride 1, BN</td>
<td>5 × 5 conv. 128 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>ResNet Block</td>
<td>ResNet Block</td>
<td>5 × 5 conv. 256 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>4 × 4 deconv. 256, stride 2</td>
<td>4 × 4 deconv. 256, stride 2</td>
<td>5 × 5 conv. 512 ReLU, stride 2, BN</td>
</tr>
<tr>
<td>3 × 3 conv. 256, stride 1, BN</td>
<td>3 × 3 conv. 128 ReLU, stride 1, BN</td>
<td>ResNet Block</td>
</tr>
<tr>
<td>4 × 4 deconv. 128 ReLU, stride 2</td>
<td>4 × 4 deconv. Dim, stride 2</td>
<td>ResNet Block</td>
</tr>
<tr>
<td>1 × 1 conv. 512 lReLU, stride 1, BN</td>
<td>3 × 3 conv. 128 ReLU, stride 1, BN</td>
<td>ResNet Block</td>
</tr>
<tr>
<td>4 × 4 conv. Dim sigmoid, stride 4</td>
<td>4 × 4 deconv. Dim, stride 2</td>
<td>ResNet Block</td>
</tr>
<tr>
<td>3 × 3 conv. Dim tanh, stride 1</td>
<td>MLP output 1, sigmoid</td>
<td>ResNet Block</td>
</tr>
</tbody>
</table>
7 Conclusion and Future Work

7.1 Summary of Contributions

Learning deep generative models is a fast-moving research field. In this thesis, I mainly discuss the models and applications that I have worked on during my Ph.D. study. Specifically, the contributions of this thesis are summarized as follows:

- In Chapter 2, we present a deep generative model for binary image modeling. The proposed deep model is designed by stacking sigmoid belief networks. By exploring the idea of data augmentation, we develop a fully Bayesian algorithm for efficient learning of layer-wise model parameters, and inference of local latent variables.

- In Chapter 3, we present a deep generative model for topic modeling. The proposed deep model employs a deep sigmoid belief network or restricted Boltzmann machine, the bottom binary layer of which selects topics for use in a Poisson factor analysis model. Scalable inference algorithms are derived by applying Bayesian conditional density filtering and stochastic gradient thermostats.
• In Chapter 4, we present a deep generative model for sequence modeling. The proposed deep model is designed by constructing a hierarchy of temporal sigmoid belief networks, defined as a sequential stack of sigmoid belief networks. Scalable learning and inference algorithms are derived by introducing an inference network that yields fast sampling from the variational posterior. Both the generative model and the inference network are trained together by maximizing the variational lower bound.

• In Chapter 5, we present a deep generative model for visual captioning. The proposed model has no latent variable, and can be considered as a new variant of LSTM that provides an efficient way to impose side information into the network. The proposed model uses a mixture-of-experts design, and can be considered as training an ensemble of up to 1000 LSTMs simultaneously. Specifically, semantic concepts (i.e., tags) are detected from the image, and the probability of each tag is used to compose the parameters in an LSTM network. The degree to which each member of the ensemble is used to generate an image caption is tied to the image-dependent probability of the corresponding tag.

• In Chapter 6, we present a deep generative model for joint distribution matching. The proposed model is based on generative adversarial networks (GANs). Specifically, the proposed Triangle GAN model consists of four neural networks, two generators and two discriminators. The generators are designed to learn the two-way conditional distributions between the two domains, while the discriminators implicitly define a ternary discriminative function, which is trained to distinguish real data pairs and two kinds of fake data pairs. The generators and discriminators are trained together using adversarial learning.

Besides the SBN and GAN models described in this thesis, during my Ph.D. study, I have also studied variational autoencoders (VAEs) (Pu et al., 2016b, 2017b,a). I
have also investigated stochastic gradient MCMC methods (Chen et al., 2016a; Zhang et al., 2017d), with applications in shape classification (Li et al., 2016b) and language modeling (Gan et al., 2017d). Furthermore, I have also studied deep learning techniques for learning better sentence and paragraph representations (Gan et al., 2017c; Zhang et al., 2017c; Gan et al., 2017b; Zhang et al., 2018b). At the beginning of the Ph.D. study, I have also conducted research in gene expression analysis using discriminative factor models (Gan et al., 2015a).

7.2 Future Directions

Deep generative models, and more generally, deep learning, is an exciting field to study in, with lots of new work coming out every week on arXiv. Below I list a few potential research directions for future work.

- **Combination of VAE and GAN**: VAE and GAN are considered as two distinct paradigms for deep generative modeling. Recently, there are many works that attempt to make formal connections between them in a principled way. This is an interesting and active research problem, providing us new tools to connect variational inference and adversarial learning.

- **RL for text generation**: Using Reinforcement Learning (RL) for text generation, such as image captioning and machine translation, has achieved lots of attention, since the text generation problem can be naturally casted as a sequential decision making process, thus RL can be applied. However, all the existing RL models for text generation requires careful initialization of the model using maximum likelihood training. Research can be conducted to further understand this problem and improve the performance via the usage of more advanced RL tools.
GAN for text generation: GAN for image synthesis has achieved tremendous success. However, GAN for text generation is a very challenging problem, due to the discrete nature of text, making it difficult to propagate the gradient from the discriminator back to the generator. Currently, there are mainly two ways to explore GAN for text generation. One of them is to use RL techniques to backpropagate gradients, considering the output of the discriminator as the reward for the policy network (i.e., generator) training. Another way is to use efficient gradient approximators to approximate the non-differentiable sampling operations. However, developing a robust GAN model for long text generation is still an open research problem.

In terms of the applications, below I also list a few potential interesting research directions.

- Vision-to-text generation: Image and video captioning has been investigated extensively in the literature. Most existing approaches focus on generating a short one-sentence description for the whole image or video. However, typically in a video there are several events happening, organized in a sequential order. How to generate a coherent long paragraph to describe the whole video is an open research problem. Further, rather than generate a chunk of text, visual dialog is another interesting research direction, which aims to generate a dialogue to mimic the way how a conversation agent can be interacted with humans.

- Text-to-vision synthesis: A lot of progresses have been made in generating an image grounded on an input textual description. However, how to generate coherent high-resolution images which potentially contain multiple objects is still an open research problem. Further, generating a whole video based on the text input is also a very interesting and challenging future research direction.
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