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Abstract

During the immune response, helper T cells must proliferate and upregulate key metabolic programs including glucose and glutamine uptake. Metabolic reprogramming is imperative for appropriate T cell responses, as inhibition of glucose or glutamine uptake hinders T cell effector responses. Glutamine and glutaminolysis use in cancer cells has partially been explored. However, the role of glutamine and its downstream metabolites is incomplete and unclear in T cells. The first step of glutamine metabolism is conversion to glutamate via the hydrolase enzyme glutaminase (GLS). To target glutaminolysis, two different methods were employed: 1) genetic knockout of GLS using a CRE-recombinase system specific for CD4/CD8 T cells, and 2) pharmacological inhibition of GLS via the potent and specific small molecular CB839. These two models of glutaminase insufficiency were used as a tool to target glutamine metabolism during T cell activation and differentiation both in vitro and in vivo.

GLS-deficient T cells had decreased activation at early time points compared to control. Over several days, these GLS-deficient T cells differentiated preferentially to Th1-like effector cells. This was reliant on increased glucose carbons incorporating into Tri-Carboxylic Acid (TCA) metabolites. This increased effector response in vitro occurred in both CD4+ T helper cells and CD8+ cells (Cytotoxic lymphocytes, or CTLs). Differentiation of CD4+ T cells to Th1 or Th17 subsets showed decreased Th17 differentiation and...
cytokine production, while Th1 effector responses were increased. This increased Th1 function was dependent on IL-2 signaling and mTORC1, as reducing IL-2 or inhibiting mTORC1 with rapamycin prevented GLS inhibition-induced Th1 effector function. Th17 cells, meanwhile, were inhibited by changes in reactive oxygen species, and recovery of Th17 function was achieved with n-acetylcysteine treatment.

T cells lacking GLS were unable to induce inflammation in a mouse model of Graft vs Host disease, an inflammatory bowel disease model, or in an airway inflammatory model. Importantly, Chimeric Antigen Receptor (CAR) T cells made from GLS knockout cells were unable to maintain B cell aplasia in recipient mice. Contrary to this, temporary inhibition of GLS via small-molecule inhibition increased B cell killing in vitro and enhanced T cell persistence in both the B cell aplasia and in a vaccinia virus recall response. These results indicate a balance, where permanent deficiency of GLS is detrimental to T cell responses, but acute inhibition can actually promote T effector responses and survival. Overall, this work aims to understand how perturbations in glutamine metabolism in T cells affects differentiation and function and the role of glutaminolysis and improve therapies for inflammatory disease and cancer.
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1. Introduction

Immunity in animals has two main arms: the innate and the adaptive immune system. The adaptive immune system in mammals evolved millions of years ago to fight infections with significantly enhanced recognition for non-‘self’. This includes helper T cells, which provide and enhance cell-mediated responses, and B cells, which provide humoral immunity and can act as Antigen Presenting Cells (APCs) (Cooper and Alder, 2006). The innate immune system, including natural killer cells, macrophages, dendritic cells, among others, reacts to pathogens quickly. As its name suggests, the innate immune cells do this via pre-programmed Pattern Recognition Receptors (PRRs). PRRs are engaged by structurally conserved antigens termed Pathogen-associated Molecular Patterns (PAMPs) or Damage-associated Molecular Patterns (DAMPs). PAMPs are present in various microbes and many things not considered ‘self’, such as bacterial cell wall components or viral peptides, whereas DAMPs are components of the host system released during cell death or apoptosis. These PRR proteins are cell-surface receptors that initiate inflammatory programs to help promote innate and adaptive immune responses. PRRs are, by their nature, less sensitive to variations in pathogens (Medzhitov and Janeway, 1997). Adaptive immune responses are slow at first but become quick to respond after the initial insult, separating into the primary (slow) and secondary (fast) adaptive immune responses. The primary response takes several days to a week and is enacted by
effector T cells, but the secondary response can be much faster, stronger, and enacted by memory T cells in coordination with other immune cells upon a later exposure to the pathogen or antigen. In disease states, these responses can be enhanced, leading to uncontrolled inflammation in autoinflammatory disease, or attenuated, as in tumor infiltrating lymphocyte exhaustion.

1.1 T cells enact the adaptive immune response necessary for pathogen elimination and protective immunity.

The primary response is formed when naïve T cells first encounter antigens that have been processed and presented on Major Histone Compatibility (MHC)-I and MHC-II proteins by innate immune cells known as Antigen Presenting Cells. T cells that enact the effector response (generally referred to as Teff cells) activate after recognition of antigen epitopes on MHCI and MHCII proteins as a primary signal through the T Cell Receptor (TCR) (Smith-Garvin et al., 2009). These signals require a secondary signal, co-stimulation, to activate well. Activation of T cells is a metabolically demanding process that requires cells to generate biosynthetic precursors, balance redox reactions, enact host defense, and maintain pools of memory cells. Without the secondary signal, typically CD28, Teff cells become anergic, fail to activate, and can promote immune tolerance (Fathman and Lineberry, 2007). Activation of effector responses includes production of cytokines to promote inflammation and spur innate cell responses.
Activation of T cells is imperative to clearing immune insults. The signaling
cascades and levels of modulation are complex, but initial studies probing at the
lymphocyte response to antigen in the mid 1980s led to the isolation and discovery of
the TCR (Allison et al., 1982; Haskins et al., 1983) and eventually the signaling co-
receptors and complexes required for T cell activation in the 1980s and 90s (Smith-
Garvin et al., 2009; Zhang et al., 1998). After antigen recognition presented on MHC
proteins through the TCR, a cascade of signaling proteins are recruited. Initial signaling
events through protein kinases Lck and Fyn bind and phosphorylate ZAP-70. A series of
phosphorylation events mediated by LAT, PLCy1, the p85 subunit of phosphoinositide
3-kinase (PI3K), converts phosphatidylinositol(4,5)P₂ (PIP₂) to second messengers IP₃
and diacylglycerol (DAG). PI3K has many pleiotropic effects on T cell activation,
including signaling through mTOR complex 1 (mTORC1) (Martini et al., 2014).
Importantly, co-stimulation of T cells (required to prevent T cell anergy) is also thought
to signal through PI3K via its p110 subunit and promotes Akt activation (Acuto and
Michel, 2003). IP₃ and DAG are second messengers that result in activation of
downstream mitogen-associated protein kinases known as ERKs, signal transducer
proteins known as STATs, and protein kinase C (PKC). This cascade, along with tightly
controlled release of calcium from the ER, induces downstream activation of immediate-
early genes such as NFkB, c-myc, and c-jun (Bahrami and Drabløs, 2016). These early-
activation proteins then enhance T cell function and survival responsible for effector function and inflammatory responses.

Before activation of the TCR in response to antigen in the periphery, CD4 and CD8+ T cells are matured in the thymus. Through both positive selection and negative selection, mature naïve T cells migrate from the thymus to important sites of immunological surveillance such as the spleen and lymph nodes. While T cells are found throughout the body, concentrations of T helper cells are found where antigen presentation is accessible – such as by B cells and dendritic cells in the T cell zones of lymph nodes. Depending on the surrounding environment, naïve CD4+ T cells can be differentiated into effector T cells (Teff: such as Th1, Th2, Th17) or regulatory T cells (Treg) that have distinct gene expression signatures that are mediated by subset-specific STATs and transcription factors (MacIver et al., 2013). Type I and Type II interferons are produced by helper T cells and promote innate and adaptive immunity. The archetypical Type II interferon, IFNγ, promotes anti-viral immunity (Chesler and Reiss, 2002). IL-4 and IL-13-producing Th2 cells respond to parasitic infections such as helminths (Finkelman et al., 1997), while IL-17 production in Th17 cells is responsible for mucosal immunity, especially in the intestines, and a major contributor to autoimmune disease (Yang et al., 2014). Many effector responses rely on signaling through mTORC1 pathways (Delgoffe et al., 2011) and Myc upregulation. Metabolic reprogramming by
Myc induces glutaminolysis and glycolysis, as deletion of Myc prevents proliferation and activation-induced cytokine production (Wang et al., 2011). Combined, T cell receptor signaling and metabolic reprogramming leads to robust ribosomal activation, protein synthesis, and anabolic cell growth.

![Diagram of CD4+ T cell differentiation](image)

**Figure 1**: CD4+ T cell differentiation of naïve cells to effector (Teff) and regulatory (Treg) cells and their essential cytokines.

### 1.2 Th1 cells

Intracellular and viral immunity is promoted by the interferons. Effector cells responsible for viral immunity and initiating the anti-viral response are known as Th1 cells. Th1 cell programming is driven by the transcription factor Tbet (Szabo et al., 2000), which is induced by the cytokine IL-12 and STAT1 signaling (Afkarian et al., 2002).
Derived from dendritic cells and macrophages, IL-12 promotes B cell, T cell and Natural Killer T (NKT) cell activation and differentiation (Hsieh et al., 1993; Ling et al., 1995). Specifically, IL-12 does this in T cells through transactivation of Tbet target proteins such as IFNγ while suppressing Th2-specific production of GATA3 and IL-4 (Szabo et al., 2000; Zhou and Ouyang, 2003). Both STAT1 and STAT4 are required for Th1 differentiation and IFNγ production (Nishikomori et al., 2002).

Beyond signaling, metabolic flux has direct effects on T cell function. Glucose depletion prevented T cell effector responses, including IFNγ production. Trafficking of the glucose transporter, Glut1, was dependent on CD28 co-stimulation and induced Glut1 protein expression prevented T cell anergy when co-stimulation was removed (Jacobs et al., 2008). Recently, the glycolytic enzyme GAPDH has been shown to regulate IFNγ production. When glycolytic flux is low, GAPDH ‘moonlights’ and translocates to the nucleus to inhibit transcription of Th1-specific gene programming like at the IFNγ locus (Chang et al., 2013). However, the mechanism behind this is a little controversial, as Peng et al. show that the levels of acetyl-CoA resulting from glycolysis regulate histone acetylation and IFNγ translation (Peng et al., 2016). While these two mechanisms are not mutually exclusive, they do highlight the role of metabolism affecting T cell programming.
Whereas Th1 CD4+ T cells were only thought to be important in viral immunity, it has been discovered recently that Th1 cells and IFNγ production can improve anti-tumor effects in cancer therapy via enhancement of cytotoxic lymphocyte (CTL) activation (Kennedy et al., 2018). Additionally, Th1 and IFNγ+ cells have been implicated in regulating human colitis and inflammatory bowel disease (Brand, 2009). Regulation of Th1 cells could have wide-ranging immunomodulatory effects beyond just adaptive immunity to pathogens and could be a target for anti-tumor and anti-inflammatory immunity.

### 1.3 Th17 Cells

Immunity of the intestine and lung is regulated primarily by Th17 cells. Th17 cells produce the cytokines IL-17 and IL-23, and are driven by the transcription factor Retinoid Orphan Receptor gamma (RORγt) and STAT3 signaling (Harris et al., 2007). STAT3 and RORγt are induced through Transforming Growth Factor Beta (TGFβ)- and IL-6 receptor signaling, leading to upregulation of Th17-specific gene programming and via autocrine mechanisms increase IL-23 receptor and IL-23 production (Waite and Skokos, 2012). While inappropriate immune responses (autoimmunity and inflammation) can be driven by all effector T cell subsets, Th17 cells are implicated in the development of many autoimmune and inflammatory disorders in humans and in mice (Weaver et al., 2007). RORγt-knockout mice have reduced IL-17-producing Th17 cells, in addition to being resistant to
the inflammatory induced Experimental Autoimmune Encephalomyelitis (EAE) (Ouyang et al., 2008), showing that transcriptional regulation of these T cell programs has disease-specific impacts.

While the ‘master’ transcription factor in T cell subsets are known (Th1: Tbet, Th2: Gata3, Th17: RORγt, Treg: Foxp3), Th17 cells also rely on Hypoxia-Inducible Factor 1 alpha (HIF1α) for proper differentiation. Though HIF1α is induced in low oxygen tension environments across many cell types (Semenza, 2007), the activity of HIF1α is not entirely dependent on hypoxia as it is induced during Th17 differentiation even in the presence of oxygen. Upregulation of HIF1α promotes Th17 differentiation and inhibits regulatory T cell development. Foxp3, the transcription factor responsible for Treg programming, is targeted to proteasomal degradation via ubiquitination by HIF1α (Dang et al., 2011) thus providing important co-regulatory transcriptional tuning between effector and regulatory cell responses. This is further confused by studies showing Myc reprogramming initiates HIF1α activity, but HIF1α is not required for the upregulation of glycolytic and glutaminolytic reprogramming in all T cells (Wang et al., 2011). Contrary to this, Myc and HIF1α signaling can induce glycolytic and glutaminolytic pathways in cancer cells (Miller et al., 2012). The role of Th17 cells in human autoinflammatory disease is unclear, however, despite many current therapies involve targeting inflammatory auto-reactive T cells. In multiple sclerosis (MS), for example, mRNA expression is upregulated and up to
a seven-fold increase in Th17 cells is noted in MS patients versus control (Lock et al., 2002; Matusevicius et al., 1999). However, IFNγ seems to be a key inflammatory cytokine for autoimmune gut diseases (Strober and Fuss, 2011) and IL-17/IFNγ double-producers could be the target (Galvez, 2014). Modulation of Th17 responses could be protective against autoimmune and gut inflammatory disorders.

1.4 Treg Cells

Contrary to the effector T cell subsets, Foxp3+ regulatory T cells (Treg) are required to help diminish the immune response. Treg inhibitory signaling helps prevent inappropriate immune responses in the periphery. Foxp3 was discovered as a result of genotyping human Immune dysregulation, Polyendocrinopathy, Enteropathy, X-linked syndrome (IPEX) patients who have severe, uncontrolled autoimmune reactions. Foxp3 was found to be required for Treg development (Bennett et al., 2001). Induced Treg (iTreg) and natural Treg (nTreg) are two functionally distinct subclasses of Foxp3+ regulatory T cells, in which iTreg are generated from naïve CD4+ T cell exposure to antigen, and nTreg are CD25+ Foxp3+ cells developed in the thymus to help prevent auto-reactive CD4+ inflammation (Wing and Sakaguchi, 2010). Inflammatory animal models can be rescued by adoptive transfer of Foxp3+ Treg cells (Mottet et al., 2003). Epigenetic regulation of the Foxp3 protein can strongly affect differentiation of Treg, as inhibition of methylation of
the Foxp3 locus leads to increased Treg differentiation (Xu et al., 2017), however stabilization of the Foxp3 locus via methylation of acetylation can promote Treg stability (Floess et al., 2007; van Loosdregt et al., 2010).

The metabolic differences between Treg and Teff are striking. Treg rely on the TCA and beta-oxidation of fatty acids, as opposed to Teff, which are thought to be more glycolytic (Michalek et al., 2011). They use CPT1a for transport of long-chain fatty acids into the mitochondria (Howie et al.; Michalek et al., 2011). Though the details of regulatory action on activated T cell responses are still being explored, one method of inhibition is through PD-1 (aka CD279) and its ligand, PDL-1, termed the immune check-point. During activation, effector T cells upregulate PD-1 receptor expression, and regulatory T cells express the PDL-1 ligand. PD-1 and PDL-1 interaction inhibits effector T cells through reduced TCR signaling via Zap70, which prevents mTORC1 activity and cytokine production and proliferation (Sheppard et al., 2004). Interestingly, evasion of the PD-1/PDL-1 axis is also thought to be how tumor cells evade elimination by the immune system. Cytotoxic lymphocytes within certain tumors, like melanoma, express high levels of PD-1 and reduced markers of activation (Ahmadzadeh et al., 2009). Thus, alteration in inhibitory check-point signaling can have profound physiological outcomes on the adaptive immune system.
1.5 CD8+ Cytotoxic Lymphocytes

The adaptive T cell subset responsible for cancer surveillance and elimination are CD8+ cytotoxic lymphocytes (CTLs). Driven primarily by the transcription factors Tbet, like in Th1 cells, and Eomes, which is implicated in promoting T cell memory (Banerjee et al., 2010), CD8+ T cells are MHCI class-restricted and enact host defense against intracellular pathogens (Harty et al., 2000). CTLs navigate to sites of inflammation and produce IFNγ, granzyme A and B, and perforin. Binding of the CTL and tight junction formation allows perforin to form holes in cell membranes, promoting granzymes to enter target cells via degranulation or direct fusion with the plasma membrane. They can be cytotoxic to tumor cells and infected cells, but their activity is not limited to cytolysis; Fas ligand (CD95L) protein on the CD8 T cell surface interacts with Fas (CD95) on target cells and induces apoptosis (Harty et al., 2000; Shresta et al., 1998). Clonal expansion of CD8+ cells in response to antigen stimulation parallels CD4+ T cells. Just like CD4+ T cells, naïve CD8+ T cells and memory T cells primarily rely on oxidative metabolism but induce high levels of glycolytic and glutaminolytic machinery upon antigen stimulation (Zhang and Romero, 2018). Tissue-resident memory CD8+ T cells enact similar oxidative phosphorylation programming that relies on autophagy for survival, as inhibition of autophagy prevented memory formation and response to LCMV (lymphocytic choriomeningitis virus) infection (Xu et al., 2014).
Similar to CD4+ T cells, engagement of the checkpoint receptors PD-1 and CTLA-4 are an escape mechanism CTL cytotoxicity. PDL-1 or CD80 for PD-1 and CTLA-4, respectively, on the surface of a cancer can inhibit the activation and killing properties of Tumor Infiltrating Lymphocytes (TILs) (Ahmadzadeh et al., 2009; Tumeh et al., 2014). Human TILs within renal cell tumors exhibit low glycolysis, high PD-1 expression, and a chronic inability to respond to activation (Siska et al., 2017), indicating an exhausted phenotype. Development of new drugs to hit these immune checkpoints have shown promising results in patients that are resistant to standard chemotherapy (Ott et al., 2013). Enhancing the cytotoxic properties of CD8+ TILs could increase response to chemotherapy or other immune therapies and reduce tumor persistence.

1.6 T cell metabolism as a therapeutic target

Rather than being merely an outcome of other signaling or genetic profile changes, metabolism is now known to have significant effects on cellular processes itself. T cells need to upregulate metabolic pathways in order to survive and enact host defense. Two of the primary pathways used by proliferating cells are glycolysis and glutaminolysis. Regulation of these pathways have been crucial in mediating T cell effector responses. Metabolism could therefore be harnessed to target specific T cells to either prevent autoimmune disease or enhance T cell killing.
Standard of care for some inflammatory disease such as graft versus host disease include metabolic targets. Rapamycin, an mTORC1 inhibitor, prevents immune cell activation and proliferation. In organ transplant, rapamycin has been effective at preventing graft versus host disease and organ rejection (Augustine et al., 2007). Metformin, an AMPK-promoting drug used to treat type II diabetes, was also found to prevent lethality in a mouse model of Graft vs Host Disease. This was due to inhibition of mTOR targets and a shift in the balance of Th1 and Th17 cells to Treg (Park et al., 2016). Unfortunately, responses to rapamycin-like drugs (known as rapalogs) in most cancers have been less successful (Hidalgo et al., 2006; Wang and Sun, 2009). Particularly good response to rapalogs are seen in proliferative disease that have mutations in directly-targeted mTOR signaling proteins, such as TSC1 and TSC2 (Franz et al., 2006; Herry et al., 2007). Despite this, being able to predict which patients or cancer types would respond has been elusive. The mTOR/PI3K/Akt pathways have significant overlap and feedback circuits, which leads to inconsistent responses in mTOR- or PTEN mutation-driven cancers that, at the outset, seemed to be good candidates for rapamycin treatment (Wander et al., 2011).

Front-line treatments for autoimmune disease include the anti-folates, such as methotrexate, which inhibit dihydrofolate reductase (DHFR). DHFR is required to synthesize thymidine, a key nucleoside for DNA synthesis. Anti-folate drugs act by
inhibiting cell proliferation, which have use in autoimmune treatment and cancer chemotherapy (Neurath et al., 1999). Anti-folates and rapalogs have been in use for over 50 years but have been successful as front line anti-metabolite treatments. Unfortunately, they have significant side effects and are global in effect: anti-proliferative drugs given systemically hit all the cells of the body, including in the gut and brain. Lymphomas and lymphoproliferative diseases are a concern with anti-metabolite treatments such as methotrexate, thought to be related to the global immunosuppression. Resolution of these lymphoproliferative diseases could be related specifically to drug treatment (Mariette et al., 2002). Additionally, anti-metabolite drugs are solely responsible for this increase in cancer, as anti-TNFα biologic etanercept is also associated with increased incidences of lymphoma (Wolfe and Michaud, 2004). Investment in more targeted therapies that spare or promote certain aspects of the immune system could yield significant inroads in preventing additional disease burden during treatment.

A more recent success story of T cell metabolic therapy is the recent use of checkpoint inhibitors against PD-1 and CTLA4 in cancer. Checkpoint proteins such as PD-1 are known to be metabolic inhibitors, as they suppress PI3K and mTORC1 signaling and inhibit T effector responses (Parry et al., 2005; Patsoukis et al., 2015). Immune escape is one of the mechanisms whereby cancer cells continue to proliferate and survive. While there are many potential models for why this occurs, one
predominant mechanism in relapse or refractory tumors is inhibition of innate and adaptive immune cells. Cancer cells can upregulate surface markers of inhibitory receptors such as PD-L1 and CTLA4, which are collectively known as checkpoint inhibitors. These downregulate T cell activation and cytokine production and lead to a so-called exhausted or anergic state. Through biologics such as nivolumab, signaling through PD1 and CTLA4 can be restored, leading to induction of durable CD4 and CD8+ T cell responses in tumors. This is, in effect, a metabolic control of T cell responses which provides enhanced tumor cytotoxicity and remission that are specifically inhibited by tumor cells and the tumor environment.

### 1.6.1 T cell subsets and differential metabolism

During the development and activation of naïve T cells the surrounding environment plays a significant role in differentiating T cells. Naïve T cells can become Th1, Th2, Th17 (collectively known as Teff cells) or induced regulatory T cells (Treg) (MacIver et al., 2013). Teff cells utilize both glycolysis and glutaminolysis and are pro-inflamatory (Shi et al., 2011). Treg, in contrast, rely on oxidative metabolism and are anti-inflammatory, preventing autoimmunity by suppressing Teff cells (Beier et al., 2015). The timing of activation and metabolic requirements is also important: initially, T cells rely on mitochondrial metabolism but switch to the aerobic glycolysis during the strong proliferative response (van der Windt et al., 2012). The environment surrounding
the T cell can also drive T cell differentiation and function: cytokines and growth factors signal through disparate pathways to affect STAT signaling. Th1 and Th2 cells rely almost exclusively on glycolytic metabolism but Th17 cells have a mix of both glycolytic and mitochondrial oxidative metabolism (Michalek et al., 2011). Disruption of glucose uptake via the glucose transporter Glut1 receptor prevents Teff activation and their ability to enact inflammatory response in vivo (Macintyre et al., 2014). This was true despite partial compensation by other glucose transporters such as Glut3. However, regulatory T cells lacking Glut1 were still able to suppress Teff responses, indicating that glucose use is not tied directly to all T cell function.

1.6.2 mTOR/AMPK and nutrient sensing

Upregulation of glucose and amino acid uptake machinery to support T cell proliferation and function is controlled by the mammalian target of rapamycin (mTOR) pathway (Wang et al., 2011). Growth signals via surface receptors and stimulation of the TCR activate PI3K and MAPK pathways downstream to promote mTOR, a serine/threonine kinase, which drives protein synthesis, inhibits autophagy, and increases nutrient uptake (Laplante and Sabatini, 2012). mTOR was named because its activity was modified by the antiproliferative compound rapamycin. mTOR acts to integrate growth signals, nutrient sensing, energy status, and oxygen availability which allows cells to grow (Chi, 2012). These signals are balanced between two similar but
opposing units: the mTOR complex 1 (mTORC1) complex 2 (mTORC2). Among them are several shared proteins - mTOR kinase catalytic unit, along with DEPTOR, mLST8, and Tti1/Tel2 proteins. mTORC1 uniquely contains Raptor and PRAS40, while mTORC2 has the three exclusive associated proteins Rictor, mSin1, and protor (Locasale and Cantley, 2011). Upstream regulation of mTORC activation converges on TSC1 and TSC2, tumor suppressor proteins with kinase activity (Tee et al., 2003). Downstream activation of mTORC1 includes phosphorylation of ribosomal subunit 6 (S6) and eukaryotic initiation factor 4E-binding protein (4-EBP1). These and other proteins coordinate cell cycle advancement, anabolic metabolism, RNA transcription, and glutamine and glucose uptake. mTORC2 downstream signaling promotes cell survival and cytoskeleton dynamics. Signaling within the mTOR axis is complex, with feedback and feedforward mechanisms to allow fine-tuning of anabolic growth (Laplante and Sabatini, 2012). In the past decade, the role of mTOR regulation in T cells has been fruitful. Specific deletion of the mTORC1 GTPase Rheb (preventing mTORC1 activation) permitted Th2 differentiation but inhibited Th1 and Th17, whereas deletion of mTORC2 protein Rictor prevented Th2 differentiation but retained Th1 and Th17 (Delgoffe et al., 2011). Interestingly, genetic deletion of the mTOR catalytic unit prevented Teff generation but promoted regulatory T cells (Delgoffe et al., 2009) yet deletion of Raptor (mTORC1 protein) in vivo lead to disadvantaged Treg suppressor cells in a competitive
environment (Zeng et al., 2013). The balance of mTORC1 and mTORC2 seems to be important in Treg function, as specific deletion of mTORC1 can enhance mTORC2 activity and Treg function (Zeng et al., 2013). Further, the timing of mTORC1 and mTORC2 activation may be extremely important in T cell biology, as temporary inhibition of mTOR with rapamycin promoted Treg proliferation and suppression (Procaccini et al., 2010). While the role of mTOR in subset activation is somewhat convoluted, much research points to mTORC1 as a requirement for Teff cells function and growth.

Because the directive “grow or don’t grow” is such an important question for T cells, energy status is tightly monitored. Availability of energy in the form of amino acids can modify mTOR signaling. mTOR is sensitive to levels of glutamine, leucine, and arginine. Arf1 signals glutamine availability to mTOR (Jewell et al., 2015), Sestrin2 senses leucine (Saxton et al., 2016), while Castor1 senses arginine (Chantranupong et al., 2016). Nutrient levels sensed by mTOR is handled primarily by recently discovered proteins RagA/B and RagC/D. The presence of amino acids allow these lysosomal-associated Rag proteins, along with a scaffold protein, Ragulator, to coordinate translocation of the mTOR complex to the lysosome surface, where Rheb is activated to initiate mTOR signaling (Zoncu et al., 2011). Thus, there is an intimate connection between nutrient availability and metabolic programming. The lysosome and
coordinating proteins like mTOR appear to integrate cell nutrient status and growth signaling.

AMPK, which is sensitive to AMP levels in the cell, acts as a rheostat switch to mTOR regulation. During energy stress, AMPK is phosphorylated and prevents the growth pathways such as mTOR from activating. It does this by phosphorylating the mTOR inhibiting units TSC1/2, which prevent their kinase activity and inhibition of mTORC pathways (Laplante and Sabatini, 2012). AMPK induces cell cycle arrest and induction of autophagy in addition to promoting oxidative phosphorylation and fatty acid beta oxidation (Kim et al., 2011). AMPK activity is specifically required for appropriate T cell function in Th1 and Th17 cells (Blagih et al., 2015). Interestingly, Treg are known to have increased levels of phosphorylated AMPK, a marker of AMPK activation, and inhibition of mTOR with rapamycin induces Foxp3+ Treg in vitro. The AMPK-activating drug metformin also induces Treg generation in vivo (Michalek et al., 2011).

1.6.3 Metabolic demands of T cells

Naïve T cells have very low rates of glucose uptake and rely on oxidative metabolism for survival (MacIver et al., 2013). In response to activation through the TCR, T cells begin to grow and proliferate rapidly. T cells must maintain appropriate levels of biosynthetic molecules for RNA, DNA, protein, and fatty acid synthesis.
Glycolytic machinery is driven by mTORC1 signaling, as discussed above. Teff subsets are known to be highly glycolytic and primarily switch to glycolytic metabolism in the presence of oxygen, called aerobic glycolysis (aka the Warburg Metabolism). Aerobic glycolysis eschews oxidative phosphorylation for production of lactate from glucose. Many proliferative cells, such as T cells and cancer cells, have this peculiar Warburg metabolism in common (Wang et al., 1976). However, the reasons for this upregulation of glycolytic metabolism in the presence of oxygen are somewhat unknown. Several theories persist, including that glucose uptake would tend to push more carbons into the pentose phosphate pathway (PPP), which is necessary for nucleotide synthesis (Jones and Bianchi, 2015). This metabolic program could also be imperative to maintain ATP and redox molecules NAD+ (Nicotinamide Adenine Dinucleotide) and its reduced form NADH in rapidly dividing T cells.

Glycolysis occurs in the cytoplasm, generates 2 ATP per glucose molecule, and 2 molecules of NADH, a reducing coenzyme important in redox reactions. Oxidative phosphorylation of glucose occurs in the mitochondria, generates approximately 24 ATP per glucose molecule, but also generates 8 NADH and 2 FADH$_2$. NADH and FADH$_2$ can then be used in the electron transport chain reactions in complex I and II, respectively, to push hydrogen ions into the mitochondrial space. These hydrogen ions generate a positive electrochemical gradient in the mitochondria to drive generation of ATP via
ATP synthase, or complex V in the electron transport chain. Glycolysis is less efficient per mole of glucose than oxidative phosphorylation, but glycolytic intermediates can be used for anabolic processes such as fueling the Pentose Phosphate Pathway (PPP) and purine synthesis for DNA and reducing equivalents NAD+ and NADH. Redox reactions are important for eliminating harmful reactive oxygen species and for continuation of TCA (Belikov et al., 2015; Locasale and Cantley, 2011). Glucose is first taken into the cell via several different glucose transporters (GLUTs). Glut1 is the primary transporter in Teff cells, though Glut3 and Glut5 have some function as well. Importantly, T cells deficient for the glucose transporter Glut1 failed to proliferate well and could not produce effector cytokines nor induce inflammatory disease (Macintyre et al., 2014). The initial commitment step of glycolysis is performed by the hexokinases (HK). HKII is the predominant isoform that converts glucose to phospho-6-glucose and locking it within the cell. Further downstream, pyruvate dehydrogenase 1 (PDH1) complex forms an important bifurcation point in glycolysis: commitment to push pyruvate oxidation in the mitochondria or convert pyruvate into lactate via lactate dehydrogenase (LDH). Pyruvate dehydrogenase kinase (PDHK1) phosphorylates PDH1, preventing conversion of pyruvate to acetyl-CoA thus promoting pyruvate conversion to lactate. Lactate is then exported out of the cell and regenerates NAD+ (Gerriets et al., 2015). Treg have been shown to use lactate as a fuel source, unlike Teff cells, providing one method in which
the lactate-rich tumor microenvironment can promote T cell exhaustion via inhibition by fueled-up Treg (Angelin et al., 2017).

T cells increase their anabolic metabolism and dampen catabolism strongly during the immune response. However, after clearance of pathogens, TCR stimulation is reduced and Teff enact apoptotic mechanisms. Some small number of T cells that ‘remember’ the antigen response need to remain viable and survive long term to maintain host defense. These memory T cells are estimated to have lifespans of months to years in humans (Umeki et al., 1998). In order to survive after ramping up mTORC1 and effector programming, T cells must downregulate anabolic metabolism and enact oxidative metabolism, driven by AMPK-dependent survival. Just as the AMPK-activating drug metformin could promote Treg cells in vitro, which rely on oxidative phosphorylation (OXPHOS), metformin also increased CD8+ T cell memory formation by controlling fatty acid metabolism and OXPHOS (Pearce et al., 2009). Almost simultaneously, Araki et al. showed that memory CD8+ cells could also be enhanced by addition of the mTOR inhibitor rapamycin (Araki et al., 2009). Memory CD8+ T cells require the cytokine IL-15 for survival. IL-15-induced expression of CPT1α, the primary mitochondrial transporter of long-chain fatty acids (LCFA), promoted memory T cell formation and longevity (van der Windt et al., 2012). The interplay between AMPK and
mTOR, two opposing forces in the metabolic landscape, can regulate T cell effector and memory responses.

### 1.6.4 Glutaminase

The first step of glutamine metabolism is conversion to glutamate. Glutamine is converted to glutamate via the hydrolase enzyme glutaminase (GLS), the first step in glutamine metabolism pathway (Aledo et al., 2000):

\[
\text{L-glutamine} + \text{H}_2\text{O} \rightarrow \text{L-glutamate}^- + \text{NH}_4^+ 
\]

There are two isozymes of glutaminase: GLS1 (GLS; Kidney-type, human chromosome 2, two active splice variants) and GLS2 (Liver-type, human chromosome 12, two splice variants). GLS1 and GLS2 were both named for their high expression in kidney tissue or liver tissue, respectively. Though GLS2 (also known as LGA, GAB) expression is low in T cells, it is induced during activation (Wang et al., 2011). GLS1 (also known as KGA, CAG) requires phosphate for activity, is product inhibited by glutamate, and is generally present in the mitochondria, though localization of GLS is debated (Katt et al., 2017; Yu et al., 2015). Active GLS exists as a large homo-tetramer but is inactive as a homo-dimer, and BPTES, a GLS-specific inhibitor, disrupts the homo-tetramer conformation (Curthoys and Watford, 1995; Thangavelu et al., 2014). Regulation of glutaminase is mixed across many cell types, though transcriptional
regulation of GLS by Myc and c-JUN has been shown (Gao et al., 2009; Lukey et al., 2016) and linked to progression of cancer (Katt et al., 2017; Wise and Thompson, 2010). Inhibition of GLS by compound 968 showed reduced tumor transformation (Wang et al., 2010).

1.6.5 Glutamine metabolism

Many proliferative cells, including cancers, require glutamine for protein synthesis and elimination of reactive oxygen species. The role of glutamine in cancer cells has been well studied. Glutaminolysis supports both anaplerotic and catabolic metabolism but is upregulated during proliferation in T cells. Glutaminolysis is generally upregulated in cancers and drives TCA cycle intermediates, however, dependency on glutamine varies among cancer subtypes (Yang et al., 2017). Glutamine is not an essential amino acid, but rapidly proliferating cells can become dependent on glutamine uptake to maintain a sufficient glutamine pool (Wang et al., 2011). Glutamate is converted to α-KG via glutamate dehydrogenase (GLUD1) by removal of NH₄⁺. Ammonia ions are toxic, and so cells remove excess NH₄⁺ via the urea cycle (Yang et al., 2017). Metabolically, glutamate feeds into the Tricarboxylic Acid (TCA) cycle via glutamate dehydrogenase, which converts glutamate to α-ketoglutarate. Conversion of glutamate to alpha-ketoglutarate via GLUD1 also produces the redox coenzyme NADPH from NADP+. These redox molecules resolve oxidative stress resulting from
electron transport chain metabolism (Belikov et al., 2015) and are used as cofactors for enzymatic activity and fatty acid beta-oxidation.

Glutamate can also be converted to $\alpha$-KG via Glutamine Oxaloacetate Transferase (GOT), which uses oxaloacetate to produce $\alpha$-KG and aspartate. This is a primary driver of the malate/aspartate shuttle in mitochondria (Birsoy et al., 2015).

Another enzyme that converts glutamate to $\alpha$-KG, alanine aminotransferase (GPT1 / GPT2, or ALAT1), uses pyruvate as substrate to form alanine and $\alpha$-KG. Additionally, the NH$_4^+$ (ammonia) removed from glutamine and glutamate are shuttled into the urea cycle to be disposed of (Kovacevic and McGivan, 1983). While glutaminolysis is important for proliferating cells, cancer cells are known to be both sensitive (van Geldermalsen et al., 2015) or insensitive (Cheng et al., 2011) to glutaminolysis inhibition, showing that not all proliferative cells require glutaminolysis. There are several mechanisms in which cancers could be insensitive to glutaminolysis inhibition. First, Pyruvate Carboxylase (PC) can directly convert pyruvate into oxaloacetate and consuming ATP and bicarbonate. PC allows for replenishment of oxaloacetate and promotion of the electron transport for anaplerotic reactions. Further, because glutamate can be formed by multiple different transaminases including GPT and GOT, levels of glutamate and $\alpha$-KG could be restored by upregulating amino acids such as alanine and aspartate, respectively. In one setting, upregulation of aspartate transporters and
aspartate conversion to glutamate provided a significant source of glutamate during glutamine starvation, promoting survival in a p53-dependent process (Tajan et al., 2018).

The complex interactions of metabolic fuels and enzymes in a context- and cell-dependent way opens new avenues for exploration.

Glutamine transporters and downstream glutaminolysis proteins are upregulated during T cell activation in an mTOR-dependent process, similar to glycolytic machinery (Wang et al., 2011). Teff cells activated in glutamine depleted media cannot activate properly, indicating that glutamine uptake is important in T cell function. However, the product of this reaction, glutamate, does not rectify glutamine depletion (Carr et al., 2010). This may be because glutamine is a nitrogen donor in some reactions and another requirement of T cell activation is import of cysteine via the xCT transporter, which is dependent on anti-port transport of glutamate outside of the cell (Siska et al., 2016). Thus, T cells may be unable to import glutamate to maintain glutamate or glutamine pools at suitable levels. T cells required the glutamine transporter ASCT2 (SLC1A5) for appropriate Th1 and Th17 effector function, but was unnecessary for proliferation, counter to expected results from glutamine deprivation experiments (Nakaya et al., 2014). This may imply that ASCT2 is not the only transporter for glutamine uptake. Additionally, CD8+ T cells dosed with an SLC1A5-specific inhibitor, V-9302, showed slightly increased viability and activation markers seven days
after activation. This selective glutamine transport inhibitor also showed in vivo efficacy in reducing cancer growth in hepatocellular carcinoma HCC-1806 xenografts (Schulte et al., 2018). Finally, inhibition of Glutamate Oxaloacetate Transaminase 1 (GOT1) promoted Treg while inhibiting differentiation of Th17 cells (Xu et al., 2017). Thus, modification of different steps of the glutaminolysis pathway can have a variety of biology activity in T cell function in addition to the role of glutaminolysis in various cancers.

Figure 2: Glutaminolysis pathways important in T effector cell function.

1.6.6 Reactive Oxygen Species

Mitochondria are the powerhouse of the cell and a major site of metabolism and signaling integration. Reactive oxygen species (ROS) are generated primarily as a result of oxidative phosphorylation in the mitochondria but can also be formed by the NOX NADPH oxidases) family of transmembrane proteins in the cytosol (Bedard and Krause, 2007; Murphy, 2009). ROS are small oxygen-bound molecules that readily oxidize cellular components. NOX proteins have pleiotropic functions in cells, but primarily transport electrons across membranes and generate significant amounts of superoxides (O$_2^-$). Superoxides (O$_2^•$) and other ROS (hydroxyl •OH, alkoxyl RO$_2^•$) are dangerous to nucleic acids, proteins, and lipids, as they can irreversibly destroy or modify their function. These ROS are quickly converted to less hazardous species such as hydrogen peroxide (H$_2$O$_2$), which can freely disperse throughout the cell. Innate immune defense actually relies on generation of ROS species, though the mechanisms are still unclear. Deletion of NOX2 protein on the human X chromosome results in chronic granulomatous disease patients who have severe, uncontrolled infections (Bedard and Krause, 2007). Actively proliferating cells rely on several mechanisms to attenuate toxic ROS levels.

Glutathione (GSH) is one of the most abundant regulators of cellular ROS. GSH is derived from ligation reactions of glutamate, cysteine, and glycine by glutamate
cysteine ligase (Gclc) and glutathione synthetase (GS). Levels of GSH are dependent on availability of these amino acids and modulate T cell biology. GSH can also be regenerated in a recycling pathway primarily driven by glutathione-disulfide reductase (GSR). Oxidized glutathione can directly reduce ROS but it also rejuvenates other ROS detoxification species. In T cells, control of ROS is imperative for appropriate activation and function (Sena et al., 2013). Oxidative stress from ROS can include DNA damage, programmed cell death, lipid peroxidation, and protein damage (Espinosa-Diez et al., 2015). Because mitochondrial ROS are primarily produced by complex I and III of the electron transport chain, mitochondria generate ROS levels to a high degree and require ROS detoxification programs. Superoxide dismutases (SODs) catalyze the detoxification of superoxides in the mitochondria into H$_2$O$_2$.

T cells specifically are sensitive to a reducing environment, can be influenced by extracellular ROS, and addition of a GSH mimetic, N-acetylcysteine, can prevent T cell activation (Cemerski et al., 2002). Homeostatic mechanisms likely drive sensitivity to ROS, as both too much and too little ROS can be deleterious to cell survival (Rashida Gnanaprakasam et al., 2018). Glutamine availability and de novo GSH synthesis was required for Th17 differentiation as knockout of glutamate-cysteine ligase (the first step in de novo synthesis of glutathione) prevented Th17 function and was protective against
induction of a mouse model of multiple sclerosis (Lian et al., 2018; Mak et al., 2017). Changes in ROS signaling could have profound impacts on T cell function.

While ROS are generally considered deleterious in high levels (termed oxidative stress), ROS are also important signaling molecules within the cell and are used by some cells of the immune system, such as phagocytes, to enact immune defense, as discussed above (Bedard and Krause, 2007). The best-studied signaling effects of reactive oxygen species are the protein tyrosine phosphatases (PTP), which regulate phosphorylation states of many different signaling proteins. Cysteine moieties on are very susceptible to oxidization by ROS, and catalytic sites in PTPs contain these oxidization-sensitive cysteines, affecting signal transduction globally. Additionally, ROS can enhance kinase activation, calcium influx and efflux, and modulate cellular apoptosis. Indeed, the activity and signaling of PKC, NFkB, and MYC is altered in T cells by ROS levels, where ablation of GSH synthesis increased ROS generation and prevented T cell activation (Rashida Gnanaprakasam et al., 2018). Apoptotic proteins such as Bcl-2 and FasL and expression of cleaved caspases are also induced by excessive ROS levels in T cells, indicating an important role of ROS in survival and T cell function (Hildeman et al., 1999). GLS inhibition by the small molecule inhibitors BPTES or CB839 enhance ROS in cancer cells and induced tumor cell death (Abu Aboud et al., 2017; Elgogary et al., 2016).
Therefore, it will be important to identify mechanisms of ROS signaling and function in GLS inhibited T cells.

1.7 Epigenetic modifications in T cells

Cell metabolic state and substrate availability can significantly alter the epigenetic landscape (Reid et al., 2017). Regulation of methylation and acetylation of histones inhibit or enhance transcription of biologically relevant genes, which are durable and heritable (Kohli and Zhang, 2013). Genetic regulation is imperative for survival, so it is no surprise that a suite of enzymes are responsible for methylation, demethylation, acetylation, and deacetylation of DNA to control these modifications. Histone acetyltransferases (HATs) and de-acetylases (HDACs) rely on acetyl-CoA and nicotinamide dinucleotide (NAD+) levels for activation. While mechanistic outcomes are diverse, HDAC inhibitors are FDA approved and are currently being explored for cancer treatments alone and in combination with standard of care chemotherapies (Li and Seto, 2016; Ropero and Esteller, 2007).

Another layer of DNA modification is handled by methyltransferases and demethylases. EZH2 is a methyltransferase which relies on s-adenosylmethionine (SAM), a member of one-carbon metabolism, for methyl substrate, add methyl marks, whereas demethylases, such as KDM6B (aka JMJD3, a member of the jumonji-demethylases/oxygenases) remove methyl marks from histones and requires α-KG for
co-substrate (Wang et al., 2013). KDM6 family members are inhibited by succinate, one of the products of the reaction (Rose et al., 2011). Thus, key epigenetic regulators are sensitive to metabolic perturbations and metabolite levels.

The polycomb repressor complex (PRC2) contains EZH2 and has been shown to trimethylate H3K27, leading to silenced DNA regions (Jiao and Liu, 2015). H3K4 trimethylation functionally opposes the H3K27 trimethylation mark by promoting gene transcription, and is present primarily at transcription start sites (Eissenberg and Shilatifard, 2010). Inhibition of KDM6B reduced epithelial-mesenchymal transition in mammary cells, a crucial event in the development of metastases (Ramadoss et al., 2012). Recently it was reported that methyl modifications to the KDM6 family genes in non-small cell lung cancer and squamous cell carcinomas yielded associations to patient survival. Additionally, KDM6B inhibition by small-molecule GSKJ1 reduced inflammatory responses in macrophages exposed to lipopolysaccharide (Kruidenier et al., 2012). In T cells, 2-hydroxyglutarate-derived methylation of the Foxp3 locus promoted Th17 even in Treg skewing conditions by decreasing transcription of Foxp3 (Xu et al., 2017). While the interplay of differing methyl marks, acetylation marks, and gene expression is complicated, analyzing epigenetic modifications at specific gene loci could uncover new targets for small molecule intervention. Methyltransferases and
demethylases as a potential target for therapeutics both in cancer and inflammation (Wei et al., 2018).

Availability of substrate and co-factors involved in these DNA and protein-modifying enzymes can exquisitely fine-tune gene transcription. Moreover, while kinases and other signaling molecules do rely on metabolic intermediates, epigenetic enzymes are much more sensitive to levels of relevant metabolites (Reid et al., 2017). Small metabolic perturbations could thus impact specific and sensitive proliferating cells such as T cells in context-dependent ways. While the field of epigenetic regulation is enormous, this dissertation will focus on the jumonji-members because they are sensitive to the availability of metabolically relevant substrates such as s-adenosylmethionine, α-KG, and succinate, key metabolites of glutaminolysis and the TCA.

1.8 In vivo models of T cell function

Mouse models of inflammation and cancer have been used extensively in research in lieu of human testing. The significance of rodent models compared to human responses is mixed (Webb, 2014), however they represent a consistent, available source of in vivo evidence for mammalian biology. Inflammatory models induced by adoptive transfer of CD4 and CD8 cells or immune insult drive pre-clinical development of new
inflammatory drugs, and tumor-bearing mice offer avenues for testing anti-cancer drugs. Whether the role of GLS in T cells \textit{in vitro} have \textit{in vivo} consequences will ultimately decide the biological validity of GLS inhibition as a potential method for pre-clinical application and treatment of inflammatory or cancer disease.

Th17 inflammation is especially controlled in the gut. In mice, Th17 cells are implicated in development of colitis and inflammatory bowel disease and lupus (Y et al., 2012). IL-17 knockout mice are protected from colitis (O’Connor et al., 2009) and addition of functional regulatory T cells attenuates colitis, indicating that Th17 cells drive inflammatory responses. In humans, both Th1 and Th17 cells are linked to different gut inflammatory settings, Crohn’s disease and ulcerative colitis, respectively. The relative contribution of IFN$\gamma$ from Th1 and IL-17 from Th17 is debated, as Th17 cells have also been shown to produce IFN$\gamma$, however it is clear that pro-inflammatory signaling from helper T cells plays a significant role (Galvez, 2014; Lee et al., 2009).

Several mouse models of colitis induction are tractable: dextran sulfate sodium (DSS) model requires addition of DSS to drinking water to induce gut damage. However, DSS does not require the adaptive immune system for development of inflammatory responses (Chassaing et al., 2014). A more useful approach to colitis \textit{in vivo} is the piroxicam model of colitis. Piroxicam is a non-steroidal anti-inflammatory drug that can be mixed into food to induce gut damage in mice to allow subsequent inflammation
caused by immune recognition of microbiome constituents. Mechanistically, the regulation of inflammatory responses in the gut by NSAIDs is unknown, however, inhibition of cyclooxygenase enzymes by piroxicam leads to changes in prostaglandins, which have immunomodulatory effects (Berg et al., 2002).

A major consequence of organ transplant is dysregulation of inflammatory effector cells leading to graft versus host disease (GvHD). Graft survival and overall success rate in humans in abysmal and requires strong immunosuppressive medication, especially in lung transplants. One of the main consequences of lung transplant is bronchiolitis obliterans (BO). BO is a significant lesion of lung airway epithelium promoted by CD8 and CD4+ T cells. This accounts for almost 30% of all deaths in lung grafts after three years and does not respond to enhanced immunosuppression (Estenne and Hertz, 2002). A mouse model of BO (and GvHD) was developed by Blazar et al, in which lethally irradiated mice received donor bone marrow and CD4/CD8+ T cells. Mice receiving bone marrow alone do not develop BO-like lesions. Induction of lung injury like BO is reliant on IL-6, TGFβ, IL-17, TNFα, and IFNγ (MacDonald et al., 2017) and like many other inflammatory diseases is a balance of effector cell and regulatory cell responses.

So far, the mouse models discussed focus on reducing T cell inflammatory responses. However, in cancer, promoting T cell activation and cytotoxicity would
beneficial to improve responses. Chimeric Antigen Receptor T (CAR T) cells have emerged recently as transformative in treating human B cell leukemia (Davila et al., 2013). In this model, T cells are removed from mice and transduced retrovirally to express a combination construct of a CD19 specific TCR (to target B cells) plus co-activation molecules CD3 and CD28z. This promotes T cell proliferation and cytotoxicity against CD19+ leukemic B cells. In 2017, the Federal Drug Association (FDA) approved CAR T cell therapy in humans. CAR T cell therapy is attractive because autologous transplant of the patient’s own T cells has far fewer autoinflammatory problems than allogeneic transplant. Metabolic modification was effective in promoting T cell responses via inhibition of Akt, a key mTOR regulator. Inhibition performed ex vivo before transfer to recipient mice led to robust increases in effector T cell-mediated killing of leukemic B cells compared to controls (Urak et al., 2017). Control of leukemic B cells is dependent on CAR T cell cytotoxicity and survival. Problems arise in cure rates when leukemias either lose the CD19+ antigen (Ruella et al., 2018) or survive the initial killing phase of CAR T transfer. Because CAR T cells die off quickly after transfer, improving the fitness and survival of CAR T cells through metabolic modification could boost T cell performance in CAR T cell cancer models.

Despite the plethora of mouse models available for pre-clinical analysis of inflammatory and cancer disease, there are potential liabilities. In some inflammatory
model settings, mouse inflammatory responses and humans simply aren’t recapitulated well. Asthma, for instance, is not a naturally occurring disease in any animal tested as yet (Webb, 2014). Sepsis treatments have also had significant setbacks from the perspective of pre-clinical mouse models, as mouse and human responses were found to be similar in response to certain immune insults, but were dependent mouse strain, microbiota of the gut, and timing of readouts (Webb, 2014; Wiersinga, 2011).

Beyond the somewhat poor recapitulation of disease initiation, many animal models deliberately chosen for the speed at which disease progresses. For example, in inflammatory bowel disease (IBD) and colitis, induction usually takes place over just a few weeks or months and treatment, even shorter. In humans, colitis can be present for years and treatment can go for a lifetime. Mouse models of Unfortunately, these types of problems are inherent in any animal model, as expediency and cost-savings are imperative in pre-clinical exploration.

**1.9 Questions to be addressed**

Metabolic reprogramming from a quiescent, naïve status to actively proliferating and functional T effector cells has been well described (Macintyre et al., 2014; Wang et al., 2011). However, despite elucidating metabolic differences between Treg and Teff (Th1, Th2, Th17) cells, little is known about how metabolic reprogramming differs between the effector subsets. All are driven by different cytokine and growth signals,
despite having common activation through kinases and the TCR. Glucose use in Teff and Treg has been explored (Macintyre et al., 2014), though other major sources of biosynthesis, such as amino acids and fatty acids, are currently being researched (Carr et al., 2010; Tajan et al., 2018; Xu et al., 2017).

Much work has been performed in cancer and cancer cell lines, yielding new insights into glutaminolysis in highly proliferative cells. For example, a significant portion of glutaminolysis carbons enter the TCA cycle via alpha-ketoglutarate. During mitochondrial stress, or in an environment of mitochondrial disfunction, α-KG is used via reductive carboxylation to generate citrate (Mullen et al., 2014). Citrate is then exported to the cytosol and used for biosynthesis of lipids. The glutamine pathway is strongly upregulated during T effector cell activation, yet we know little about how this pathway modulates T cell responses. Deletion of the primary glutamine transporter, ASCT2, prevented Teff function but didn’t affect proliferation (Nakaya et al., 2014). Glutamine withdrawal, meanwhile, promoted Treg development (Klysz et al., 2015).

Glutamine has many uses in a cell, including incorporation into protein and co-transport of other required amino acids. These previous studies targeted glutamine availability for T cell function, which could have a variety of effects on T cells, including preventing activation of the glutamine-sensitive mTORC1 pathway. We endeavored in this work to explore the first step in glutamine catabolism: conversion to glutamate by the enzyme
GLS. In this way, glutamine levels are maintained (or increased) while availability of glutamate is potentially reduced. We use both genetic and pharmacological approaches to affect GLS activity, which together allow us to eliminate off-target pharmacological effects.

Targeted approaches to affect one subset of T cells while sparing, or even promoting, other subsets could be clinically useful. Standard of care for autoimmune disorders results in strong immunosuppression across all immune cell types. For improved patient outcomes, a targeted approach could allow the immune system to continue operating normally while suppressing unwanted inflammatory responses. We approach the inflammatory setting in several Th1 and Th17-mediated viral and inflammatory murine models. Specifically, response to vaccinia (Th1) and models of graft versus host disease and colitis (Th17).

GLS inhibition could be successful in cancer treatments as well, because maintaining CD4 and CD8+ effector responses while dampening Treg function could promote cancer killing. Tumor infiltrating lymphocytes (TILs) have been shown to upregulate PD-1, an inhibitory marker of T cell function. Restoring T cell function or boosting T cell responses can improve cancer therapies (Norde et al., 2011). To get at this, we use genetic and pharmacological approaches to generate GLS-deficient effector
T cells in the Chimeric Antigen Receptor (CAR) T cell murine model, which models the human CAR patients with B cell leukemias.

Taken together, the work presented here aims at modifying T cell responses at the level of glutaminase, which may yield a new target for both cancer therapy and autoimmune disease.
2. Materials and Methods

2.1 Mice

Mice were obtained from the Jackson laboratory or described previously. GLS1fl/fl animals were obtained as Glstm1a(KOMP)Mbp embryonic stem cells (Project ID: CSD29307) from the KOMP that were blastocyst microinjected to generate mice (Duke University Transgenic and Knockout Shared Resource) and crossed to FLP transgenic animals. Progeny were then crossed with CD4-CRE transgenic mice to develop the GLS1fl/fl CD4-CRE (GLS KO). In all cases comparing wild type to GLS KO, healthy, sex-matched and age-matched littermates were used (male and female, 8 to 14 weeks of age unless otherwise stated). No sex differences in phenotype were noted in WT and GLS KO CD4 T cells. Animals were genotyped for floxed alleles and CRE allele. Male C57BL/6J mice aged 8-16 weeks were used for in vitro CB839 experiments (RRID: IMSR_JAX:000664). Mice were not involved in previous procedures or tests before use and co-housed under the same husbandry conditions. All mouse procedures were performed under IACUC-approved protocols from Duke University, Vanderbilt University (2W tetramer, IBD, homeostatic proliferation, and asthma models), the National Cancer Institute (Vaccinia model), the Moffitt Cancer Center and Research Institute (CAR T cell in vivo model), and the University of Minnesota (Graft vs. Host Disease model).
2.2 T cell in vitro activation and skew experiments

T cell in vitro experiments were carried out using primary mouse T cell cultures from male and female mice at 37° C with 5% CO2 in RPMI media (CAT#10-40-CV) supplemented with HEPES, β-mercaptoethanol, Pen/Strep, and glutamine, unless otherwise stated. Generation of viral particles was performed in PLAT-E retroviral packing cell lines (Cell Biolabs). T cell killing assays were performed on CD19 expressing Emu cell lines (Generous gift from Dr. Davila Lab).

CB839 was dosed at 1 μM (activation) or 500 nM (differentiation), GSKJ4 (Cat#:S7070) at 1 μM, dimethyl-2-oxoglutarate (DMaKG) (Cat#: 349631) at 1.5 mM and/or rapamycin (Cat#: 553210) at 5 nM. Briefly, CD4+ T cells were isolated (Cat#130-104-454) from wild type animals (WT) and GLS1fl/fl CD4-CRE+ mice (GLS KO) and activated over various time points via 5 ug/mL anti-CD3/anti-CD28 antibodies plate bound (CD3: Cat # 16-0031-85, CD28: Cat # 16-0281-85). Non-stimulated CD4 samples were maintained using 10 ng/mL IL-7 (Cat#: 217-17). For skewing experiments, naïve CD4 T cells from WT or KO animals were plated with αCD3 (2.5 ug/mL) and subset-specific cytokines and antibodies (Th1: IL-12p70 (10 ng/mL), αIFNy (1 uL/mL), αIL4 (10 uL/mL); Th17: IL6 (40 ng/mL), αIFNy (10 uL/mL), TGFβ (1 ng/mL), Treg: TGFβ (2 ng/mL) and stimulated with feeder layer of irradiated splenocytes. Th0 experiments were run in skewing condition (+αCD3 antibody 2.5 ug/mL) without additional
cytokines. After 3 days, cells were split with fresh media and stimulated with or without 10 ng/mL IL-2 (Cat#: 14-8021-64) for a further 2 days. For intracellular cytokine stains, cells were re-stimulated using PMA/ionomycin in the presence of GolgiPlug (Cat#: 555029) for 4 hours, then fixed and stained for intracellular subset-specific cytokines using fix/perm kit (Cat#: 554714). For all other intracellular or intranuclear stains such as transcription factor, pS6, C-MYC, H3K4me3, H3K27me3, and total H3 protein, cells were removed from media, stained for surface markers (See Key Resources antibodies table), fixed, then stained for intracellular proteins using fix/perm kit (Cat# 00-5223-56, 00-5123-43). Cell proliferation was assessed by staining naïve CD4+ cells with Cell Trace Violet proliferative dye at 5 μM (Cat#: c34557).

### 2.3 Homeostatic Proliferation

Homeostatic proliferation was measured as previously described (Jacobs et al., 2010). Briefly, naïve CD4+ and CD8+ T cells were isolated from GLSfl/flCD4-Cre and wild-type Thy1.1+ mice. Cells were mixed in a 1:1 ratio and stained with proliferative dye CellTrace Violet (Cat#: c34557). Cells were transplanted by i.v. injection into recipient RAG knockout mice 8 weeks of age. Five days after injection, spleen and mesenteric lymph node were collected, homogenized, and stained with antibodies against CD4, CD8, and Thy1.1 for flow cytometry analysis.
2.4 ATAC-Sequencing Experiments

Crude nuclei pellets for ATAC-seq were isolated according to Buenrostro et al. (Buenrostro et al., 2013) with modifications. Briefly, naïve CD4 T cells were skewed to Th1 and Th17 subsets in vitro with vehicle or in the presence of 0.5 µM CB839. At Day 5, T cells were re-isolated for CD4+ cells using CD4+ negative selection kit (Cat#: 130-104-454). 1x10^5 cells were removed for nuclei extraction for 30 minutes in ATAC-Seq lysing buffer. Cells were exposed to Tn5+adaptor proteins from Nextera DNA for 30 min at 37°C and immediately placed on ice. Transposed eluate was amplified via PCR using Nextera DNA preparation kit (Cat #: FC-121-1030), NEBNext High-fidelity 2x PCR mix (Cat#: M0541) and multiplexed (Cat#: FC-121-1011). Samples were purified using Zymo DNA cleanup kit (Cat#: D4011). Initial verification of library generation was performed by ethidium bromide agarose gel, looking for repeating bands of DNA. QC of samples was run on bioanalyzer before being sent for sequencing.

ATAC-seq libraries were sequenced on a Hiseq 4000 paired-end sequencing (100 bp read length). All reads for each library were aligned to UCSC mm9 genome assembly with bowtie2 [18] using pair-end settings (--local, -X 2000, --no-mixed, --no-discordant). Greater than 50 million reads were obtained for each library and reads mapping to mitochondrial DNA were excluded from the analysis together with low quality reads (MAPQ < 10). Peaks were called for each sample using HOMER (Heinz et al., 2010) with
parameters -style factor -fdr 0.01 -F 0 -L 0 -C 0”, and differential peaks were identified using the HOMER-style factor module comparing different cell types. Peak annotation was performed using HOMER. Overlapping open chromatin regions with in replicate cell types, and between cell types and other genomic features (within 1 bp) were identified using HOMER.

2.5 RNA Sequencing Experiments

Naive CD4+ T cells from C57BL/6J mice were skewed to Th1 and Th17 subsets with or without CB839 over 5 days and total RNA extracted for RNAseq (Cat#: 74104). RNA was sent to VANderbilt Technologies for Advanced GEnomics (VANTAGE) core at Vanderbilt University. Libraries were prepared using 50ng of total RNA using the NEBNext Ultra RNA Library Kit for Illumina (Cat# E7530) and sequenced on HiSeq3000 at 75bp paired-end. Each sample was analyzed in triplicate. Sequencing reads were aligned against the Mouse GENCODE genome, Version M14 (January 2017 freeze, GRCm38, Ensembl 89) using the Spliced Transcripts Alignment to a Reference (STAR) software (Mudge and Harrow, 2015). Reads were preprocessed and index using SAMtools (Li et al., 2009). Mapped reads were assigned to gene features and quantified using featureCounts (Liao et al., 2014). Normalization and differential expression was performed using DESeq2 (Love et al., 2014). Skewed lymphocytes with and without CB839 were compared in both Th1 and Th17 groups. The top most significantly
differentially expressed genes (FDR<0.01 and Log2 difference greater than 0.5 in magnitude) were considered for subsequent functional enrichment using Geneset Enrichment Analysis. The top 200 most differentially expressed genes were used for unsupervised hierarchical cluster analysis and visualized using heatmap representations.

2.6 PCR

Pan T cells (CD4+ and CD8+) were isolated and purified using Miltenyi isolation kit (Cat#: 130-095-130). Genomic DNA was generated using Kapa express Extract kit (Cat#: KR0370) in 50 uL total volume. Primers targeted over exon 10 and exon 11 were generated for wild type band with a melting temperature of 54°C:

Forward: ACGAGAAAGTGGAGATCG

Reverse: GCCTTCTGGAAAACA

10 uL PCR product was then run on a 1% agarose gel with ethidium bromide and visualized by GelDoc XR (Cat#: 1708195).

2.7 Glucose Uptake

Glucose uptake assays were performed as previously described (Macintyre et al., 2014). Naïve CD4+ T cells were differentiated into Th1 and Th17 cells, in triplicate, in the presence or absence of CB839 over five days and spun down after reisolation using CD4 kit as previously described. At day 3 and 5, cells were removed, washed twice in PBS,
counted, then rested in 1 mL Kreb’s Ringers HEPES (KRH) for at least 10 minutes. Cells were spun and resuspended to 5x10⁵ cells/50 µL KRH for glucose uptake assay. Briefly, 3H-2-deoxyglucose was suspended in KRH bubble layered in oil, and cells were added to this bubble. Cells were incubated for 10 minutes at 37°C. Immediately after incubation, reaction was quenched with 200 µM phloretin (Calbiochem, Cat#: 524488). Cells were spun, washed, and then resuspended in scintillation fluid for counting on Beckman-Coulter scintillation counter (3H, 1 min/sample read).

### 2.8 Extracellular Flux Analyses (Seahorse)

Experiments were carried out on Agilent Seahorse XF96 bioanalyzer (Agilent).

Briefly, wild type CD4+ cells were isolated as previous and activated for 3 days on αCD3/CD28 coated plates as previously described, or skewed to Th1 and Th17 subsets as described above. T cells were isolated and spun onto XF96 Cell-Tak (BD Bioscience, Cat#: 354240) coated plates and rested in Seahorse XF RPMI 1640 media supplemented with glutamine, sodium pyruvate, and glucose. For immediate metabolic response, 1 µM CB839 and 5 µM UK5099 (Cat#: PZ0160-5MG) were injected separately or in combination, and OCR and ECAR measured. For activation response, 1 µM CB839 was injected into IL-7 maintained naïve CD4+ T cells in seahorse medium and allowed to incubate for 20 minutes, followed by soluble αCD3/CD28 injection.
2.9 Mass Spectrometry

13C Tracing. To measure 13C-Glucose tracing in T cell activation, CD4 cells were stimulated on 5 µg/mL anti-CD3/CD28 for 3 days. At day 3, cells were pooled, washed 3x in PBS, and re-stimulated in presence of 1 µM CB839 or Vehicle (DMSO) and 11 mM 13C glucose (Cambridge Isotope Labs, Cat#: CLM-1396-1). Cells were incubated for 24 hours at 37°C, then scraped and combined in triplicate. Cells were rinsed with 0.9% saline and metabolites were extracted in methanol. Metabolites measured by LC-High-Resolution Mass Spectrometer (LC-HRMS) using a Q-Exactive machine as previously described (Liberti et al., 2017). The time-dependent glucose labeling pattern was modeled as with the following equation:

\[
\frac{[X^\prime]}{X^T} = 1 - e^{-\frac{f_x}{X^T}}
\]

In which \([X^\prime]\) is the concentration of labeled glucose, \(X^T\) is the total concentration (both labeled and unlabeled) of glucose, \(f_x\) is the glucose production flux. This model was fit to glucose MIDs using the fit() function in MATLAB to determine relative glucose production fluxes. Relative glucose pool sizes were estimated from MS signal intensities.

Differentiation. CD4 cells were isolated as previously described and differentiated in subset-specific medium in the presence of vehicle or CB839 (in
triplicate) for 3 days, split at day 3 with new media and IL-2, then allowed to incubate a further 2 days. At day 5, wells were combined, cells washed 1x in MACS buffer and re-isolated for CD4 via AutoMACS Pro automated magnetic separator (Miltenyi, Cat#: 130-092-545). Metabolites from Th1 and Th17 cells were extracted and analyzed by LC-High-Resolution Mass Spectrometer (LC-HRMS) using a Q-Exactive as described previously (Gerriets et al., 2015). Data were range scaled and analyzed using Metaboanalyst 3.5(Xia and Wishart, 2002) (http://www.metaboanalyst.ca/faces/home.xhtml) to generate heat maps and for principle component analyses.

2.10 Nuclear Magnetic Resonance (NMR) metabolite analysis

For cellular metabolite analysis, water-soluble and lipid metabolites were extracted using a dual phase extraction protocol (Tyagi et al., 1996). Cells were grown in 24-well culture plates, scraped into a centrifuge tube, centrifuged at 4C and the culture medium was removed for NMR analysis. The cells were washed with sterile ice-cold saline, which was removed by centrifugation and the cell samples flash-frozen in dry-ice/MeOH bath. The samples were stored in -80C.

For metabolite extraction, frozen cell pellets were placed on dry ice and immediately resuspended in 1 ml of ice-cold methanol. The cell suspension was vortexed vigorously for 30 s and 1 ml of ice-cold chloroform was added. The vortexing was repeated and 1 ml of ice-cold de-ionised water was added before repeating the
vortexing again. The cell suspension was then centrifuged at 2200 g for 1 h at 4 °C to separate the phases. Chelex 100 (Sigma-Aldrich, USA) was added to the top methanol-water phase (containing water-soluble metabolites) to remove metal ions. After the Chelex 100 was removed by centrifugation at 1000 g 4°C 5 min, the water-soluble extracts were evaporated at 4°C on vacuum evaporator. The dried samples were reconstituted in 167 μl D2O and 13 μl of 0.75% sodium 3-trimethylsilyl-2,2,3,3-tetradeuteropropionate (TSP) in D2O (Sigma-Aldrich) for chemical shift calibration and quantification. 170 μl of the sample was placed in a 3 mm NMR tube and the pH adjusted to pH 7 using 0.6% perchloric acid.

Media from cultured cells following various treatments was also collected. 50μl D2O and 50 μl of 0.75% TSP was added to 500 μl media in 5 mm NMR tube.

Deuterated solvents were used to minimise the solvent signal in the proton NMR spectra since the resonance frequency ranges for a proton and a deuteron differ due to the different spin properties of these two nuclei. Additionally, the spectrometer used utilises deuteron frequency monitoring to compensate for any temporal drifts in the magnetic field strength by keeping the deuteron resonant frequency in D2O constant.

All spectra were acquired on a 600 MHz spectrometer equipped with a 5mm Z-gradient TCI cryo-probe and 14.1 Tesla Bruker Magnet (Bruker, Germany) at 298 K. The spectra were acquired with 7,500 Hz spectral width, 32,768 time domain points and
relaxation delay of 2.7 s. The water resonance from media and soluble cell extract samples was suppressed by a gated irradiation centered on the water frequency. 32 and 256 scans were performed on medium, and water-soluble cells extracts, respectively. The spectra were phased and manually baseline corrected using Bruker TopSpin-3.1 software package. Media and soluble cell extracts were referenced to TSP. Spectral assignments were based on literature values (Sitter et al. 2002).

For 1H-MRS of soluble cell extracts and media samples, metabolite amounts in the sample were calculated by adjusting the peak integrals, corresponding to individual metabolite resonances, to the peak integrals of TSP, corrected for the number of protons. Metabolite levels were standardized to cell number.

2.11 Immunoblotting

Immunoblots were performed as previously described (Jacobs et al., 2008) with the following modifications. Cells lysed with RIPA buffer and Halt protease/phosphatase cocktail inhibitors (Life Tech, Cat#: 78443). Protein was quantified by Pierce BCA kit II (Cat#: 23227). Actin blots were visualized by near infrared fluorescence via Licorr Odyssey imager. GLS blots were visualized by chemiluminescence using anti-rabbit conjugated horseradish peroxidase. The antibodies used for westerns were: GLS (Cat#: GTX81012, 1:1000), β-Actin (Cat#: 8226, 1:10,000).
2.12 Viral Infection with PIK3IP1

Naïve CD4+ T cells were isolated from wild type C57BL6 mice. T cells were stimulated in Th1 and Th17 skewing conditions plus vehicle of CB839 as previously described. These were incubated for 16 hours with a feeder layer of irradiated splenocytes. Plasmid constructs MSCV-PIK3IP-IRES-Thy1.1 ("PIK3IP1") and control vector MSCV-IRES-Thy1.1 ("Control") were used to transfect Plat-E cells. T cells were then infected with cell supernatant containing retrovirus and polybrene and rested for 48 hours. Cells were split at Day 3 in new media containing IL-2 (10 ng/mL) and then incubated for 48 hours before removing for intracellular cytokine and transcription factor staining by flow cytometry as described above.

2.13 CRISPR/CAS9 PIK3IP1

Naïve CD4+ T cells were isolated from Cas9 transgenic mice (RRID:IMSR_JAX:024858)) aged 10-12 weeks old. T cells were plated on an αCD3/CD28 coated 24-well plate and one day after activation, cells were transduced with viral supernatant prepared from PLAT-E cells (Cat#: RV-101) transfected with a solution of 2000µg DNA (empty vector pMx-U6-empty-GFP or two different PIK3IP1 targeting guide RNA containing vectors pMx-U6-PIK3IP1-GFP). T cells with the viral particles were centrifuged at 2000rpm for 2 hours at 37°C, followed by incubation for 2 hours at 37°C and 5% CO2. The media was then replaced with 1mL fresh Th1 skewing media and
incubated overnight. This was repeated a second time on day 2 of T cell activation. Cells were collected ten days post activation for pS6, intracellular cytokine production, and transcription factor staining by flow cytometry as described.

### 2.14 PIK3IP1 Antibody in vitro

Naïve CD4+ T cells were isolated from C57BL6 mice and activated on aCD3/CD28-coated 24 well plates at 1x10^6 cells/well with either control antibody (Cat#bs-0295P) or PIK3IP1 antibody (Cat#16826-1-AP) at 0.5 μg/mL. Cells were incubated at 37° C for 72 hours and cells removed at 24, 48, and 72 hours for flow cytometry analysis of activation.

### 2.15 In vivo Graft Versus Host Disease

Induction of Graft vs Host Disease (cGVHD) was performed as previously described (Panoskaltsis-Mortari et al., 2007). Briefly, mice were lethally irradiated the day before bone marrow transplant. Mice were dosed with cyclophosphamide (Cytoxan, Bristol Myers Squibb, Seattle WA) at 120 mg/kg/day on days -3 and -2. Recipient irradiated mice were transplanted via caudal vein with 15 x 10^6 T-cell depleted allogeneic marrow with 1 x 106 cells splenic CD4+ cells from WT or GLS KO mice, or control (no CD4+ T cells). Mice were assessed for lung elasticity, resistance, and compliance at Day 28 by whole body plethysmography using the Flexivent system.
Histological assessment of GVHD was assessed as previously described (Blazar et al., 1998).

2.16 Asthma & Acute Lung Inflammation Model

Female mice were administered intranasal sensitization of either PBS alone or a combination of 100 µg house dust mite extract (Greer, Lenoir, NC) and 0.1 µg LPS from Escherichia coli 0111:B4 (Sigma, St. Louis, MO) in 50 ul of PBS. Sensitizations were performed on Day 0, 7, and 14. Mice were harvested 24 hours post-challenge, and lung homogenates were digested to single cells using the following protocol:

Euthanize mice and harvest lungs into C Tubes containing 3 mL of complete RPMI on ice. Add 2 mLs of complete RPMI containing digestion solution (25 ul of Collagenase IA [0.5 mg/mL] and 100 ul of DNAse I [0.19 mg/mL] stocks) into the C Tubes. Run m_lung_02.01 twice

Place tubes on a rocker at 37°C for 30 min. Use the tissue culture incubator and a rocker for constant agitation. Stop digestion by adding 5 µL of 0.5 M EDTA to each tube and mixing well. Transfer into 15 mL conicals through a 70 µm filter and centrifuge at 2,000RPM for 5 min at 4°C to pellet cells. Remove supernatant, resuspend lung homogenate in 1 mL of ACK lysis buffer, and let sit for 1 minute. Add 10 mLs of RPMI to stop the reaction. Centrifuge at 2,000RPM for 5 min at 4°C to pellet cells and remove
supernatant. Cells were restimulated on PMA/Ionomycin for 4 hours, then stained and analyzed for cytokine production and transcription factors by flow cytometry.

2.17 In vivo Vaccinia Viral Response

Spleens from pmel-1 Ly5.1 (B6.Cg-Thy-1a/Cy Tg [TcraTcrob] 8Rest/J) mice were used to generate a single cell suspension and treated with ACK buffer to lyse red blood cells. Splenocytes were stimulated in vitro with 1 μM human glycoprotein 100 nine-mer peptide (hgp100\textsubscript{25–33}) and expanded in culture medium containing IL-2 for 7 days along with 1 μM CB839 or DMSO vehicle. Subsequently, one million CD8\textsuperscript{+} cells from each condition were transferred by IV injection into recipient Ly5.2 C57BL/6 mice. Immediately following transfer, mice were infected with rhgp100 vaccinia virus (1 × 10\textsuperscript{7} plaque-forming units (PFU)). At the indicated time points following transfer, recipient mouse blood or tissues were collected for analysis.

2.18 Immunization with 2W peptide

10-14 week old GLS WT and KO animals were injected with 10 μg 2W peptide (Genscript, Peptide EAWGALANWAVDSA) emulsified with Complete Freunds Adjuvant or PBS control and injected subcutaneously in the rear flank as previously described (Moon et al., 2007) and rested for 8 days. At day 8, inguinal lymph nodes and spleens were removed and isolated. MHCII-specific CD4 cells were isolated and purified with APC-conjugated tetramers (generously provided by Dr. Marc Jenkins laboratory,
Minneapolis, MN) using Miltenyi LS magnetic columns (Cat#: 130-042-401) and stained for extracellular and intracellular targets. Intracellular IFNγ was measured in a separate experiment on day 15 after immunization.

2.19 In vitro CAR T cell co-culture with target Eµ B ALL cells

T cells were isolated from wild type C57BL6 spleens using the Pan T Cell isolation kit (Cat#: 130-095-130) and were activated on anti-CD3 anti-CD28 coated plates with IL2 for four days with or without CB839. On days 1 and 2, T cells were transduced with retrovirus produced by Plat-E cells carrying the CAR 28-ζ construct targeting CD19 with GFP reporter. On day 4, CAR T cells were washed three times to remove any drug remnants and plated to equal concentrations on a 96 well plate at 5x10^5 cells per well and serial dilutions thereof. 5x10^5 Emu cells, a CD19+ B cell acute lymphoblastic leukemia cell line (Generously provided by Dr. Davila Lab) were then added to every well to assay cell numbers. CD19+ and GFP+ events were stained and counted by flow for each well after 72 hours.

2.20 In vivo CAR T cells

CAR T cells were produced as previously described (Li et al., 2017). Briefly, spleen T cells were isolated from wild-type B6, Thy1.1, or GLS KO mice at day 0. Cells were then activated with mouse CD3/CD28 Dynabeads and 30 IU/mL recombinant human IL2. At day 1 and 2, cells were spin transduced twice with retrovirus carrying
CARs. At day 3, cells were fed with fresh medium. At day 4, transduced T cells were harvested, beads removed, evaluated for viability, transduction efficiency, immune phenotype and ready for use. For CB839 treated CAR T cells, compound was added to the culture at day 1, 2 and 3. For in vivo study, C57B6 mice (n = 25) were i.p. injected with cyclophosphamide (CTX) at 300 mg/kg. Mice were i.v. injected with 3x10^5 CAR T cells one day after CTX injection. Peripheral blood (PB) samples were collected after CAR T injection, stained with B cell and T cell antibodies and subjected to flow cytometry. CountBright beads were added to measure B and T cell numbers.

2.21 Colitis/IBD Induction

Colitis was induced by adoptive transfer of 0.4x10^6 purified (>99% purity) CD4+CD25-CD45RBhi true naïve T cells i.p. in 200 ul of PBS. Spleen and lymph node suspensions were used first to purify CD4+ cells using magnetic bead cell separation with a StemCell Kit and these cells were stained with anti-CD4, anti-CD25 and anti-CD45RB for further flow sorting using a FACS Diva flow cytometer (Becton-Dickinson) with purities over 95% of the indicated populations. Mice that received adoptive transfers of different cell genotypes were always cohoused in the same cages to avoid differences due to microbiota composition divergence during colitis development. Mice were treated with the NSAID Piroxicam to induce gut damage and initiate disease and animals were weighed over time. Mice that reached humane endpoints and were
euthanized were maintained in the analysis at the final weight. At the end of the experiment, mesenteric lymph nodes were isolated and single cell suspensions were analyzed for cytokine production. To initiate IBD, you will i.p. inject naïve effector T cells (CD4+CD25-CD45RBhi) into C57BL/6 RAG1-/- recipients. Treg (CD4+CD25+CD45RBlo) can either by co-injected to prevent disease or injected later as a rescue when the mice start to lose weight. You can also use Thy1.1 Teff or Treg if want to look specifically at a certain population.

We typically get 3-5 million Teff and 0.2-0.4 million Treg after they are sorted so plan accordingly with mouse numbers.

**IBD setup**

**Day of exp setup**

1. Isolate CD4 T cells from each group using standard isolation protocol Also save ~1 mil splenocytes for comp controls for the sorter. Label the T cells with CD4 FITC, CD25 PE and CD45RB APC in the presence of Fc-Block (buy new fluor-abs and keep sterile for sorting) – 30 mins 4C in 1-2mL of 2% FBS/PBS + abs depending on the number of cells. Also divide splenocytes into 4 groups for comp controls: unstained, CD4-FITC, CD4-PE, and CD4-APC (ALL CD4, don’t use CD25 PE/CD45rb APC)
   a. Sort naïve effector T cells (CD4+CD25-CD45RBhi)
   b. Recount the cells after the sort. Spin down the cells and resuspend in 1-2mL PBS and recount. Resuspend cells in appropriate amount of PBS. 400,000 Teff per 200ul injection or 200,000 Treg per 200ul injection per mouse.
2. Dose mice via i.p. injections.
3. Weigh the mice for their starting weight
2 weeks later:

Weigh the mice 3x per week until end of experiment.

**Piroxicam treatment:** piroxicam is very toxic to the mice so monitor carefully.

Make sure to remove ALL traces of non-piroxicam food. Mice will begin to stop eating as the piroxicam makes them sick. Treat for 5 days if possible. If they are really not looking good and lost a lot of weight, err on the side of ~4 days.

### 2.22 Statistical Analysis

Statistical analyses were performed with Prism software version 7.01 (GraphPad Software, La Jolla California, USA, www.graphpad.com) using the student T-test, one-way ANOVA, or one-sample T-test. Longitudinal data was analyzed by two-way ANOVA followed by Tukey’s test and followed up with one-way ANOVA or T-test at one specific time point as specified. Statistically significant results are indicated (* p < 0.05, ** p < 0.01, *** p < 0.001) and ns indicates select non-significant data. Error bars show mean ± Standard Deviation unless otherwise indicated. RNA-Seq data were analyzed by DESeq2 (Love et al., 2014) in R (Team, 2017).
2.23 DATA AND SOFTWARE AVAILABILITY

RNASeq data have been deposited in the GEO database under ID code GSE112244.

ATACSeq data have been deposited in the ArrayExpress database under ID code E-MTAB-6648.
3. Glutaminase promotes Th1- and CTL-effector function but inhibits Th17

3.1 Introduction

Stimulated T cells exit quiescence to proliferate and develop effector functions that are essential for immunity. To support the bioenergetic and biosynthetic demands of an immune response, antigen receptor signals and co-stimulation activate the Phosphatidyl-inositol-3 kinase (PI3K)/Akt/mTORC1 signaling pathway to induce Myc and metabolic flux through glycolysis and mitochondrial oxidative phosphorylation (Ho et al., 2015; Sena et al., 2013). Elevated glycolysis and mitochondrial production of reactive oxygen species also promote T cell calcium signaling (Ho et al., 2015; Sena et al., 2013) and specific effector functions, including transcription and translation of Interferon-γ (IFNγ) (Cham and Gajewski, 2005; Chang et al., 2013; Jacobs et al., 2008; Peng et al., 2016) in activated Th1 CD4 T cells and CD8 T cells. Importantly, each T cell subset utilizes and requires a distinct metabolic program (Michalek et al., 2011; Nakaya et al., 2014). If activated T cells fail to induce appropriate metabolic pathways, effector function and ability to induce inflammatory disease in vivo are impaired (Lee et al., 2015; Macintyre et al., 2014; Yin et al., 2015). How specific metabolic programs establish and promote the function of T cell subsets remain poorly understood but may allow selective modulation of immunity in inflammation and cancer.
In addition to increased use of glucose in activated effector T cells, glutamine uptake and glutaminolysis are also upregulated (Carr et al., 2010; Wang et al., 2011). Glutamine is a conditionally-essential amino acid in rapidly-proliferating cells (Curthoys and Watford, 1995) and is a target in cancer treatment (Cheng, 2009; Cheng et al., 2011; Wise and Thompson, 2010). Activated T cells upregulate amino acid transporters (Sinclair et al., 2013) and multiple enzymes that metabolize glutamine (Nakaya et al., 2014; Wang et al., 2011). Deletion of the glutamine transporter, ASCT2, prevented both Th1 and Th17 effector responses (Nakaya et al., 2014). Inhibition of ASCT2 by small-molecule inhibitor V-9302 promoted CD8+ cell viability and activation (Schulte et al., 2018). Glutamine is initially hydrolyzed via the enzyme Glutaminase (GLS) (Wang et al., 2010) to produce glutamate. Glutamate is used in protein synthesis, to generate glutathione to regulate reactive oxygen species (ROS), and is exchanged to promote cystine uptake (Siska et al., 2016). Glutamate is further metabolized to α-ketoglutarate (α-KG), which provides anaplerotic support of the TCA cycle in growing cells (Yuan et al., 2014). α-KG is also a substrate for histone and DNA demethylases which regulate chromatin accessibility (Nakajima and Kunimoto, 2014).

In addition to effector T cell activation, glutamine metabolism has been implicated in the establishment of specific CD4 T cell subsets. Glutamine deprivation or deletion of ASCT2 were shown to promote Foxp3 expression, the transcription factor of
regulatory T cells (Treg) (Klysz et al., 2015; Nakaya et al., 2014). Inhibition or silencing of the Glutamic-oxaloacetate transaminase 1 (GOT1) enzyme that mediates conversion of glutamate to α-KG using oxaloacetate led to a shift in the balance of Th17 to Treg via methylation of the Foxp3 locus (Xu et al., 2017). Further, direct treatment of T cells with α-KG altered gene expression and chromatin methylation, in part through the CCCTC-binding factor (CTCF) (Chisolm et al., 2017). Glutamine metabolism thus provides multiple metabolites that mediate important effects on T cell epigenetics and differentiation.

Conversion of glutamine to glutamate by GLS may play a critical role in T cell function and fate. Although under investigation as a target to inhibit the metabolism of cancer cells (Cerione and Richard, 2010; DeBerardinis et al., 2008; Lobo et al., 2000), the role of GLS in T cells has been unclear. Here we show that unlike glutamine deprivation, GLS-deficiency did not affect Treg. It did, however, lead to increased ROS that impaired Th17 and reduced α-KG that promoted effector differentiation of Th1 and CD8 cytotoxic cells. These differential responses appear to be mediated by changes in chromatin accessibility and gene expression that sensitize Th1 cells to PI3K/Akt/mTOR signaling via IL-2. Importantly, GLS-deficiency suppressed Th17-mediated inflammatory diseases and led to increased in vivo effector differentiation of Th1 and CTL. Transient GLS inhibition, however, enhanced Th1 and CTL accumulation in viral and chimeric antigen
receptor (CAR) T cell studies. These results demonstrate a key role for GLS to both promote Th17 and suppress Th1 and CD8 CTL differentiation.

### 3.2 Results

#### 3.2.1 GLS and Glutaminolysis Contribute to T Cell Metabolism Upon Activation

Activated T cells have significant metabolic requirements to support proliferation and differentiation. To determine the relative roles of glucose and glutamine in these processes, intracellular metabolites were measured following activation of CD4 T cells. In addition to increased pyruvate and lactate, glutamate and α-KG levels increased, suggesting elevated glutamine metabolism (Figure 3A). To determine the relative roles of glutaminolysis and glycolysis as fuels for mitochondrial metabolism, we measured oxygen consumption of stimulated T cells treated with mitochondrial pyruvate carrier (UK5099) or GLS (CB839) inhibitors. While neither UK5099 nor CB839 were sufficient to reduce T cell respiration alone, the combination led to a significant decrease in oxygen consumption (Figure 3B). These data demonstrate that stimulated T cells utilize glycolysis and GLS-dependent glutaminolysis. Intracellular glutamate is primarily generated from glutamine by GLS or from α-KG and aspartate by GOT1 and GOT2 and is converted to α-KG by Glutamate Dehydrogenase 1 (GLUD1), which are each expressed in CD4 and CD8 T cells (Figure 3C). The increased
levels of both α-KG, glutamate, and high relative ratio of glutamine to glutamate (Figure 3D), suggested GLS as a key source of glutamate and α-KG.

Figure 3: Activated T cells rely on glutaminolysis and glycolysis to fuel metabolism.

(A) Metabolites extracted for mass spectrometry and presented as fold change from naïve in T cells stimulated for 16 hours (S) or naïve (N) conditions. (B) Oxygen Consumption Rate (OCR) assayed from naïve CD4 cells from WT mice stimulated for 3 days on αCD3/CD28, injected with drug described (top). OCR at timepoint 200 min (bottom). (C) Relative expression of glutamine pathway genes, data from Immgen (immgen.org) (D) Relative ratio of glutamate:glutamine metabolite levels normalized to IL-7 (naïve, N) αCD3/CD28 (stimulated, S) normalized to naïve in wild type CD4+ T cells.

To directly determine how inhibition of GLS affects glucose metabolism, CD4 T cells were stimulated in uniformly labeled $^{13}$C-glucose with or without CB839 and
glucose derived carbons were traced. As expected, inhibition of GLS led to increased intracellular glutamine and decreased glutamate (Figure 4A). Aspartate levels also decreased significantly. Glucose-derived $^{13}$C was increased in both glutamate and aspartate, indicating a greater fraction of glucose contribution to synthesis of these amino acids. Serine and alanine overall abundance also decreased, while glycine was unchanged and each showed a decreased portion derived from glucose (Figure 4B). Overall levels of TCA intermediates were also reduced, yet with increased fractional labeling from glucose-derived $^{13}$C (Figure 5A). Glycolytic intermediates were more abundant upon GLS-inhibition, suggesting elevated glycolysis (Figure 5B). However, lactate levels and $^{13}$C-labeling were unchanged and pyruvate levels decreased (Figure 5C). Anabolic pathways were also affected, and total levels of the nucleotide precursor N-carbamoyl-aspartate decreased (Figure 5D). Thus, glucose metabolism increased and a greater fraction of glucose carbon entered the TCA cycle when GLS was impaired.
Figure 4: GLS inhibition by CB839 reduces intracellular glutamate and downstream TCA cycle intermediates

(A and B) Abundance of metabolites (left, ** p < 0.01, unpaired t-test) and fractional labeling (right) of stimulated CD4+ T cells in the presence of CB839 and 13C-glucose for glutaminolytic intermediates (A) and TCA intermediates (B). Means +/- Std dev, (total abundance, left, *** p<0.001, student’s t test; fractional labeling, right, *** p < 0.001, one way ANOVA).
Figure 5: GLS inhibition by CB839 reduces some intracellular amino acids, promotes glycolytic intermediates.

(A-D) Additional intracellular metabolite abundance (left) and fraction labeled from 13C-glucose (right). (A) Amino acids Serine, alanine, and glycine. (B) Glycolytic intermediates G6P, F16BP. (C) Lactate and Pyruvate. (D) Nucleotide precursor N-carbamoyl L-aspartate (average of n = 3 replicates/group). Means +/- Std dev, (total abundance, left, *** p<0.001, student’s t test; fractional labeling, right, *** p < 0.001, one way ANOVA).
3.2.2 CD4 T Cell Subsets Have Distinct Programs of Glutamine Metabolism

Distinct cytokines lead activated T cells to induce specific metabolic programs. Th1, Th17, and Treg cells (Gerriets et al., 2015) were examined to assess if CD4 T cell subsets had different patterns and reliance on glutamine metabolism. T cells activated and differentiated into each subset showed increased glutamate and α-KG levels relative to naïve T cells. This was most pronounced in Th17 cells (Figure 6A), which also had the highest relative ratio of glutamate to glutamine (Figure 6B). To test the role of glutamine and GLS in Th1, Th17, and Treg T cell subsets, CD4 T cells were differentiated with or without glutamine, or with GLS inhibitor.
Figure 6: Th1 and Th17 cells differ in their use of glutaminolysis and glutamine deficiency is distinct from GLS inhibition.

(A) Metabolite fold change from naïve in wild type CD4+ cells maintained in IL-7 (N), or differentiated for 5 days into Th1 (1), Th17 (17), or Treg (R) cells (* p < 0.05, one-way ANOVA). (B) Relative ratio of intracellular metabolites glutamate:glutamine from CD4+ T cells in Th1, Th17, and Treg skewing conditions normalized to naïve (average n = 3 replicates/group).

Both Th1 and Th17 required glutamine, as glutamine-deficient media markedly reduced Th1 production of IFNγ and Th17 production of IL-17, yet GLS-inhibition decreased cytokine production and proliferation only from Th17 cells and appeared to increase Th1 cytokine secretion (Figure 7A). Glutamine deficiency reduced proliferation...
at day three and five in both Th1 and Th17 cells. GLS-inhibition impaired proliferation of both Th1 and Th17 cells after three days in culture (Figure 7B, C). Importantly, however, CB839-treated Th1 cells partially recovered proliferation by day five. Glutamine deprivation also induced Treg even under Th1 and Th17 conditions, yet GLS inhibition failed to do so (Figure 7D). GLS-deficiency, therefore, has distinct effects on T cell subsets from glutamine deprivation.
Figure 7: Glutamine and the role of GLS in Th1 and Th17 cell metabolism

(A) Cytokine production from Th1 (top) and Th17 (bottom) differentiated T cells in the presence of glutamine (left), absence of glutamine (middle), or presence of GLS1 inhibitor CB839 (right) (representative of n = 3 replicates). (B) Proliferation of Cell Trace Violet (CTV) labeled T cells stimulated and differentiated in Th1 or Th17 conditions with (black lines) or without (red lines) glutamine after 3 and 5 days of culture. (C) Same as in (B), but with vehicle (black lines) or CB839 (green lines) (representative of n = 3 replicates). (D) Foxp3 expression in CD4 T cells activated in Th1 or Th17 skewing conditions in glutamine deficient (red, left) conditions or in the presence of CB839 (green, right).

Several enzymes contribute to regulation of glutaminolysis in T cells. Th17 cells had greater expression of GLS protein than Th1 at protein and RNA levels (Figure 8A, B). Th1 and Th17 cells expressed low levels of Gls2 mRNA and expressed similar levels of other glutamine and anaplerotic metabolic enzymes (Figures 8C and 8D). Th1 and Th17 cells had distinct metabolic profiles and intracellular metabolites shifted in both Th1 and Th17 cells upon GLS-inhibition, including alanine, aspartate, and glutamate metabolism pathways (Figure 8E and Table 1). Nutrient uptake and secretion also differed between Th1 and Th17 cells and were modified by GLS inhibition. Glutamine uptake and glutamate, pyruvate, and lactate secretion were higher in Th17 but reduced upon GLS inhibition (Figure 9A). GLS may contribute to cellular redox regulation through generation of glutamate for glutathione synthesis and ROS increased in both Th1 and Th17 cells when treated with CB839 (Figure 9B).
Figure 8: Expression of GLS and glutaminolysis enzymes varies by T cell subset and with CB839 treatment.

(A) Immunoblot of GLS protein (top) and actin control (bottom) in T cells after five days in Th1 and Th17 skewing conditions. (B-D) Normalized counts of message from RNA-Seq. (B) Gls RNA expression from RNA-Seq from Figure 2D. Gls2 expression from RNA-Seq from Figure 2D on the same scale as Gls expression (left) and in smaller scale (right). For all RNA-Seq expression data, P values are determined from RNA-Seq analysis, all groups run in triplicate. (C) Glud1, Got1, and Got2 expression as in (B). (D) Pcx RNA
expression as in (B) (All p values from defSeq2 program, n = 3 replicates/group). (E) Heat map (left) and principle component analysis (right) of metabolites from Th1 and Th17 cells with or without CB839 (n = 3 replicates/group).

<table>
<thead>
<tr>
<th>Table 1: Metabolic pathways altered following CB839 treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Th1 Pathway</strong></td>
</tr>
<tr>
<td>Alanine, aspartate and glutamate metabolism</td>
</tr>
<tr>
<td>Citrate cycle (TCA cycle)</td>
</tr>
<tr>
<td>D-Glutamine and D-glutamate metabolism</td>
</tr>
<tr>
<td>Pyrimidine metabolism</td>
</tr>
<tr>
<td>Arginine and proline metabolism</td>
</tr>
<tr>
<td>Histidine metabolism</td>
</tr>
<tr>
<td>Butanoate metabolism</td>
</tr>
<tr>
<td>Pyruvate metabolism</td>
</tr>
<tr>
<td>Nitrogen metabolism</td>
</tr>
<tr>
<td>Cysteine and methionine metabolism</td>
</tr>
</tbody>
</table>

| **Th17 Pathway** | **Total Hits** | **Raw p** | **Hits Discovered** |
| Pentose phosphate pathway | 19 | 5 | 0.00433 | Deoxyribose 5-phosphate; D-Ribulose 5-phosphate; Sedoheptulose 7-phosphate; 6-Phosphogluconic acid; D-Erythrose 4-phosphate |
| Alanine, aspartate and glutamate metabolism | 24 | 5 | 0.01245 | Arginosuccinic acid; L-Alanine; Ureidosuccinic acid; Succinic acid; Glucosamine 6-phosphate |
| Phenylalanine, tyrosine and tryptophan biosynthesis | 4 | 2 | 0.02017 | L-Phenylalanine; L-Tyrosine |
| Purine metabolism | 68 | 8 | 0.04882 | Xanthine; D-Ribulose 5-phosphate; ADP; Deoxyinosine; Hypoxanthine; Guanosine triphosphate; Guanosine; Adenosine diphosphate ribose |
Figure 9: CB839 modifies amino acid, metabolite uptake, and ROS levels in Th1 and Th17 cells.

(A) Uptake (positive numbers) and secretion (negative numbers) of metabolites in CB839 treated wild type CD4+ T cells in Th1 and Th17 skewing conditions as measured by Nuclear Magnetic Resonance (NMR) (average of 3 replicates, *** P<0.001, unpaired t-test). (B) Fluorescence of DCFDA dye by flow cytometry, representative histograms (left) and average of n = 3 replicates (right, *** p < 0.001, student’s t-test) of vehicle or CB839-treated T cells in Th1 and Th17 skewing conditions.

3.2.3 GLS-Deficiency has Little Effect on Resting T Cells But Modulates Activation

A GLS\textsuperscript{fl/fl} model was generated and crossed o CD4-Cre to specifically delete GLS late in T cell thymic development to test the role of GLS in T cells. Although GLS\textsuperscript{fl/fl}CD4-Cre T cells efficiently deleted Gls compared to control GLS\textsuperscript{fl/fl} T cells (Figure 10A),
lymphocyte frequencies and numbers were unaltered (Figure 10B). Treg cells have been previously shown to be increased by ASCT2 or GOT1 deficiency (Nakaya et al., 2014; Xu et al., 2017), but were unchanged with GLS-deficiency. Resting GLS\textsuperscript{fl/fl}CD4-Cre\textsuperscript{+} CD4 T cells also had normal cell size and phenotype (Figure 10C).

GLS-deficiency did, however, impact T cell activation. Measurement of immediate lactate secretion showed that acute GLS inhibition did not impair immediate events in T cell activation to rapidly induce glycolysis (Figure 10D). However, \textit{in vitro} stimulated GLS-deficient T cells failed to efficiently undergo blastogenesis and increase in cell size in the first two days (Figure 10E). In addition, \textit{in vitro} accumulation of viable stimulated T cells was reduced by GLS-deficiency (Figure 10F). GLS-deficient CD4 T cells had reduced induction of CD25 and CD44, and downregulation of CD62L (Figure 10G) at 48 hours. By day five of stimulation in IL2 (Th0 conditions), however, GLS-deficient CD4 T cells had adapted and activation markers were similar to control (Figure 10H).
Figure 10: GLS is dispensable for maintenance but required for T cell short-term activation.

(A) Immunoblot (left) and genomic DNA (right) in isolated Pan T cells (CD4+ and CD8+) from GLSfl/fl CRE+ (GLS KO) and littermate wild type controls (WT). (B) Cell counts (left) and percent of total splenocytes (right) from WT and GLS KO animals. No significance vs wild type, one-way ANOVA. (C) Flow cytometry analysis of T cell activation markers and cell size of CD4+ T cells freshly isolated from WT and GLS KO T spleens. (D) Extracellular Acidification Rate (ECAR) of naïve CD4+ T cells treated with vehicle or CB839 as measured by Seahorse (n = 4 replicates/group). (E) Average MFI of
forward scatter (FSC) in activated CD8+ WT and GLS KO T cells (**p < 0.001, student’s t test, replicates of n = 3/group). (F) Viability by propidium iodide staining at day 3 and day 5 of WT T cells in activation condition with no cytokines (**p < 0.001, student’s t test, average of n = 3 replicates). (G) Activation markers and proliferation of WT and GLS KO CD4+ T cells activated on αCD3/CD28 over 48 hours. (H) Flow cytometry analysis of CD44 in CB839- or vehicle-treated T cells activated on αCD3/CD28 at day five.

Delayed activation marker expression and proliferation of GLS-deficient T cells suggested impaired function and differentiation. Surprisingly, a greater frequency of GLSfl/flCD4-Cre+ T cells produced IFNγ after five days in Th0 conditions than did control T cells (Figure 11A, B). In addition, GLS-deficient cells that expressed IFNγ did so to a higher level than IFNγ-producing control T cells. IFNγ expression is regulated in part by the transcription factor, Tbet, and Tbet levels were elevated in activated GLSfl/flCD4-Cre+ Th0 T cells (Figure 11C). Similarly, inhibition of GLS with CB839 also led to greater expression of IFNγ and Tbet (Figures 11D-F).

The ability of T cells to adapt to GLS-deficiency and display enhanced function in vitro suggested in vivo responses may be altered. Control and GLSfl/flCD4-Cre mice were immunized, therefore, with 2W peptide to measure proliferation and IFNγ secretion. At eight days after immunization, 2W-MHC tetramer positive CD4 T cells proliferated similarly regardless of GLS expression (Figure 12A, B). At day fifteen, IFNγ levels, however, were increased in GLS-deficient 2W-MHC tetramer positive T cells (Figure 12C). In contrast, proliferation to weaker homeostatic cues was reduced for GLSfl/flCD4-
Cre T cells in both spleen and lymph node compared to wild type T cells five days after transfer to recipient RAG1−/− mice (Figure 12D).

Figure 11: GLS inhibition enhances Th1 effector cell differentiation and cytokine production.

(A-F) Naïve CD4+ T cells activated without cytokines over three days, split with IL-2, then stimulated to measure cytokines on day five. (A) Cytokine production of wild type and GLS KO T cells. (B) Average percent total IFNγ+ producers (left), percent double positive IFNγ+IL2+ producers (middle), and the median fluorescence intensity (MFI) (right) of all IFNγ+ cells in (A) (unpaired t-test). (C) Tbet protein expression in WT, GLS KO, and isotype control T cells. Representative of n = 2 experiments. (D-F) Same as in (A-C), except with GLS inhibitor CB839 and vehicle.
Figure 12: GLS deficient T cells in vivo have increased IFNγ and reduced proliferation.

(A-C) 2W peptide immunization of WT and GLS KO. (A) Percent 2W-MHC II tetramer+ and CD44+ T cells by flow cytometry in both spleen and inguinal lymph nodes eight days after immunization with 2W antigen + CFA (right) or PBS control (left) in WT and GLS KO animals. (B) Average count of CD44+ Tetramer+ T cells as in (A) (p > 0.05, student’s t-test). (C) IFNγ protein expression by flow from CD44+ MHC II tetramer+ T cells isolated from WT and GLS KO spleen and lymph nodes. (D) Homeostatic proliferation of WT and GLS KO CD4/CD8+ T cells stained with cell trace violet (CTV) and injected into RAG1 KO recipient mice after five days (representative of n = 5 replicates/group).

Because cytotoxic CD8 T cells are also driven by Tbet (Knox et al., 2014), the dependence of CD8 T cells on GLS was assessed. Similar to CD4 cells, in vitro stimulated GLS\textsuperscript{fl/fl}CD4-Cre+ CD8 T cells survived and accumulated less efficiently than control T cells (Figure 13A). Importantly, GLS\textsuperscript{fl/fl}CD4-Cre+ CD8 T cells had increased expression of the effector protein Granzyme B (Figure 13B) and Tbet (Figure 13C). Acute inhibition of
GLS with CB839 led to increased Granzyme B and Perforin after five days stimulation (Figure 13D, E). In addition to increased effector proteins, CB839-treated CD8 T cells expressed increased levels of Tbet and Eomes and markers of proliferation (Figure 13F-H). However, GLS-inhibition also increased the portion of CD8 T cells that expressed the inhibitory receptors Lag3 and PD-1 (Figure 13I). GLS-deficiency thus can impair initial activation and proliferation of CD4 and CD8 cells, while promoting Th1-like and CTL effector programs that may ultimately sensitize to inhibition.
Figure 13: GLS inhibition promotes CD8+ effector differentiation and cytokine production while also inducing markers of T cell exhaustion.

(A) Cell counts of CD8+ T cells from WT and GLS KO animals activated on αCD3/CD28+IL2 for five days (** p < 0.01, student’s t-test). (B and C) CD8+ T cells from WT or GLS KO animals activated on αCD3/CD28 + IL2 for five days. (B) Expression of CD8+ granzyme B protein at day 5, left, and average of granzyme B MFI signal, right (student’s t test, n = 3 replicates/group). (C) Tbet protein expression in WT, GLS KO, and isotype control (representative of n = 2 experiments). (D-I) CD8+ T cells activated αCD3/CD28+IL2 for five days in the presence of CB839 or vehicle. (D) Representative FACs plots of granzyme B producing cells, (E) Perforin MFI (left) or granzyme B MFI (right) (*** p < 0.001, student’s t-test). (F) Representative Tbet expression, (G) Average transcription factor expression (*** p < 0.001, student’s t-test, n = 3 replicates), (H) Ki67 expression, (I) Percent LAG3+ and PD1+ T cells as in (I). (* p < 0.01, ** p < 0.01, student’s t test, average of n = 3 replicates,).
3.2.4 GLS Plays Differential Roles in CD4 T Cell Effector Subsets

Given the differences in glutamine metabolism between Th1 and Th17 cells and spontaneous Th1-like differentiation with IL2 in Th0 conditions, we directly tested if GLS-deficiency differentially affected T cell subset specification and function. Control and GLS\textsuperscript{fl/fl}CD4-Cre\textsuperscript{+} or CB839-treated CD4 T cells were differentiated in vitro into Th1 and Th17 subsets. Similar to Th0 cells, a greater percentage of GLS\textsuperscript{fl/fl}CD4-Cre\textsuperscript{+} T cells expressed IFN\textgreek{g} when in Th1 skewing conditions (Figure 14A, B). Conversely, a decreased percentage of GLS-deficient T cells expressed IL17A when in Th17 skewing conditions. Expression of effector molecules and differentiation in Th1, Th17, and Treg are regulated by Tbet, ROR\textgreek{t}, and FoxP3, respectively, and GLS-deficient T cells showed increased Tbet under Th1 conditions and decreased ROR\textgreek{t} under Th17 conditions (Figure 14C, D). In contrast, FoxP3 expression was unchanged in the absence of GLS. Similar results were obtained when GLS was acutely inhibited using CB839, as Th1, Th17, and Treg cytokine production and differentiation were increased, decreased, or unchanged, respectively (Figure 14E-H).
Figure 14: GLS specifies Th1 and Th17 differentiation and metabolism

(A-D) Naïve CD4+ T cells from WT and GLS KO T cells differentiated in Th1, Th17, or Treg skewing media over five days. (A) IFNγ and IL2 production in Th1 skewing conditions (top) and IL-17 production in Th17 skewing conditions (bottom). (B) Average percent change cytokine producers in Th1 and Th17 cells from WT (paired t-test). (C) Transcription factor expression of Th1, Th17, and Treg cells in WT (black) and GLS KO (red). (D) Average percent change from WT of transcription factors (one-sample t test) in GLS KO T cells. (E-H) Naïve CD4+ T cells from WT differentiated in Th1, Th17, or Treg skewing media over five days in the presence of CB839 or vehicle as in Figure 4A. (E) IFNγ and IL2 production in Th1 skewing conditions (top) and IL-17 production in Th17 skewing conditions (bottom) (representative of n = 3 replicates/group). (F) Percent
change cytokine producers in Th1 and Th17 cells from vehicle (Th1, Th17 n = 9 experiments, *** p < 0.001, student T test). (G) Transcription factor expression in wild type cells treated with Vehicle or CB839 (Tbet and RORγt, n = 9 experiments, Foxp3 n = 3 experiments). (H) Average percent change from WT of transcription factor expression (Th1, Th17 n = 7 experiments, Treg n = 3 experiments, *** p < 0.001, one-sample T test).

GLS-deficiency promoted Th1 and suppressed Th17 differentiation and may affect plasticity and terminal fates. However, GLS-deficient T cells stimulated in Th17 conditions that failed to express RORγt and IL17 did not significantly elevate IFNγ or FoxP3 (Figure 7A, 7D, Figure 14E). In contrast, GLS-deficient T cells stimulated in Th1 conditions showed evidence of excessive effector differentiation as the proportion of multi-functional Th1 cells (Figure 15A) as well as expression of KLRG1 and inhibitory receptors, PD-1, Tim3, and Lag3 were elevated (Figure 15B-D).

Figure 15: GLS inhibition promotes effector responses but also induces markers of exhaustion in Th1 cells.
(A-D) WT CD4⁺ T cells differentiated in Th1 or Th17 conditions in the presence of vehicle or CB839 over five days. (A) Percent of Th1 cells producing IFNγ, IL2, and TNFα at day 5 (unpaired student T test, NS = no stim). (B) Median Fluorescence Intensity of inhibitory receptors (two-way ANOVA). (C) Representative Klrg1 protein expression and (D) average Klrg1 and CD279 expression (**p < 0.001, student’s t-test).

We next assessed how GLS inhibition affected Th1 and Th17 metabolism and differentiation over time. Steady state levels of glutamine rapidly increased while glutamate and aspartate rapidly decreased in both Th1 and Th17 cells upon GLS inhibition (Figure 16A). While levels of these metabolites partially recovered in GLS inhibitor-treated Th1 cells starting on day three, they remained low in treated Th17 cells. Likewise, oxidized glutathione (GSSG) recovered in Th1 but remained low in Th17. Similar trends of initial decrease followed by recovery in Th1 cells were observed in glycolytic and TCA cycle intermediates (Figure 16B, C). Consistent with impaired early metabolism, flux measurements showed glucose uptake was reduced in both Th1 and Th17 cells on day three (Figure 16D). By day five, however, Th1 cells had increased levels of glucose uptake and glycolytic flux relative to controls while Th17 remained impaired by GLS inhibition (Figures 16E).
Figure 16: GLS inhibition reduces available metabolites downstream of glutamine but is recovered in Th1 cells

(A-D) Naïve WT CD4+ T cells differentiated to Th1 and Th17 cells in the presence of CB839 or vehicle. (A) Fold change of metabolites relative to vehicle by mass spectrometry over five days. (B and C) Metabolites in glycolysis (B) and Tricarboxylic Acid cycle (C) (average of 3 replicates/group fold change from vehicle). (D) 3H-2-deoxyglucose uptake in Th1 and Th17 skewed T cells at day 3 (left) and day 5 (right). (E)
Extracellular Acidification Rate (ECAR) of Th1 and Th17 skewed T cells at day 5 as in (D) (student’s t test).

Changes in metabolism occurred rapidly upon GLS inhibition and preceded Th1 and Th17 differentiation. GLS inhibition led both Th1 and Th17 to have reduced levels of subset-specific transcription factors and prevented an increase in cell size relative to control cells on days one and two after activation (Figure 17A, B). By day five, however, Th1 cells had recovered and increased both cell size and Tbet expression. These data are consistent with overall changes in biomass, as total rRNA levels per cell were similar in GLS inhibitor or control treated T cells on day three, but Th1 had increased and Th17 had decreased rRNA levels by day five of GLS inhibition (Figure 17C).

**Figure 17:** GLS inhibition metabolic changes precedes specification of Th1 or Th17 cells.
(A–C) Naïve WT CD4+ T cells differentiated to Th1 and Th17 cells with or without CB839 over five days. (A) Fold change of Tbet (Th1) or RORγt (Th17) protein levels and (B) cell size in CB839-treated cells normalized to vehicle. (C) Total RNA extracted from cells as in (A) at day 3 and day 5 (representative of n = 2 experiments).

### 3.2.5 GLS Affects Gene Expression and Chromatin Accessibility

Deficient GLS activity may alter differentiation through production of cofactors, including α-KG and 2-hydroxyglutarate (2-HG), for epigenetic marks and changes in chromatin status (Reid et al., 2017; Xu et al., 2017). Based on intracellular metabolite analysis by mass spectrometry, α-KG was reduced in CB839-treated Th1, but not Th17 cells, while 2-HG increased in both Th1 and Th17 (Figure 18A, B). The reduced α-KG in CB839-treated Th1 cells suggested that α-KG may become limiting to regulate Th1 differentiation and function. A cell-permeable α-KG analog, dimethyl 2-ketoglutarate (DMaKG), was tested to determine if provision of α-KG could restore normal Th1 specification of CB839-treated T cells. DMaKG did not reduce cytokine production in Th1 cells by itself. However, DMaKG rectified IFNγ production and Tbet expression of CB839-treated Th1 cells to control levels (Figure 18C, D). In contrast, Th17 cells were not rescued by DMaKG and IL17 production and RORγt were unchanged or further decreased (Figure 18E, F), suggesting a distinct mechanism of regulation for Th17 cells by GLS.
Figure 18: Dimethyl-alpha ketoglutarate (DMaKG) rectifies Th1 effector responses in the presence of GLS inhibition but has no effect on Th17.

(A-B) Metabolite levels normalized to vehicle of each subset (A) Intracellular α-ketoglutarate metabolite levels and (B) 2-Hydroxyglutarate metabolite levels as in A (** P<0.01, unpaired t-test). (C-E) WT CD4+ T cells differentiated in Th1 or Th17 conditions in the presence of vehicle or CB839 over five days with or without DMaKG. (C) Cytokine production in Th1 (top) and Th17 (bottom) skewing conditions dosed as indicated. (D) Average IFNγ+ only producers (left) and average IFNγ+IL2+ producers (right) as in (C). (E) Average protein expression of Tbet as in (A). (D) Average IL-17A producers in Th17 skewing media (left) and average RORγt expression (right) (one-way ANOVA).

Changes in α-KG and 2-HG may alter histone methylation and chromatin accessibility that influence T cell differentiation (Xu et al., 2017). Histone tri-methylation
was globally assessed by flow cytometry. Initially, GLS inhibition led to increased H3K27 tri-methylation (Figure 19A). At later time points when Th1 differentiation was enhanced, however, CB839-treated Th1 and Th17 cells were found to have decreased or increased global H3K27 trimethylation, respectively (Figure 19B). H3K4 trimethylation was similarly reduced or increased in Th1 and Th17 cells, respectively, at day five (Figure 19C). Consistent with altered regulation of demethylation as a cause of Th1 differentiation upon GLS inhibition, treatment of T cells with an inhibitor of the histone demethylase JMJD3 also led to increased cytokine production in Th1 but not Th17 cells at day five (Figure 19D).
Figure 19: GLS inhibition exerts epigenetic changes in methylation of H3K4 and H3K27 trimethylation.

(A and B) Global H3K27 trimethylation normalized to total H3 by flow cytometry. (A) Average H3K27 trimethylation expression at Day 3. (B) Same as (A), but at Day 5 (*** p < 0.001, student’s t test, n = 3 replicates/group). (D) Average cytokine producers of skewed CD4+ T cells in the presence of CB839, JMJD3 inhibitor GSKJ4, or CB839+GSKJ4 (CB+J4) at day 5 (** p < 0.01, one-way ANOVA, n = 3 replicates/group). (E) Percent IL17A+ producers (left) and protein expression of RORγt (right) in Th17-skewed cells with or without CB839 and NAc. (G and H) H3K27me3 by flow cytometry in Th17 (G) or Th1 (H) skewing conditions and NAc treatment as described.
The dependence of Th17 cells on GLS was not rescued by DMaKG, but Th17 cells can be highly sensitive to increased ROS (Gerriets et al., 2015). The glutathione mimic N-acetyl cysteine (NAc) was tested to rescue GLS-deficient Th17 cells. NAc treatment alone modestly reduced Th17 expression of IL17 and RORγt (Figure 19E) while decreasing IFNγ secretion by Th1 (Figure 19F). Th17 production of IL17 and expression of RORγt were partially restored to control levels when combined with CB839. The combination did not, however, increase Th1 production of IFNγ. Changes in Th17 inhibition by CB839 may be mediated through chromatin modifications as NAc also restored H3K27 trimethylation in GLS-deficient Th17 cells to control levels (Figure 19G) yet had no effect on H3K27 trimethylation in Th1 cells (Figure 19H).

Because multiple epigenetic marks may be altered, we performed the Assay for Transposase-Accessible Chromatin sequencing (ATAC-seq) to determine if GLS deficiency altered chromatin accessibility after five days of Th1 and Th17 differentiation. CB839-treated Th1 cells had more genes with regions of increased accessibility than genes with decreased accessibility (Figure 20A). Th17 cells however, had more genes with regions of reduced accessibility. While partially overlapping, affected genes were largely distinct for Th1 and Th17 cells (Figure 20B). Key Th1 and Th17 genes showed changes, including the Ifng and Il17a/f loci in Th1 and Th17 cells, respectively (Figure 20C). Further, Ingenuity Pathway analyses of genes with altered promoter accessibility
in Th1 cells showed changes in networks of cell survival and inflammation (Figure 20D). Analysis of promoter regions with altered accessibility identified recognition motifs for canonical T cell differentiation transcription factors, including AP-1, ETS, and IRF (Figure 21). These altered promoter regions were also enriched in CTCF recognition motifs, a DNA binding protein recently implicated to mediate the effects of glutamine on chromatin state (Chisolm et al., 2017).
Figure 20: GLS inhibition affects global methylation of DNA to change accessible DNA.

(A-D) ATAC-Seq on skewed Th1 and Th17 cells in the presence or absence of CB839. (A) Venn diagram of ATAC-Seq total changed peaks (either open or closed). (B) Number of loci with more (blue circles) and less accessible (orange circles) chromatin peaks with CB839 as determined by ATAC-Seq in Th1 or Th17 cells. (C) Example ATAC-Seq traces of IFNγ in Th1 and IL17 gene locus in Th17 skewing conditions. (D) Ingenuity pathway analysis of altered ATAC-seq peaks from promoter regions in Th1 cells for Cell Survival
and Inflammatory response (green – downregulated, red, upregulated, relative to vehicle treated).

<table>
<thead>
<tr>
<th>Factor</th>
<th>P value</th>
<th>Factor</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP-1</td>
<td>1x10^{-3}</td>
<td>ETS</td>
<td>1x10^{-4}</td>
</tr>
<tr>
<td>ETS</td>
<td>1x10^{-5}</td>
<td>Runx</td>
<td>1x10^{-3}</td>
</tr>
<tr>
<td>IRF</td>
<td>1x10^{-3}</td>
<td>CTCF</td>
<td>1x10^{-2}</td>
</tr>
<tr>
<td>CTCF</td>
<td>1x10^{-2}</td>
<td>AP-1</td>
<td>1x10^{-1}</td>
</tr>
</tbody>
</table>

Figure 21: GLS inhibition differentially affects transcription factor consensus sequences in Th1 and Th17 cells.

Motif analysis of the promoter regions with significantly changed peaks in Th1 and Th17 cells, affecting canonical T cell promoter regions. AP-1, ETS, CTCF are all implicated in T cell function and differentiation.

Because altered chromatin accessibility can influence gene expression and T cell differentiation, T cells were cultured in Th1 or Th17 conditions with vehicle or CB839 and examined by RNA sequencing. Interestingly, of the 200 genes with the most significantly altered expression in CB839-treated Th1 cells, the majority showed increased expression (Figure 22A). Conversely, more of these genes were downregulated in Th17 cells.

IL2 signaling activates mTORC1 to promote Myc signaling, glycolysis, and Th1 effector differentiation (Boyman and Sprent, 2012; Chisolm et al., 2017). Given
enrichment in these pathways by RNA-seq, the contribution of IL2/mTORC1 signaling was tested to increased effector function of GLS-deficient Th1 cells. Levels of the mTORC1 downstream target phospho-S6 were measured in Th1 and Th17 cells differentiated in IL2 and the presence or absence of CB839. GLS-inhibition led to increased phospho-S6 in Th1 and decreased phospho-S6 in Th17 cells (Figure 22B). IL2 played a key role to promote phospho-S6, as increased phospho-S6, IFNγ, and Tbet in CB839-treated Th1 were dependent on IL2 (Figure 22C, D). Consistent with mTOR
regulation of Myc protein, GLS-inhibition modestly increased Myc in Th1 but not Th17 cells (Figure 22E).

Figure 22: GLS inhibition promotes upregulation of mTOR signaling and is reliant on IL-2.

(A) Top 200 modified genes from RNA-Seq compared to vehicle (Log2Fold > 0.5, p < 0.05) in Th1 (left) and Th17 (right) (n = 3 replicates/group). (B and C) Phospho-S6 expression on day 5 in Th1 and Th17 conditions as indicated with or without CB839 or IL2 at concentrations shown (ng/mL) at day 3 (**p < 0.001, student’s t test, n = 3 replicates). (D) Left: Percent IFNγ+ producers in Th1 skewing conditions treated with or without CB839 and indicated levels of IL-2 (ng/mL). Right: Tbet protein expression as in left. (***p < 0.001, student’s t-test). (E) Myc protein expression in WT and GLS KO CD4+ T cells in Th1 and Th17 skewing conditions (representative of n = 3 replicates).
Importantly, while GLS-inhibition in the presence of IL2 led to enhanced differentiation and a hypomethylated state, T cells hypermethylated H3K27 upon treatment with CB839 in the absence of IL2 (Figure 23A). The role of mTORC1 signaling in GLS-mediated regulation of Th1 cells was directly tested by treatment of cells on day three after activation with rapamycin. While rapamycin treatment at this time had no effect on control Th1 cells, it reduced phospho-S6 and cytokine production in CB839-treated Th1 cells (Figure 23B, C). A similar mechanism may occur for regulation of Th0 and CTL, as GLS-inhibition also led to enhanced phospho-S6 for these cells in the presence of IL2 (Figure 23D).
Figure 23: CB839 effects on Th1 cells is dependent on IL2 and mTORC1 signaling.

(A) MFI of H3K27me3 normalized to total H3 of CD4+ T cells in Th1 skewing conditions with indicated IL2 with or without CB839 (*** p < 0.001, one-way ANOVA, n = 3 replicates/group). (B) Cytokine production in Th1 skewing conditions in the presence of vehicle (top) or CB839 (bottom) after five days, under no IL2 conditions or with IL2 + mTOR inhibitor rapamycin added on day 3. (C and D) phospho-S6 protein expression measured by flow cytometry (C) in IL2 and IL2 depleted conditions with or without rapamycin (*** p < 0.01, one-way ANOVA compared to vehicle of each group, n = 3 replicates/group) or (D) pS6 expression in Th0 (left) and CD8+ CTL cells (right) (*** p < 0.001 student’s t-test, n = 3 replicates/group).
Several regulators of mTORC1 signaling were altered by GLS-inhibition in Th1 cells by RNA-Seq, including Pik3ip1, Akt, Tsc2, Sestrin2, and Castor1 (Figure 24A). Of these, Pik3ip1, which has been shown to suppress PI3K and mTORC1 in T cells (DeFrances et al., 2012b; Wei et al., 2016), was most strongly downregulated in Th1 cells by GLS inhibition. Restoring PIK3IP1 in CB839-treated Th1 cells by retroviral transduction was sufficient to reduce phospho-S6 and cytokine secretion (Figure 24B, 24C). Conversely, CRISPR genetic deletion of Pik3ip1 (Figure 24D) in primary T cells led to increased phospho-S6 and IFNγ production (Figure 24E).
Figure 24: PIK3IP1 is a new target for Th1 effector function and cytokine secretion.

(A) Normalized message counts from RNA-Seq run on skewed Th1 and Th17 cells with or without CB839, highlighting PI3K/Akt/mTOR pathway targets (**p < 0.001, p values obtained from defSeq2 program). (B) PIK3IP1 protein expression by flow after 6 days with PIK3IP1 overexpression plasmid in Th1 cells treated with CB839. (C) Phospho-S6 expression (left) by flow, average of three replicates (middle), and percent cytokine producers in PIK3IP1 overexpression as in (B). (D) PIK3IP1 protein expression in CAS9-expressing CD4+ T cells in Th1 skewing conditions with guide RNAs targeting PIK3IP1 (CRISPR KO). (E) p-S6 and IFNγ expression in Th1 cells from (D).
PIK3IP1 is a transmembrane protein and treatment of stimulated T cells with anti-PIK3IP1 antibody directed against the extracellular domain suppressed phospho-S6 (Figure 25A) and T cell activation as evidenced by downregulation of CD25, CD44, and CD62L (Figure 25B, C). Together, these data suggest that PIK3IP1 levels can contribute to mTORC1 activity and effector function in Th1 cells while Th17 cells are dependent on GLS-mediated regulation of cellular redox state.

Figure 25: PIK3IP1 is targetable with an activating antibody.

(A-C) Wild type CD4+ T cells activated and treated with PIK3IP1 antibody or IgG control antibody over 3 days. (A) Protein expression of phospho-S6 (left), and average MFI of pS6 (right, one-way ANOVA). (B) Protein expression of activation markers of control- or PIK3IP1 antibody-treated T cells upon stimulation. (C) Percent naïve cells (CD44<sup>low</sup> CD62L<sup>hi</sup>) in control or PIK3IP1 antibody-treated activated T cells (left) and CD25 expression (right) (* p < 0.05, student’s t-test, n = 3 replicates/group).
3.2.6 GLS Regulates In Vivo for Inflammatory Effector T Cell Responses

We next tested if Th17 cells require GLS to elicit inflammation in vivo. Allogenic bone marrow was transplanted alone or with control and GLS<sup>fl/fl</sup>CD4-Cre<sup>+</sup> T cells to induce a model of IL17-dependent chronic Graft-vs-Host Disease (cGvHD). Recipient mice were weighed regularly and GLS-deficient allogenic T cells led to less weight loss than control T cells (Figure 26A). cGvHD is a multi-organ disease (Panoskaltsis-Mortari et al., 2007) and mouse models of cGvHD include lung inflammation. Histological examination showed that GLS-deficient T cells reduced lung immune infiltrate and clinical inflammation score (Figure 26B, C) and caused significantly less airway functional impairment than control T cells (Figure 26D). Immunologically, GLS deficiency reduced IL17 producing CD4 cells, with a trend towards reduced IFNγ (Figure 26E).
Figure 26: GLS KO T cells are unable to enact inflammatory response in graft versus host disease lung setting.

(A-E) GLS KO or WT T cells were adoptively transferred to recipient mice as a model of cGVHD in C57BL6 animals. (A) Bodyweights of recipient mice injected with T cell depleted bone marrow and either WT CD4+ or GLS KO CD4+ T cells from spleen. n = 9 animals/group (** p < 0.01, one-way ANOVA). (B) Hematoxylin and eosin stained lung sections focusing on bronchioles. (C) Average histopathological scores from sections from (A) (unpaired T test). (D) Lung physiology measurements (read out of Bronchiole
Obliterans) from (A) (** p < 0.001, one-way ANOVA). (E) Percent cytokine producers from peripheral lymph node cells stimulated with PMA/ionomycin for 5 hours from GvHD mice (BM: n = 8, WT n = 5, KO n = 7, unpaired T test).

GLS was also critical in an independent model of Th17-mediated lung inflammation, in which control and GLS-deficient animals sensitized and challenged in the airway with House Dust Mite antigen and LPS failed to accumulate CD4 T cells and produce inflammatory cytokine in the lung (Figure 27A). Inflammatory bowel disease (IBD) also involves Th17 cells and we found that while adoptive transfer of control T cells led to weight loss and inflammation, mice that received GLS-deficient T cells maintained weight (Figure 27B). Despite partial protection from disease, a greater percentage of GLS-deficient T cells in the mesenteric lymph nodes produced IFNγ, consistent with a preferential Th1 response (Figure 27C).
Figure 27: GLS KO T cells fail to induce inflammation in airway model of asthma or murine colitis.

(A) Percent of CD4+ T cells (left), CD4+ counts, IL17+ counts, IL4+, and IFNγ+ counts in WT and GLS KO mice immunized with PBS or house dust mite antigen (HDM) over 14 days (* p < 0.05, student’s t test). (B) Bodyweights from T cell adoptive transfer Inflammatory Bowel Disease (IBD) model in which RAG1 KO mice injected with WT and GLS KO naïve CD4+ T cells and induced for IBD with piroxicam (# p < 0.05, ‡ p < 0.01, two-way ANOVA, WT n = 6, GLS KO n = 8, data presented as mean ± Standard Error (SEM). (C) Percent IFNγ+, IFNγ MFI, or percent IL17+, and IL17A MFI in mesenteric lymph nodes collected from RAG1 KO mice injected with wild type or GLS KO naïve CD4 T cells in IBD (* p < 0.05, student’s t test).

The role of GLS-deficiency to enhance Th1 and CTL function was next tested in vivo. Control and GLSfl/flCD4-Cre T cells were evaluated in a murine Chimeric Antigen Receptor (CAR) model for the ability to eliminate endogenous target B cells and persist.
in vivo. T cells were in vitro transduced with CAR-T expression vectors either lacking a cytoplasmic tail (∆) or with a CD3ζ-CD28 (28-ζ) intracellular tail and adoptively transferred into animals conditioned with cyclophosphamide. Fourteen days after T cell transfer, endogenous CD19-expressing B cells were significantly reduced by both control and GLS<sup>fl/fl</sup>CD4-Cre CAR-T cells (Figure 28A). After 28 days, however, B cells had accumulated in recipients of GLS<sup>fl/fl</sup>CD4-Cre CAR-T cells and were fully recovered in lymph nodes by day 42 (Figure 28A, B). Consistent with upregulation of inhibitory receptors upon activation, GLS-deficient T cells appeared unable to sustain an effector response in the absence of GLS activity in vivo.
Figure 28: GLS KO T cells cannot sustain *in vivo* inflammatory responses, but temporary inhibition of GLS with inhibitor can promote B cell killing and increase T cell numbers.

(A and B) T cells from WT and GLS KO infected to express CAR T cell constructs and injected into recipient mice. CAR- (no infection), Δ = m19-delta-ζ, 28-ζ = m19-28-ζ. (E) CD19+ B cells per µL of blood at day 14 (left) and Day 28 (right). (B) Same as in A, but at day 42 (one-way ANOVA). (C) Frequency of CD19+ B cells in blood 4 weeks after injection of T cells activated and infected with CAR T cell construct 28-ζ or control delta-ζ with or without GLS inhibitor (**p < 0.001, one-way ANOVA). (D) CAR-T cell numbers on day 28 following transfer of CAR-T cells treated with vehicle or CB839 prior to transfer to recipient mice (WT no CAR: n = 2 animals, all others n = 5-6 animals, one-way ANOVA). (E) Numbers of CD19+ Eµ-Myc lymphoma cells after 48 hours culture with indicated ratios of CAR-T cells treated with or without CB839 transduction of CAR
construct (student’s t-test). (F) Counts of total CD8+ cells in response to hgp10025-33expressing vaccinia virus collected from tail vein after indicated time (two-way ANOVA). (G) Counts of total CD8+ T cells in spleen (left) and lymph node (right) after 38 days and re-challenge with hgp10025-33-expressing vaccinia virus (Vehicle n = 5 animals, GLS inhibitor n = 4 animals, two-way ANOVA).

Because GLS-inhibition altered chromatin accessibility in Th1 cells in vitro, it was possible that transient treatment with CB839 could induce long lasting effect. T cells were treated with vehicle or CB839 during in vitro transduction to express CARs and tested for subsequent in vivo function. Vehicle and CB839-treated CAR T cells were equally capable of eliminating CD19+ targets in vivo (Figure 28C). Importantly, in vitro CB839-treated 28-ζ CAR-T cells accumulated in vivo to a greater extent than untreated CAR-T cells (Figure 28D) and showed greater ability to eliminate B cell leukemia cells in vitro (Figure 28E). This increased ability of Th1 and CD8 effector T cells to proliferate or persist following transient GLS inhibition was not specific to CAR T cells. CD8 T cells bearing a Pmel-specific TCR transgene treated with CB839 in vitro prior to adoptive transfer also accumulated to greater numbers in vivo by day 7 when challenged with an antigen-expressing vaccinia virus (Figure 28F) and increased cell numbers persisted for greater than 5 weeks (Figure 28G). Thus, chronic or complete GLS deficiency impairs T cell responses in vivo, while transient in vitro inhibition may enhance subsequent Th1 and CD8 CTL effector function and long-lasting cell numbers in vivo.
3.3 Discussion

T cell activation and specification into functional subsets requires increased biosynthesis and establishment of the appropriate gene expression program. Importantly, the metabolic programs and requirements of each subset are distinct and Th1, Th17, and Treg have critical metabolic differences that influence their differentiation and fate. While glucose metabolism has been extensively studied, here we show that glutamine metabolism and GLS activity regulated T cell activation and promotes Th17 while impairing Th1 differentiation and effector function.

Glutamine and generation of α-KG through GLS and glutaminolysis can play a key role to maintain levels of TCA intermediates that support oxidative phosphorylation and TCA flux. Indeed, acute GLS inhibition lowered T cell respiration and abundance of TCA intermediates while increasing glucose contribution to these pathways. As T cells differentiate into effector populations, however, this association becomes context dependent as IL2 can promote a spontaneous Th1-like phenotype in CD4 T cells and enhance CD8 CTL effector function. Th17 cells, however, remain dependent on these pathways. For Th1 and cytotoxic CD8 T cells to adapt to GLS-deficiency, an alternate anaplerotic source is essential. This may be mediated through Pyruvate Carboxylase generation of oxaloacetate from glycolysis-derived pyruvate, as can occur in glutamine-independent cancers (Cheng et al., 2011).
While GLS acts on glutamine to facilitate the first event of glutaminolysis, modulation of glutamine metabolism at different steps can lead to strikingly different phenotypes. The absence of glutamine prevented cytokine production and proliferation of both Th1 and Th17 cells and instead promoting Treg generation. Deficiency of the glutamine transporter ASCT2 did not suppress proliferation but did impair both Th1 and Th17 T cell specification while enhancing Treg generation (Nakaya et al., 2014). Suppression of GOT1, which converts aspartate and α-KG to glutamate and oxaloacetate, impaired Th17 with increased Treg differentiation (Xu et al., 2017). GLS-deficiency differs still to selectively promote Th1 and impair Th17 differentiation while not affecting Treg. Subset-specific protein expression and levels of different metabolites in glutamine-related pathways may mediate distinct responses to glutamine metabolism. ASCT2 is one of multiple glutamine transporters to control intracellular glutamine levels and may interact with the CARMA1 complex upon T cell activation to regulate NF-κB signaling (Nakaya et al., 2014). GOT1 deficiency may restrict glutamate production from aspartate while leaving glutamine conversion to glutamate and α-KG intact. GLS deficiency, in contrast, allows glutamine uptake but leads to both glutamate and aspartate deficiencies and increased ROS. Given the interconnections and importance of each metabolite in glutamine metabolic pathways, it is likely that inhibition of this network of metabolites leads to context specific outcomes.
Modulation of glutamine-dependent metabolites may influence T cells through alteration of epigenetic marks and chromatin accessibility. Increased cytosolic acetyl-CoA levels can modulate histone acetylation and can regulate IFNγ expression (Peng et al., 2016) and α-KG can play an important role in histone and DNA methylation. Individual histone marks have distinct regulatory roles and while we found changes in consistent changes in global H3K4 and H3K27 trimethylation that can differentially influence gene expression, it is likely that other marks also affect chromatin status as a whole to determine gene expression. Changes in the abundance of α-KG, TCA cycle intermediates, and 2-HG likely contribute to altered chromatin state and gene expression. The initial hypermethylation phenotype continued in Th17 and reversed by IL2 in Th1 cells, suggesting that IL2-induced signals and Th1 differentiation ultimately dominate the overall chromatin accessibility and gene expression patterns. ROS also promoted increased histone methylation in GLS-inhibited Th17 cells and influenced cytokine production by Th1 cells, although the mechanisms are unclear. One protein that may play a central role in GLS-regulation of chromatin is CTCF, which was shown to regulate IL-2 dependent gene programming in T cells in response to α-KG (Chisolm et al., 2017). While Ctcf mRNA levels were not strongly affected in this study by either Th1 or Th17 GLS deficient T cells, CTCF consensus binding sequences were significantly enriched in chromatin sites identified in ATAC-seq studies for both up and down-
regulated genes. The shared occurrence of CTCF binding sites may represent an initial α-KG dependent response and lead to more open or closed chromatin based on other DNA binding factors and transcription factor expression differences in Th1 and Th17 cells.

Opposing effects of GLS inhibition on mTORC1 signaling in Th1 and Th17 and the ability of mTORC1 to promote a glycolytic and effector differentiation program suggest that this pathway plays a key role to mediate the effects of GLS on T cell fate. IL2 was essential to stimulate mTORC1 activity that enhanced differentiation of GLS-deficient Th1 cells. GLS-inhibition induced several changes in IL2 and mTORC1 signaling that may contribute to the differential response of Th1 and Th17. In addition to increased Sestrin2 and Castor1 that are involved in amino acid sensing (Chantranupong et al.; Wolfson and Sabatini) and Akt1, PIK3IP1 was sharply downregulated in GLS-deficient Th1 cells. PIK3IP1 is a transmembrane protein and was expressed at low levels in Th17 cells. PIK3IP1 is inhibitory to the mTOR signaling pathway by binding PI3K p110 and inhibiting PI3K activity. It has been shown to suppress liver carcinomas (He et al., 2008) and also to inhibit T cell activation (DeFrances et al., 2012a; Wei et al., 2016).

Manipulation of PIK3IP1 expression and deletion here demonstrates this PI3K-regulatory protein may contribute to GLS inhibition to modulate mTORC1 signaling in Th1 cells. Conversely, Th17 cells are described to respond poorly to IL2 (Quintana et al.,
2012), and reduced IL2 response or altered PI3K/Akt/mTORC1 activating signal may also impair differentiation in GLS-deficient Th17 cells.

Targeting GLS may selectively impair Th17 cells while having potential to enhance Th1 responses in vivo. Th17 cells were exquisitely sensitive to generation of ROS, as addition of the glutathione mimetic n-acetylcysteine rectified Th17 IL-17 production and RORγt levels. This also correlated with rectification of H3K27 trimethylation, indicating that ROS may significant effects on Th17 differentiation and epigenetic programming. Th17 cells were GLS-dependent and failed to induce lung inflammation in either cGvHD or acute airway inflammation models and GLS-deficiency protected against inflammatory bowel disease. In addition, inhibition of GLS was recently shown to suppress a model of rheumatoid arthritis (Takahashi et al., 2017), although mechanisms were uncertain. Th1 cells were also impaired in these models, potentially due to the lower levels of inflammation or the eventual impairment of Th1 cells due to induction of inhibitory receptors. Similarly, GLS-deficient CAR-T cells were initially competent to eliminate B cell targets in vivo but failed over time. Transient in vitro GLS inhibition, however, enhanced effector activity and allowed CAR T cells and anti-viral T cells to accumulate to greater numbers in vivo. This effect is likely due to GLS-inhibition induced changes to chromatin accessibility and sensitization to cytokine
signals that promote sustained function in a setting where T cells are capable of performing glutaminolysis.

The subset specific integration of glucose and glutamine metabolism may now offer new opportunities to modulate immunity. The enhancement of mTORC1 signaling in Th1 demonstrates that this metabolic pathway both promotes Th17 and suppresses Th1 responses. Previous work showed that Th1 and Th17 differentiation are both inhibited by elimination of Rheb, an mTOR target modulator protein required for mTORC1 activation (Delgoffe et al., 2011). However, we show here a more complicated model of mTOR regulation between Th1 and Th17 cells that depends on IL-2 and epigenetic changes of DNA. GLS may provide a target to treat inflammation in vivo with continuous inhibition. Conversely, based on the CD8+ CTL data, transient inhibition may program T cells for enhanced IFNγ-specific effector responses and promote survival. GLS is a promising candidate to inhibit cancer cell metabolism and may synergize with anti-cancer immune therapies. In these cases, it may be important to consider transient or episodic GLS inhibition to reprogram T cells for enhanced effector function.
4. Metabolic flexibility of Th1 and Th17 cells

4.1 Introduction

In response to activation signals through the TCR, T cells increase glycolytic and glutaminolytic machinery to meet demand. Recently, metabolic reprogramming of naïve T cells to rapidly dividing Teff cells was shown to directly modulate activity (Carr et al., 2010; Macintyre et al., 2014). While Teff cells have similar jobs to promote inflammatory responses to immune insults, metabolic programming varies amongst different subsets (Michalek et al., 2011).

Metabolic flexibility is prevalent on an organismal level. Mammals are particularly good at maintaining blood glucose levels and fatty acids as energy sources, even in anorexic conditions (Lohuis et al., 2007; Spiegelman and Flier, 2001). This is coordinated by several organ systems, including the liver, hypothalamus, adipose tissue, and pancreas. Hormone signaling allows for system-wide changes in gluconeogenesis performed by the liver and lipolysis in fat, balancing energy use and biosynthesis of precursors. These respond to glucagon and insulin produced by the pancreas (Duncan et al., 2007). Muscles in humans can use several biosynthetic processes to generate ATP for movement: creatine phosphate, glycogen, and glucose. This metabolic flexibility works on a large-scale organism such as humans but it stands to reason that lymphocytes may also need to be metabolically flexible. Teff cells switch from quiescent, oxidative
metabolism primarily in the mitochondria to a catabolic glycolytic metabolism in response to TCR stimulation (Buck et al., 2015). Importantly, however, they also migrate into areas that may be nutrient limited. In sites on inflammation and in tumors, for example, glucose and glutamine may be limited by high uptake from other cells in the surrounding tissue (Chang et al.). In some tumor microenvironments, lactate levels are high and glucose levels low. Treg can use lactate as a source of fuel but Teff cannot, promoting Treg suppression of immune responses (Angelin et al., 2017). The ability to shift metabolic responses in the surrounding environment could lead to immune dysregulation, especially in nutrient limiting conditions.

Cancer cells also engage in significant metabolic activity in order to rapidly divide. In renal cell carcinoma, for instance, loss of SETD2 enhances HIF1 expression to induce glycolytic metabolism (Keefe et al., 2013). Glycolysis generates pyruvate from glucose to feed into the TCA but is also pushed into lactate production by lactate dehydrogenase. This happens in the presence of oxygen, despite oxidative metabolism producing much more ATP per mol of glucose than glycolysis (known as the Warburg Effect). While causal reasons are still under investigation, several possibilities exist. Glucose-6-phosphate derived from hexokinase can be shunted into the Pentose Phosphate Pathway to generate nucleotides for DNA and RNA synthesis (Vander Heiden et al., 2009). Availability of NAD+/H, NADP/H, and FAD+/H2 are necessary in
providing reducing equivalents for glycolytic and mitochondrial metabolism. For example, reductive carboxylation of α-KG was found to be important when mitochondria were dysfunctional, leading to restoration of citrate and generation of lipids for biosynthesis (Mullen et al., 2014). T cells similarly respond to activation signals to promote metabolic flux through glycolytic and glutaminolytic pathways. Biosynthetic precursors for nucleotides, lipids, redox reactions, and ATP generation are all necessary for T cell function. Based on signaling and metabolic demand, T cells may have specific metabolic needs that can be harnessed to promote or inhibit T cell subsets. Expression of HIF1α, for example, modulates the differentiation of naïve T cells to Th17 cells by allowing methylation of the Foxp3 locus (Shi et al., 2011). Deletion of the primary T cell glucose transporter Glut1 prevent Teff responses but spared Treg suppression (Macintyre et al., 2014). Alternative biosynthetic sources such as amino acids and fatty acids could be utilized by T cells in response to metabolic stressors in inflammatory and cancer disease states.

Here, we show several different pathways that alter T cell differentiation and function. Pharmacological inhibition of several major pathways, including glycolysis and glutaminolysis, under different conditions yielded changes to T cell specification. GLS-inhibited Th1 cells produced more cytokine, recovered proliferation, and differentiated better than control cells. Inhibition of the ASCT2 transporter by a small
molecule prevented Th17 differentiation and IL-17A producing cells, but spared Th2. We also show that Th1 cells treated with GLS inhibitor CB839 upregulate aspartate transport and alanine uptake, potentially pointing to a metabolic adaptation that improves Th1 responses, which were not present in Th17 cells. Further, inhibition of glycolysis by 2-deoxyglucose (2-DG) did not affect Th1 cytokine production, but inhibition of glycolysis and glutaminolysis together abrogated IFNγ producing Th1 cells. This occurred without preventing expression of IL-2. Interestingly, Th17 cells in the presence of 1 mM 2-DG strongly reduced IL-17-producing cells, but also generated a 4-fold increase of IFNγ cells that were not IL-17+. This points to Th1 cells being more metabolically flexible than Th17 cells and may indicate new metabolic avenues of treatment for autoimmune disorders specific to Th17 or Th1 cells.

4.2 Results

4.2.1 Inhibition of the glutamine transporter ASCT2 by V-9302 is deleterious to Th17 differentiation in vitro

Whole-body deletion of the glutamine transporter ASCT2 led to decreased Th1 and Th17 effector function without affecting proliferation (Nakaya et al., 2014). However, this could have multiple effects, as ASCT2 may be required for appropriate T cell signaling and development. Additionally, the SLC1A5 (ASCT2) protein could have structural roles that would be difficult to separate from its transporter role. The small
molecule inhibitor V-9302 is a selective and specific inhibitor of ASCT2 that prevented growth of tumor cells (Schulte et al., 2018). A pro-B cell line was dosed with a range of V-9302 over 36 hours to test cell growth. No difference was seen after 24 hours. At 5 and 10 μM, V-9302 inhibited FL5.12 cell growth (Figure 29A). In naïve T cells skewed to Th1, Th2, and Th17 subsets, 10 μM V-9302 reduced viability in Th17 cells and the number of cells in Th1 and Th17. Th2 cells appeared to be unaffected by ASCT2 inhibition by viability or cellularity (Figure 29B). CB839, which is an inhibitor of the first enzymatic step of glutamine catabolism, reduced viability in Th2 and Th17 cells and reduced the number of cells in Th1, Th2, and Th17 skewing conditions.

Because differentiation of T cells is important in their function, we next tested whether subset-specific transcription factors were modified by V-9302. After five days in differentiation media, Th1 cells treated with V-9302 slightly increased Tbet while there was no effect on Gata3 in Th2. However, V-9302 significantly reduced RORγt expression in Th17 skewing conditions (Figure 29C). This matches responses to CB839 (Figure 14C and 14G). Importantly, V-9302 reduced cytokine production in Th17 cells (Figure 29D). This indicates that Th17 cells are particularly affected by inhibition of glutamine uptake, which is similar to CB839 dosing (Figure 14A), but only partially recapitulates ASCT2 knockout (Nakaya et al., 2014). This suggests that inhibition of ASCT2 transporter may have significant deleterious effects on Th17 but may not impact Th2 cells at all. Th2 cells
are known to be very glycolytic in vitro (Michalek et al., 2011) and may indicate almost no reliance on ASCT2 for glutamine transport or that Th2 cells express other transporters to make up for the loss of SLC1A5.

Figure 29: ASCT2 inhibitor V-9302 reduces viability of Th17 cells and cell numbers.

A) Cellularity of FL5.12 cells after 24 and 36 hours of V-9302 at various concentrations. B) Cell viability (left) and cell number/mL (right) of Th1, Th2, and Th17 skewed T cells after 5 days of culture. C) Transcription factor FACs plots in Th1, Th2, and Th17 cells
with or without V-9302 after 5 days. D) IFNγ and IL-17 production in Th17 skewed T cells in the presence of vehicle, GLS1 inhibitor CB839, or V-9302.

4.2.2 Th1 effector cells rely on glycolysis to promote effector responses during GLS inhibition.

T cells use multiple sources of fuel for metabolic responses to activation. Teff cells are known generally to be glycolytic, whereas Treg utilize oxidative metabolism (Michalek et al., 2011). GLS deficient T cells upregulate glucose uptake compared to control (Figure 16D). The primary glucose transporter, Glut1, is upregulated in Th1 cells when GLS is inhibited with CB839. The other primary Glut transporters in T cells, Glut3 and Glut6, are somewhat downregulated. In comparison, GLS-deficient Th17 cells downregulate Glut1 and Glut6 transporters (Figure 30A). Together with glucose uptake data, this indicates glucose regulation could be a mechanism by which Th1 cells respond to GLS inhibition. To test whether T cells required glucose uptake and glycolysis for survival in the presence of GLS inhibitor CB839, Th1 skewed T cells were treated with CB839 and the hexokinase inhibitor 2-deoxyglucose (2-DG), which is a competitive glucose inhibitor. At 1 mM, 2-deoxyglucose did not affect Th1 IFNγ or IL-2 producers. However, in combination with CB839, 1 mM 2-deoxyglucose strongly reduced the IFNγ+ and IFNγ+Il2+ producer populations compared to vehicle or CB839 alone (Figure 30B and 30C).
Th17 cells rely on glucose uptake as addition of 1 mM 2-DG prevented IL-17 production in Th17 skewing conditions. However, just like Th1 cells, the combination of CB839 + 2-DG further reduced IL-17 production (Figure 30E and 30F). All treatments equally prevented induction of transcription factor required for Th17 differentiation RORγt (Figure 30G). Surprisingly, 1 mM 2-DG by itself promoted IFNγ-only producers in Th17 skewing conditions without inducing IL-17+IFNγ+, suggesting that glycolysis helps to specify differentiation of Th1 and Th17 cells. This did not occur in combination with CB839 (Figure 30H). In literature, glycolysis promotes IFNγ production (Chang et al., 2013) so it is somewhat perplexing that inhibition of glycolysis would promote IFNγ in Th17 skewed T cells. Taken together, these data show that Th1 cells may be more metabolically flexible when one pathway is inhibited, whereas Th17 cells are more stringently reliant on both glycolysis and glutaminolysis.
Figure 30: Th1 cells rely on glycolysis when glutaminolysis is inhibited.

(A) RNA expression by RNA-Seq of glucose transporters Glut1, Glut3, and Glut6 in Th1 and Th17 cells with or without CB839. (B-D) CD4+ T cells in Th1 skewing media. (B) FACs plots showing cytokine producers with or without CB839, 2-DG, or combination CB839 + 2-DG at 1 mM. (C) Average of n = 3 replicates of %IFNγ+IL2+ producers from (B). (D) Tbet expression in Th1 cells as in (B) (left) and average Tbet MFI of n = 3 replicates (right). (E-H) CD4+ T cells in Th17 skewing media. (E) FACs plots showing cytokine producers after five days culture as in (B) but with Th17 cells. (F) Percent IL-
17A producing Th17 cells from (E) averaged from n = 3 replicates/group. (G) Median fluorescence intensity of RORγt in Th17-skewed T cells as in (E). (G) Percent IFNγ+ Th17 cells as in (E).

4.2.3 Glutamic-Pyruvate Transaminase 2 (GPT2) may promote Th1 adaptation to GLS inhibition

The primary source of glutamate in T cells comes from GLS but can be generated via asparagine synthetase (ASNS), which requires aspartate, glutamine, and ATP to generate glutamate. Glutamate is also generated by GOT, which converts a-KG to glutamate using aspartate and generating oxaloacetate. Both ASNS and GOT require aspartate as the nitrogen donor but ASNS uses glutamine as the carbon backbone to generate glutamate rather than α-KG. From RNA-Seq data, GLS-deficient Th1 and Th17 cells both upregulated the surface aspartate transporter Slc25a12 but did not upregulate the mitochondrial aspartate transporter Slc25a13 (Figure 31A). Got1 expression is low in T cells (Figure 8C) but another isoform, Got2, is high expression by RNA and differentially regulated in Th1 and Th17 cells (Figure 31B). Th1 cells increased RNA expression of Got2, whereas Th17 cells decreased. Asns was not changed in Th1 cells but was again downregulated by Th17 cells (Figure 31C). Despite the upregulation in transporter for aspartate, both Th1 and Th17 treated with CB839 had decreased intracellular aspartate levels. Lower intracellular aspartate is indicative of either decreased uptake, or increased use of aspartate. In vitro concentrations of aspartic acid
may be limiting, as they are 150 μM in RPMI media, which is approximately 10-fold less than glutamine levels (2 mM). Importantly, however, GOT2 requires α-KG to generate glutamate and vice-versa. Both α-KG and glutamate have reduced availability in GLS-deficient T cells.

Glutamic-pyruvic transaminase (GPT) has been shown to be important in tumorigenesis and mitochondrial stress (Coloff et al., 2016). Inhibition of GLS reduces available glutamate and α-KG in both Th1 and Th17 cells (Figure 16A and 18A). Gpt1 has low expression in T cells but Gpt2 is highly expressed and increases expression in Th1 cells upon GLS inhibition (Figure 31D). To test whether alanine was being consumed by Th1 and Th17 cells, CD4+ T cells were skewed to these subsets with or without CB839. Supernatant was collected after five days and alanine levels were quantified by Nuclear Magnetic Resonance (NMR). Th1 cells and Th17 cells tend to secrete alanine into the media, but upon GLS inhibition, alanine uptake increased strongly in Th1 cells but only modestly in Th17 cells (Figure 31E). Alanine is not added to RPMI media during formulation, so we tested RPMI complete media which contains fetal bovine serum. On average, NMR analysis revealed alanine levels in RPMI containing serum was around 130 μM from multiple types of sera (Figure 31F). This is similar to the level of aspartic acid, which may become limiting during high metabolic activity. Indeed, Th1 and Th17 cells treated with GLS inhibitor CB839 had reduced
intracellular alanine compared to controls (Figure 31G). Further, CD4+ T cells activated on αCD3/CD28 over 3 days had decreased glucose carbons being shunted to alanine compared to control, suggesting other sources of alanine – such as alanine uptake (Figure 5A). To test whether increasing levels of alanine allowed for increased responses to CB839 by replenishing glutamate levels, Th1 cells were skewed over 5 days in the presence of CB839, 1 mM alanine, CB839 + 0.25 mM alanine, or CB839 + 1 mM alanine. At day 5, no significant changes in cell number was observed with added alanine to CB839 groups (Figure 31I). At day 5, Tbet levels were slightly reduced in Th1 cells dosed with 1 mM alanine alone. In combination with CB839, however, 0.25 mM alanine enhanced Tbet expression (Figure 31J). This leads us to conclude that alanine may not be limiting in this setting, though it may have some role in differentiation. Both GOT2 and GPT2 rely on levels of a-KG and glutamate which are both reduced in GLS-deficient Th1 cells. Therefore, these results may suggest that availability of glutamate and a-KG dominate the adaptive response to glutaminolysis inhibition.
Figure 31: GOT2 and GPT2 are differentially regulated in Th1 and Th17 cells treated with CB839, pointing to aspartate and alanine as limiting metabolic points.

A) Aspartate transporter on cell surface (left) and mitochondria (right) expression by RNA-Seq. B) Got2 expression as in A. C) Asns expression as in (A). (D) Intracellular aspartate metabolite levels in Th1 and Th17 cells treated with CB839. Dotted line is vehicle levels. D) GPT1 (left) and GPT2 (right) RNA expression as in A. E) Alanine uptake in Th1 and Th17 cells treated with CB839. F) Alanine concentration in RPMI media used for in vitro experiments by Nuclear Magnetic Resonance (NMR). (H) Alanine carbons derived from 13C glucose tracing. (I) Cell count of CD4+ T cells in Th1 skewing media for 5 days with added alanine (Ala) alone or in combination with CB839. (J) Protein expression of Tbet as in (I).
4.3 Discussion

Metabolic flexibility helps organisms and cells respond to a constantly changing environment. Multiple sources of energy like glucose, fatty acids, and amino acids would clearly be useful to actively proliferating cells but may come with liabilities that prevent T cell function or enhance function too much. Inhibited T cell responses would lead to poor control of immune insults and enhanced responses would tend toward auto-immune or pro-inflammatory responses. The perfect balance, therefore, would be important to maintain while still being able to adjust for changing conditions external to the cell.

Inhibition of the glutamine transporter ASCT2 prevented Th17 cell differentiation and cytokine production yet enhanced slightly Th1 differentiation. This matched similar responses to inhibition of GLS. However, Nakaya and colleagues showed that both Th1 and Th17 cells were inhibited by full-body knockout of Asct2. This could mean one of four things: 1) ASCT2 has an important role outside of glutamine transport which is not recapitulated during inhibition, 2) Glutamine transport by ASCT2 may have some developmental role in other cells that support T cells, 3) Knockout of the protein is more complete than inhibition by the drug, or finally 4) Knockout of the protein allowed for T cells to adapt early on to make up for the loss of ASCT2. If 4) is true, then there will be differences between chronic and acute inhibition of ASCT2.
ASCT2 interacting proteins could be looked at by immunoprecipitation and pulldown of SLC1A5-interacting proteins. It is possible that binding partners may allow for more than just glutamine transport, which may explain the differences. Developmentally, the only way to rule out supporting role of ASCT2 would be to test other cell types that express the transporter. The liver may be an important place for glutamine uptake, as glutamine is important for supporting gluconeogenesis. ASCT2 knockout animals may be more susceptible to hypoglycemia if the liver cannot uptake glutamine appropriately.

Previous studies on glycolysis in T cells showed that deletion of the glucose transporter Glut1 prevented Teff activation and was protective in inflammatory mouse model of colitis (Macintyre et al., 2014). Moreover, inhibiting glycolysis with the glucose competitive inhibitor 2-DG enhanced CD8+ memory formation, which, when adoptively transferred to mice, had higher proliferation, persistence, and cancer killing (Sukumar et al., 2013). Here we showed that 2-DG has no effect on Th1 cytokine production in vitro, despite lower cell numbers at later time points. However, 2-DG in combination with CB839, Th1 cells rapidly lost IFNγ producers without preventing IL-2. As memory T cells have a higher potential for proliferation and cytokine production during secondary challenges, it would be interesting to verify whether 2DG or combination 2DG and CB839 enhance memory populations and recall responses in vivo. Additionally, 1 mM 2-DG enhanced IFNγ producers in Th17 skewing conditions. This result in Th17 cells has
not been reported in literature, but glycolysis has been shown to be required for IFNγ production in Th1 cells. 2-DG has additional effects on cells beyond inhibiting glycolysis, including activation of AMPK signaling pathways and induction of autophagy. Because AMPK signaling alters metabolic programming, the role of AMPK in Th17 differentiation and cytokine production should be explored. A recent study on the balance of Th17 and Treg showed that AICAR, an activator of AMPK, prevented Th17 differentiation and induced Treg via enhanced fatty acid oxidation (Gualdoni et al., 2016). It is possible that IFNγ production is not directly related to glycolysis, but available acetyl-CoA (Peng et al., 2016). Activation of AMPK to promote fatty acid oxidation could enhance acetyl-CoA levels which allows for changes in differentiation, even in Th17-skewing media. Thus, it will be important not only to look at memory formation in the presence of 2-DG, but also adaptive mechanisms to alter differentiation in T cell subsets.

We also showed increased aspartate and alanine uptake in CD4 T cell subsets treated with CB839. Multiple transaminases use aspartate and alanine, such as GOT2 and GPT2. We show that these enzymes are differentially regulated in Th1 and Th17 cells which may point to their involvement in Th1 adaptation to GLS inhibition. However, addition of alanine did not significantly alter Th1 function. We have not tested whether complete removal of aspartate or alanine would prevent Th1 responses
to GLS inhibition. Dialyzed serum has significantly reduced fatty acids and amino acids.

Using dialyzed serum, we could test whether availability of these two amino acids supports Th1 adaptations. Unfortunately, dialyzed serum is not well-tolerated by T cells and may introduce more variables into the experiments.

While alanine may not be limiting in vitro, it will be important to test whether GPT2 and GOT2 expression affects the adaptive response. If knockout of these transaminases prevents Th1 adaptive response, we can then try and overexpress these transaminases in Th17 cells, which have low RNA expression. Aspartate transporter SLC25A12 was increased in Th17 cells as well which may allow Th17 cells to respond to GLS inhibition by increasing glycolysis to generate α-KG and promote transamination to glutamate. The results of these studies here show additional glutaminolytic pathways that can alter T cell function. It expands upon the known roles of glycolysis inhibition by 2-deoxyglucose and identifies acute glutamine uptake via ASCT2 as a potential Th17 therapeutic in inflammatory settings.
5. Conclusions

The work shown here expands upon the role of glutaminase and glutaminolysis in T cells. The primary conclusions of this work are 1) T cells rely on glutaminase to feed carbons into the TCA cycle, and when GLS inhibited, CD8+ T cells enhance effector function. 2) Glutaminase inhibition defaults mouse T cells to a Th1-like programming and enhances effector responses, potentially through epigenetic enzyme JMJD3 while inhibiting Th17 via reactive oxygen species. This is intriguing because it shows that we can target different subsets of effector T cells for therapy. 3) In vivo inflammatory and Chimeric Antigen Receptor (CAR) T cell responses in GLS KO T cells were blunted, indicating that permanent loss of GLS is deleterious. Contrasting this, in the same CAR T cell and vaccinia virus models (CTL and Th1-specific responses, respectively), temporary inhibition using the GLS inhibitor CB839 promoted T cell survival and proliferation. 4) Th1 cells adapt to metabolic inhibition of glycolysis and glutaminolysis whereas Th17 cells do not. Th1 cells could generate cytokines and survive despite inhibition of glutamine transport, glycolysis, or GLS. Th17 cells had the opposite response, with reduced differentiation and cytokine production. This may lead to new therapies to enhance Th1 viral responses or prevent IFNγ production in a two-pronged metabolic approach.
5.1 Glutaminase inhibition leads to enhanced effector function after initial inhibition in CD4+ and CD8+ T cells.

Based on T effector cell requirements to proliferate and grow, it seems counterintuitive that inhibition of glutaminase would tend to promote T cell activity. T cells rely on glycolysis and glutaminolysis to function effectively \textit{in vivo}. However, the data described here does not contradict these claims. Instead, what we find is that glutaminase may act cell-autonomously to partially dampen the effector cell responses to prevent over-activation and induction of exhausted cell phenotype. The interplay between alternative sources of carbons and ATP can have profound effects on T cell function. Indeed, Treg are known to be insensitive to glucose uptake inhibition by 2-deoxyglucose and were still functional despite loss of glucose transporter Glut1. However, Teff responses were dependent on Glut1 and prevented effector cytokine production and differentiation (Macintyre et al., 2014). We show here that when glutaminase (GLS) is inhibited by CB839, activated T cells rely on transport of pyruvate into the mitochondria to maintain oxidative phosphorylation. This leads to glucose uptake, and in Th0 settings, where cells were activated without additional cytokine generation, GLS inhibition enhanced IFNγ production and differentiation to a more effector state. This meshes nicely with literature showing that enhanced glucose flux also increases IFNγ in T cells. However, GLS inhibition also induced surface markers of exhaustion such as Lag3 and PD-1, which, when bound to their cognate proteins, can
modulate T cells into an anergic and exhausted state. It may be that glutaminolytic machinery provides biosynthetic intermediates necessary for T cell growth and activation, which allows cells to use glucose at a moderate level for ATP to prevent early exhaustion. For example, Siska and colleagues showed that tumor infiltrating lymphocytes (TILs) in renal cell carcinoma had reduced glucose uptake, increased mitochondrial mass, and were in an anergic state (Siska et al., 2017). It is unclear whether the cells were initially hyper-activated (increasing glucose use) and then became anergic, or whether the tumor microenvironment prevented upregulation of key metabolic signaling pathways (via checkpoint proteins such as PD-1).

Interestingly, the tumor microenvironment can also have profound effects on T cells. Renal cell carcinoma is known to uptake glucose and produce large amounts of lactate. Lactate, a primary end metabolite of glycolysis in tumor cells (Romero-Garcia et al., 2016) and in T cells (Macintyre et al., 2014), can have significant effects on immune cell infiltration. Treg cells were shown to use lactate as a source of carbons when glucose availability is low (Angelin et al., 2017). Lactic acid itself prevented inflammatory responses of LPS-induced genes in humans (Peter et al., 2015). In the case of tumor cells or the surrounding environment being conducive to inducing anergy, GLS deficient CD4 and CD8+ T cells may be particularly sensitive to additional nutrient starvation or checkpoint inhibition. However, in many cases, the push and pull between proliferation,
cytokine production, memory formation, and T cell exhaustion all form an appropriate T cell response during immune insult.

To test whether the exhaustion response in glutaminase-inhibited CD8+ CTLs are truly more sensitive to checkpoint inhibition, several experiments will need to be tested. First, ectopic expression of the cognate ligand for PD-1, PDL-1, could be induced in xenograft tumors to see if GLS-KO CTLs are more sensitive to inhibition – thus allowing cancer cells to grow over wild type. To test for the direct interaction, an anti-PD-1 antibody could be dosed at the same time to disrupt PD-1:PDL-1 interaction. If GLS-deficient CD8 cells can induce tumor cell lysis and prevent tumor growth in the presence of anti-PD-1 antibody better than wild type control, we would conclude that glutaminase enhances effector responses but also makes them more susceptible to exhaustion. Given the role that both CD4+ T cells (Linnemann et al., 2014) and CD8+ T cells have on tumor elimination, it will be very important to elucidate whether inhibition of GLS truly enhances tumor killing in vivo.

5.2 Glutaminolysis promotes Th17 via ROS but inhibits Th1 effector function in an mTORC1 dependent fashion

Modulating glutaminolysis at different enzymatic steps has varied effects on T cell differentiation and function. Inhibition of GOT1, the transaminase responsible for generation of α-KG and aspartate from oxaloacetate and glutamate, lowered 2-
hydroxyglutarate production and promoted Foxp3+ Treg differentiation while reducing Th17 (Xu et al., 2017). Deletion of the primary glutamine transporter ASCT2 prevented activation of both Th1 and Th17 cells and reduced mTOR activation but did not reduce proliferation (Nakaya et al., 2014). Here we show that inhibition at the level of GLS prevented Th17 differentiation and proliferation, but counter-intuitively promoted Th1 effector phenotypes. Despite early reductions in proliferation in both Th1 and Th17 cells, Th1 cells eventually overcame the GLS inhibition, likely through promoting glucose uptake and epigenetic modifications. These Th1 responses were dependent on IL-2, which has been shown to regulate α-KG-dependent gene signatures (Chisolm et al., 2017). Additionally, Th1 cells treated with CB839 were exquisitely sensitive to inhibition of mTOR by rapamycin. We suggest, but do not prove specifically here, that altered gene signatures in Th1 cells in the presence of IL-2 allows these cells to adapt. To test whether IL-2 has a transcriptional activity promoting mTOR dependency, T cells treated with CB839 with or without IL2, in the presence or absence of rapamycin could be differentiated into Th1 cells. RNA Seq could then be performed and gene-set enrichment analysis run to identify pathways dependent both on IL-2 and rapamycin.

T cell reprogramming after activation through the TCR is modulated by PI3K and mTOR signaling. We show in this work that PIK3IP1, a surface membrane protein with a p85-like subunit to bind PI3K, has modulatory effects on Th1 cells. By CRISPR
knockout we see increased IFNγ cytokine production, while overexpression of PIK3IP1 reduces it. We also show that an antibody targeting PIK3IP1 reduces mTORC1 activation and enhances the naïve portion of T cells in response to αCD3/CD28 stimulation. While the in vitro results are very promising, a key point to address is whether this has in vivo efficacy. This inhibition of mTOR and reduction in cytokines could be useful in inflammatory settings related to IFNγ production. We have yet to show a role in Th17 cells, however, their expression of PIK3IP1 by RNA is quite low, and so we would not expect responses there. Primarily, though we have shown a correlation between PIK3IP1 expression and Th1 cell function, we do not know the mechanism behind these modulatory effects. PI3K signaling pathways can be addressed via western blot. Additionally, mutations in the p85 region of the PIK3IP1 protein could be generated that prevent binding of PI3K and reduce inhibition. Finally, because TBET drives both Th1 and CD8+ CTL transcriptional programming, it will be important to test whether CD8+ T cells also have modified mTORC and PI3K signaling.

Glutamate is the primary amino acid downregulated by GLS inhibition. However, there are several different transaminases that can generate glutamate in the absence of GLS activity. For example, GOT can generate glutamate from α-KG, consuming aspartate and generating oxaloacetate. The aspartate transporter SLC25A12 is upregulated in both Th1 and Th17 cells and aspartate levels are low in both cell types.
It is possible that GOT activity is ongoing in both Th1 and Th17 cells, however we do not have direct evidence that it is specifically regulating the Th1 and Th17 phenotypes. GPT, also known as alanine transaminase, can catalyze glutamate from alanine and α-KG.

From RNA-Seq data, we show that GPT2 is differentially regulated in Th1 and Th17 cells. GPT2 was found to couple glycolytic metabolism with glutamine to feed the TCA cycle in colon cancer cells and knockdown of GPT2 prevented tumor proliferation (Smith et al., 2016). Gpt2 is upregulated in Th1 (Figure 31D) and it is possible that GPT2 is a key metabolic target of IL-2 signaling that promotes Th1 differentiation during GLS inhibition. As shown in data section 4, alanine uptake in Th1 cells is strongly increased versus control which also points to alanine as substrate for adapting metabolism. Gpt1 is not well expressed by RNA. Adding alanine to GLS-deficient Th1 cells did not strongly modify differentiation (Figure 31I and 31J) which could mean that alanine is not limiting in RPMI media. Unfortunately, removing alanine from serum would require dialyzed serum, which is not tolerated by T cells well. To get at whether GPT2 is regulating Th1 differentiation, CRISPR will be used to knockout GPT2 in murine T cells treated with CB839. This will help determine whether adaptation to GLS inhibition by GPT2 promotes effector T cell responses and enhances IFNγ and TBET. To test whether GPT2 directly promotes T cell differentiation, overexpression of GPT2 by retrovirus could be used in naïve T cells activated on αCD3/CD28. Overexpression of GPT2 may drive IFNγ
production by itself, and we will test whether overexpression will allow Th17 cells to adapt to GLS inhibition and promote IL-17 cytokine production.

Th17 cells were, in contrast, adversely affected by ROS generation which could be rescued by n-acetylcysteine (N\text{Ac}). Strangely, despite increases in cellular ROS in both Th1 and Th17 cells, Th1 cells were not rescued by addition of NAc. Th1 cells also had increased mitochondrial ROS levels in response to GLS inhibition, which did not occur in Th17 cells (Figure 19E). It may be that mitochondrial ROS elimination by superoxide dismutases is enhanced in Th1 cells compared to Th17. This can be tested by western blot to probe for SOD1 and SOD2 in Th1 and Th17 cells to determine whether there is increased protein in mitochondria responsible for eliminating ROS.

Alternatively, GSHR is responsible for glutathione recycling from oxidized GSSG to its active, reduced form GSH. Th17 cells are particularly sensitive to ROS levels (Gerriets et al., 2015) and our data are suggestive that de novo synthesis of GSH is impaired upon GLS inhibition (Figure 9B). To test whether GSH recycling is important for Th1 response to GLS inhibition, we can knock down \textit{Gshr} using CRISPR/Cas9 in Th1 cells in the presence of CB839, which will reduce the available recycling component and render Th1 cells vulnerable to ROS levels.
5.3 Inflammatory responses in vivo require GLS and temporary inhibition of GLS promotes T cell survival and proliferation.

The conclusions of enhanced effector Th1 and reduced Th17 cells in vitro and in vivo were based entirely on murine models of inflammation and cancer. An important consideration in these conclusions are that murine T cells and immune systems, while similar to human, do not recapitulate human disease perfectly. Indeed, in some cases, murine mouse models have been notoriously poor at predicting preventative or therapeutic medicine in clinical trials (Webb, 2014). However, memory T cells in both human and mouse have been shown to increase T cell responses in acute viral responses (Wherry and Ahmed, 2004). More recently, memory formation in cancer-specific CD4 and CD8+ T cells has become an important target of therapy (Sukumar et al., 2013). Memory T cells utilize oxidative metabolism compared to effector T cells, increased AMPK signaling (van der Windt et al., 2012), and a heightened ability to respond to immune challenges.

CB839 treatment enhanced in vivo cell numbers in vaccinia virus and CAR T cell models compared to control (Figure 28D and 28F). Discerning whether this is due to increased memory formation, survival, or enhanced proliferation will yield interesting biological and clinical questions. For example, if memory T cell formation is enhanced in CAR T cells treated with CB839 ex vivo, this may indicate significant clinical benefit to immune surveillance against B cell leukemias. However, if proliferation is merely
enhanced, that would suggest that the T cells are just increasing effector function and in fact may lead to reduced clinical significance as Teff populations do not survive long-term. To test whether CB839-treated CAR T cells enhance memory formation, we can use flow cytometry techniques to phenotype the adoptively transferred CAR T cells up to two months after initial transfer. We will look at markers of memory in mice, including longevity of CAR T, CD62L and CD44 expression, and AMPK-targeted signaling at both early and late time points. Proliferation will be assessed by staining CAR T cells with proliferative dye Cell-Trace Violet (CTV) before adoptive transfer. At early time points, up to a week after transfer, CTV is used. Another marker of proliferation is Ki67, which can be used longer-term than CTV (Gerriets et al., 2016). We show evidence of increased Ki67 in CD8+ CTLs treated with CB839 (Figure 13H). Because T cell numbers could be a result of reduced apoptotic cells, cleaved Caspase3 and expression of BCL-2 family proteins can be assessed by flow cytometry at the same time. Further, re-introduction of B cell leukemia cells after initial B cell loss would provide a functional readout of T cell memory formation, as memory cells confer immunity against re-challenge.

CB839 is already being dosed in clinical trials for cancer indications. However, primary readouts do not include immune cell phenotyping. Because clinical trials are expensive and time consuming, the first step to determine human efficacy will be to
recreate some of the *in vitro* evidence of GLS reliance in CD4 and CD8+ T cells isolated from healthy human donors. Skewing of human T cells into Th1, Th17, and Treg subsets has become viable in the past few years (Burgler et al., 2009; McGeachy and Cua, 2008). Cytokines required for this differentiation do not entirely match murine. Indeed, the role of TGFβ in human T cell differentiation is much less clear than in mice, as it was found to inhibit Th17 development in humans (Acosta-Rodriguez et al., 2007). These differing cytokine milieu profiles could alter responses to downstream activation and mTOR signaling, which we show here to be important in T cell responses to GLS inhibition. The goal of *in vitro* human T cell experiments would be to test whether differentiation and activation matches the responses seen in mice. These results would then inform the forthcoming clinical trials. The most exciting possibility is that CAR T cells generated in the presence of GLS inhibitor CB839 could enhance CAR T cell function and survival in B cell leukemia patients. This may allow for cost savings, as well, as fewer CAR T cells would be required to infuse.

One of the problems inherent in human testing is variation amongst the population. Gene status, immune system health, etc., can all affect how T cells respond to manipulations. Murine models are genetically identical and we can control the environment much more accurately. Therefore, it will be important to test larger numbers of human donors both *in vitro* and *in vivo*. 
The mechanism behind increased survival and proliferation has yet to be mechanistically shown. Though this work suggests epigenetic factors based on α-KG levels could be the answer, they have not been directly tested. TET2 loss in a murine model of viral infection promoted memory CD8+ T cell formation and better viral recall response (Carty et al., 2018). And recently, a patient report showed that accidental inactivation of TET2, a DNA methyltransferase, promoted CAR T cell activation that became the dominant clonotype in a B cell leukemic response. Lentiviral insertion of the CAR T construct is random and happened to insert into the TET2 locus. Importantly, the TET2 disruption promoted a central memory phenotype in these CAR T cells in humans (Fraietta et al., 2018). This rare event lends credence to the idea that epigenetic manipulation of CAR T cells could have therapeutic benefit to patients.

The JMJD3 inhibitor, GSKJ4, was used here to show that CB839 dosing phenocopies JMJD3 inhibition in T cells. There are many methyltransferases and demethylases, so to test whether JMJD3 is indeed the target, we will use the CRISPR/CAS9 system to delete JMJD3 in Th1 cells and see if it copies the JMJD3 inhibitor and CB839 dosing. However, this does not precisely target the reason why α-KG levels enhance proliferation and survival. JMJD3 may bind specific sites regulating cell cycle (CDKs) or survival genes (Bcl-2, Bax, etc) to demethylate. Chromatin IP (ChIP) Seq for JMJD3 can be performed on human T cells treated with CB839, both in standard
activation on aCD3/CD28 and in the CAR T cell model. This will pinpoint DNA sites bound by JMJD3 specific to GLS inhibition. Bisulfite sequencing can then be used to measure the methylation status of target gene loci (Hodges et al., 2009).

Metabolic machinery have roles outside of their known enzymatic activity. GAPDH, for example, can bind mRNA and affect transcription of target proteins, like IFNγ production in T cells (Chang et al., 2013). While this particular mechanism is still being debated (Peng et al., 2016), it is possible that GLS may also bind and affect mRNA. ChIP-Seq for GLS could yield a new activity for glutaminase. As the enzymatically active GLS is a homo-tetramer, the inactive dimer form may moonlight in separate biologic activities. The chemical class derived from BPTES all disrupt the homo-tetramer formation (Thangavelu et al., 2014). In this case, we can easily inhibit tetramer formation of GLS using CB839 or BPTES, and ChIP GLS in both active and inactive states.

5.4 Th1 cells are more metabolically flexible than Th17 cells

2-deoxyglucose dosing in Th1 and Th17 cells reduces proliferation and effector differentiation (Gerriets et al., 2015). We show here that counter to what is published, glycolysis-inhibited Th1 cells seem to generate cytokines just as well as control, despite reduced proliferation. It was only in combination with CB839 that IFNγ production dropped. It is possible that AMPK activation by 2-DG has a role to play in this as the AMPK-activating aspect of 2-DG in T cells has not been shown. To test whether AMPK
is necessary for the 2-DG response, AMPK knockout T cells could be skewed to Th1 in the presence of CB839, 2-DG, and combination CB839+2-DG. Without AMPK to induce fatty acid oxidation, Th1 cells may not be able to continue in the face of glycolytic inhibition.

Both GOT2 and ASNS utilize aspartate to generate glutamate. A potential problem with knocking out GOT2 or ASNS separately could be that either enzyme would still potentially make up for the loss of the other. This functional redundancy could muddy the interpretation of the data if it is unsuccessful. However, one could potentially knockout both GOT2 and ASNS together, as they likely do act in some way to restore glutamate levels. In this case, only the conversion to glutamate from GPT2 and GOT2 would be contributing to glutamate levels. However, based on metabolite levels in vitro, the primary enzyme responsible for glutamine to glutamate conversion is GLS.

If aspartate or alanine are responsible for metabolic adaptation in Th1 cells, it would be important to understand where the nitrogen and carbon groups are coming from. GPT2 generates pyruvate from alanine and α-KG, which could be further metabolized by PDH to enter the TCA cycle, or it could be shunted into the cytosol for conversion to lactate by LDH. Aspartate, on the other hand, could be used to generate oxaloacetate and glutamate via GOT. This can be directly tested by 13C-labeled aspartate or alanine to trace carbons by metabolomics. However, the GOT2 and GPT2
reactions are likely futile in low intracellular glutamate and α-kG levels. They both rely on α-KG or glutamate availability. We showed that add-back of dimethyl alpha-ketoglutarate (DMaKG) rectified Th1 responses. The GOT2 or GPT2 reactions could also be important in the response of GLS-inhibited Th1 cells to DMaKG, beyond the epigenetic component as described (Figure 18C and 18D). If knockout of GOT2 in CB839-treated Th1 cells prevents rectification with addition of DMaKG, we would conclude that GOT2 is active only when a-KG is available to regenerate glutamate in GLS-deficient T cells. Conversely, if there is no change in the rectification during GOT2 knockout, we would conclude that a-KG acts primarily as either biosynthetic intermediate for the TCA or to inhibit epigenetic enzymes.

The biological basis for cell-autonomous adaptive metabolism could be that in tumor environments or inflammatory sites, cells that can still enact host defenses in the face of nutrient shortages would be beneficial. However, why Th1 cells would be more able to adjust for changing nutrient availability than Th17 remains unknown. It is possible that IL-2 allows for alterations in accessible DNA in Th1, thus ability to transcribe and translate new metabolic machinery. It will be important to dissect further the role of IL-2 and mTORC1 in the future. We show that without IL-2, Th1 cell adaptation is the same, or worse than, GLS-deficient Th17 cells. One way to test this would be to look at transcription in GLS-deficient or control Th1 cells treated with or
without IL-2 by RNA-Seq. This may point to particular programs promoted by IL-2 that allow for survival that do not get induced when IL-2 is absent. These particular genes could then be targeted for inhibition or knockout in Th1 cells. This could be compared to other cell types, such as cancer cell lines, that are known to be insensitive to GLS inhibition. In some cell lines, pyruvate carboxylase is important in these cell lines, and so pyruvate carboxylase (PCX) could be deleted in GLS-deficient Th1 cells. If this prevents Th1 effector responses, we could conclude that PCX is necessary for metabolic adaptation in Th1 cells.

**5.5 Concluding Remarks**

The work here describes the role of the metabolic enzyme glutaminase (GLS) in activated or differentiated T cells. It expands on the notion that metabolic perturbations can induce functional outcomes, and that metabolic upregulation is not just a mass action response to growth signals in proliferating cells. Previous work has shown that the glucose transporter, Glut1, is imperative for effector T cell responses, as T cells without Glut1 cannot upregulate glycolysis and fail to induce inflammatory responses *in vivo*. While inhibition of glutamine transport ASCT2 also prevented CD4+ T cell effector function, this work shows that inhibition of glutaminolysis at different steps in the pathway yields considerably different responses in T cells. Significantly, GLS inhibition led to enhanced Th1 differentiation and function but inhibited Th17, indicating that GLS
functions to promote Th17 cells but put the brakes on Tbet-driven Th1 and CTLs. Th1 and CTL cells adapted to glutaminolysis inhibition by upregulating glucose uptake, enhancing cytokine production and differentiation. Th17, in contrast, failed to adapt and reduced proliferation and cytokine production. We have teased apart the notion that glycolysis and glutaminolysis go hand-in-hand; Th1 cells can increase glycolysis in response to inhibition of a major TCA carbon source, whereas Th17 cannot. Th1 metabolic flexibility may be driven by IL-2 programming, in which mTORC1 nutrient sensing is particularly well-tuned and allows adaptive metabolic responses. Th17 cells do not respond similarly to IL-2, and this may lead Th17 cells into requiring both glycolysis and glutaminolysis to function.

Beyond GLS, much is still unknown about how ASNS, GLUDs, GOTs, and GPTs affect T cell activity. GOT1 knockout modified Treg/Th17 balance but no data about Th1 or Th2 cells was reported (Xu et al., 2017). Interestingly, the argument proposed by Xu and colleagues is that increased 2-HG promotes Th17. Here, we show that despite increased 2-HG in both Th1 and Th17 cells treated with CB839, induction of Treg did not occur. Clearly, there is much we don’t know about the glutamine catabolic pathways. These pathways can be quickly interrogated by CRISPR knockout screens, in which these other transaminases and glutaminolytic enzymes can be removed and functional T
cell responses tested. There may be even more subset-specific metabolic liabilities to explore in the realm of treating human inflammatory disease and cancer.

Metabolism is well known to be important for cell survival and energy generation, and recently it has become clear that metabolism plays an active role in cell growth and activation signals rather than a passive player in cell dynamics. Metabolic adaptation may be just as important in a constantly changing microenvironment as responses to activation signals, and indeed metabolism may be constantly communicating when and how to enact host defenses in inflammatory and cancer settings.
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