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Abstract

This dissertation is about building fundamental techniques for comparing data via a geometric and topological data analysis method called multiparameter persistent homology. The techniques used are largely algebraic. A new summary statistic, called the multirank function, is introduced as a measure of persistence output that detects relationships between important features of the data being analyzed. Also introduced is a technique for modifying existing metrics on the space of persistence outputs. Existing metrics can return infinite distances, which do not give as much information as a finite distance; the proposed modification gives fewer such situations. The final chapter of this dissertation details work in a long-term biology research project. Persistence is used to study the relationship between continuous morphological variation and rates of topologically abnormal morphologies in populations of fruit flies. Some preliminary computations showing proof of concept are included. Future plans involve using theoretical contributions from this dissertation for final analysis of the fly data.

The distance modification is joint work with Ezra Miller and the biology application is joint with Surabhi Beriwal, Ezra Miller, and biologists at the Houle Lab at Florida State University.
To Paul and Bryn.
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Chapter 1

Introduction

Feature extraction is a name for methods that aim to pull important, useful information from data. More specifically, feature extractors attempt to

1) discard extraneous information,

2) record useful information in an efficient way that is easy to work with statistically, and

3) present information in a way that is interpretable for applications.

An example of a feature extractor is persistent homology, a geometric and topological data analysis technique that studies the shape of data. Persistent homology extracts information about shape at different scales and assembles that information into an object that shows how shape-related features change as the scale changes. This output has already “forgotten” most of the information not related to shape and can be presented in a way that is interpretable to non-mathematicians, but it is not easy to work with statistically. This dissertation is about how to modify persistence output so that it can be fed into statistical analysis and machine learning algorithms. The tools for these modifications are invariants and metrics.
There are two distinct ways to apply persistence to a problem: An entire data set can be summarized by one persistence module, or each data object can be summarized by its own persistence module. The former tactic is useful when there are many measurements of the same object and the goal is to get information about that object’s shape, like when measuring many points inside a single 3-D object to construct a digital representation of it. The latter tactic is useful when there are many objects being compared, like in a biological experiment with many specimens. This dissertation focuses on the second setting and therefore has a focus on quantitatively comparing persistence outputs.

Persistence output is in the form of a persistence module (definition 2.3.14). Persistence modules do not fit well into a statistical framework on their own, but there are properties of these modules that can be measured, compared, and fed into statistics algorithms. These properties, which are called invariants or summary statistics, are also frequently used to create metrics on the space of persistence modules. It is these invariants and pairwise distances that are the statistically amenable outputs of persistence.
Organization

Chapter 2 introduces persistent homology and includes applications and limitations of persistence. The definitions presented may be unfamiliar to some researchers, scientists, and engineers who work with persistence since some use different objects to talk about results of persistent homology algorithms. In acknowledgment of these different interpretations, the persistence definitions are accompanied by an explicit translation between a common presentation of persistence called persistence diagrams and the module-theoretic point of view presented by the author. This translation is in subsection 2.3.3.

Following the background are chapters 3 and 4, which describe existing invariants and metrics for persistence as well as some novel ones. These chapters contain the main theoretical contributions of this dissertation. The primary decomposition metric modification in section 4.3 is joint work with Ezra Miller.

The final (non-concluding) chapter – chapter 5 – describes work from an ongoing collaboration with Surabhi Beriwal, Ezra Miller, and biologist David Houle. The group is analyzing data of fly wings using persistence: each wing is to be summarized by a persistence module to fuse measurements of physical characteristics resulting from both continuous and discrete evolutionary changes into one measurement. Results from chapters 3 and 4 are used to find preliminary results in section 5.6 and are part of the plans for final analysis as described in subsection 5.4.3. This application of persistence is used as a running example throughout the text.
Chapter 2

Background: Persistence

Persistent homology is a geometric data analysis tool that assigns quantitative measurements (persistence) to qualitative, topological features of data. Essentially, it is a way to measure some aspects of the shape of data.

2.1 Intuition and applications

Some problems with analyzing the shape of data are:

1) Data is noisy and to analyze shape one needs to determine what constitutes noise. One could choose a threshold for noise, but sometimes analysis can change drastically with different choices of threshold. For example, in figure 2.1 what looks like a noisy point at one scale ends up looking like a circle at another scale.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2_1.png}
\caption{The shape of data looks different at different scales.}
\end{figure}

2) To compare the shapes of two objects, many methods require that the objects first be aligned with one another, which brings in theoretical and computational issues about what constitutes an optimal or sufficient alignment.
3) Some algorithms that compare object shapes assume that each data point fits a
certain prototype, and in particular has the same topology as and is a continuous
deformation of a standard example. This is the problem with many techniques
for studying wing venation in fruit flies; for more details see subsection 5.2.1.

Persistent homology is a 1) multiscale, 2) coordinate-independent method to 3) quan-
tify the shape of data with no major assumptions on input data.

Persistent homology detects qualitative features of data like the presence of connected
components (e.g. the clusters of data points in [LK+12]), “holes” (e.g., the tunnels,
voids, or obstacles in [BGK15]), or repetition (e.g. the patterns or regular structures
in [LB+17]). To each feature, persistent homology attaches a measure of importance,
robustness, or likelihood called the persistence that is related to the range of scales
at which that feature is present.

2.2 Limitations

Persistent homology is limited because it

1) can identify important geometric features but does not isolate their locations,

2) is unstable to outliers in some of its most common application settings, and

3) is computationally intensive.

Limitation 1 is being remedied by algorithms that find shortest or otherwise “nicest”
representatives for homology classes [Oba18].

Limitation 2 is a problem from single-parameter persistence [BGH11]. In that setting
there is an adaptation of persistence called distance to a distribution [CCM11] that takes density of data into account to make it robust to some number of outliers, but it also adds another parameter into the system. In [CI+08] Carlsson, Ishkhanov, et al. suggest that the outlier stability problem could be fixed using multiparameter persistence. Multiparameter persistence, or multipersistence, is the major topic of study for this dissertation.

Limitation 3 is the target of ongoing research and has been improved by software such as RIVET [KLW14; LW15], Ripser [Bau15], and Eirene [Hen16; HG16]. Finding new invariants and metrics that can be computed without computing the whole persistence module output is another way to reduce computational cost; this is possible future work related to the material in chapter 3.

### 2.3 Definition of persistence

The output or result of running a persistent homology algorithm is formulated in terms of modules. The modules in question are called poset modules (definition 2.3.5) and are described in the first subsection. The second subsection describes how the persistent homology algorithm works, i.e. how to transform input data into persistence modules, and sets some notation. The last subsection relates other well-known representations of persistence – bar codes and persistence diagrams – to this module-centric point of view.
2.3.1  Poset modules

Definition 2.3.1. A *poset* is a set $P$ with a binary relation $\preceq$, the *partial order*, that is reflexive, antisymmetric, and transitive. Any $p \in P$ may be referred to as a *degree* or a *point* (we reserve the term “element” for a different object).

Notation. We will also use the notation $\succeq$, $\prec$, and $\succ$ to describe the partial order of a poset. $\prec$ and $\succ$ are both strict.

Motivation 2.3.2 (Relevance of posets to persistence). Posets arise in persistent homology as *parameter spaces* (see first paragraph of subsection 2.3.2). The input to persistence is a filtration of a topological space (definition 2.3.13) and that filtration is indexed by a poset: every filtered piece is associated to a point in the poset and every inclusion of filtered pieces is associated to an arrow or relation. The same poset ends up being the organizing structure for the resulting persistence module.

Notation. Points in a poset are written in bold. The two posets that are most frequently used as parameter spaces for persistence are $\mathbb{Z}^n$ and $\mathbb{R}^n$. Points in those posets are vectors or tuples and are sometimes denoted in bold; the choice to bold all points in posets is made to hint at this example.

Definition 2.3.3. Fix a locally finite poset $P$ with points $p, q, r \in P$.

- $p$ covers $q$ if there is no $r$ such that $q \prec r \prec p$.
- The *indegree* of $p$ is the number of points that $p$ covers.
- The *outdegree* of $p$ is the number of points that cover $p$. 


Indegree and outdegree are not standard terms in this context.

For a finite poset $P$ the transitive closure of the covering relation gives the partial order. We frequently represent posets diagrammatically by their covering relation instead of their partial order because the former leaves all identity and composition relations implicit. Such a diagram is called a Hasse diagram.

**Definition 2.3.4.** A Hasse diagram of a finite poset $P$ is a visual representation of the covering relation of $P$. Each point $p \in P$ corresponds to a vertex in the visualization and each cover $p \preceq q$ corresponds to an arrow from the vertex of $p$ to the vertex of $q$. The vertices are usually arranged so all the arrows point “up.” Many finite posets in this manuscript are represented using Hasse diagrams.

**Definition 2.3.5.** Suppose $P$ is a poset with partial order $\preceq$. A $P$-module $M$ is a collection of vector spaces and commuting linear maps indexed by $P$. That is,

- $M = \bigoplus_{p \in P} M_p$, where each $M_p$ is a $\mathbb{k}$-vector space;
- for every $p \preceq q$ in $P$, $M_p \to M_q$ is a linear map, called a structure morphism (sometimes referred to as a transition morphism);
- the structure morphisms and their compositions commute, i.e. for $p \preceq q \preceq r$, the following diagram of structure morphisms commutes:
• and any structure morphism $M_p \to M_p$ is the identity.

When $P$ isn’t specified, $M$ is called a poset module. An $x \in M_p$ is referred to as an element.

**Remark 2.3.6.** A basis for a persistence module $M$ (as a $k$-vector space) is a choice of a basis for each vector space $M_p$.

**Motivation 2.3.7** (Relevance of poset modules to persistence). The output of persistent homology, called a persistence module, is a poset module (definition 2.3.5).

**Example 2.3.8** (Diagrams of poset modules). Poset modules are sometimes drawn as Hasse diagrams adorned with vector spaces and linear maps. The three diagrams of $P$-modules below right are equal. Not all poset modules can be represented by diagrams like that on the far right.

**Definition 2.3.9.** A morphism of $P$-modules is a degree-preserving linear map. More explicitly: a morphism $M \to N$ is a collection of linear maps $\{M_p \to N_p\}_p$ that commute with the structure morphisms $\{M_p \to M_q\}_{p \leq q}$ and $\{N_p \to N_q\}_{p \leq q}$.

**Example 2.3.10.** Below are two $P$-modules and an isomorphism between them.
Example 2.3.11. A \( \mathbb{Z}^n \)-module is a poset module but can also be described as a \( \mathbb{Z}^n \)-graded module over the polynomial ring \( k[x_1, \ldots, x_n] \).

Remark 2.3.12. A \( P \)-module \( M \) is a functor from a poset \( P \) to the category of vector spaces over a field \( k \). A \( P \)-module homomorphism is a natural transformation. This functorial point of view is taken in many works on multipersistence, e.g. [CSV14; BSS15; Cur15; Les15; LW15; GC17; Mil17; SC+17].

2.3.2 Persistence

Persistent homology takes, as input, a \( P \)-indexed filtration of a topological space (definition 2.3.13) and gives, as output, a \( P \)-module called a persistence module (definition 2.3.14). The poset \( P \) is called the parameter space and is frequently \( \mathbb{Z}^n, \mathbb{R}^n \), or a finite poset.

The study of \( P = \mathbb{N}^n \)-modules is part of combinatorial (or sometimes multigraded) commutative algebra. Many of the proof techniques for statements concerning general \( P \)-modules depend on reducing to the \( P = \mathbb{N}^n \) case.

Definition 2.3.13. A \( P \)-indexed filtration of a topological space \( X \) is a collection of subspaces \( \{ X_p \subseteq X \}_{p \in P} \) such that the poset structure induced by the inclusions between subspaces is equal to the poset \( P \).
**Definition 2.3.14.** The $i^{th}$ persistent homology of a $P$-indexed filtration of $X$ is the $P$-module

$$M = \bigoplus_{p \in P} H_i X_p$$

with structure morphisms induced by the inclusions of the subspaces $X_p$. The vector space $H_i X_p$ is the (singular) homology of the topological space $X_p$ taken with field coefficients $k$. $M$ is frequently referred to as a persistence module.

A reference on homology is [Hat02].

**Remark 2.3.15.** Persistent homology is exactly the homology functor taking a $P$-indexed filtration to a $P$-module.

**Remark 2.3.16** (One vs many parameters). The definitions given above apply to both single-parameter and multiparameter persistence. The only difference between them from this perspective is the poset used as a parameter space: single-parameter persistence always has a totally ordered parameter space because it is one-dimensional; multipersistence can have a multidimensional parameter spaces like $\mathbb{R}^n$, or any arbitrary poset for a parameter space. Persistence over arbitrary posets is sometimes called generalized persistence.

There is significant difference between single-parameter and multiparameter persistence in their algebraic complexity. See remark 2.3.18 for an example of how multipersistence is algebraically more complicated than single-persistence.
2.3.3 Persistence translation: diagrams/barcodes ↔ modules

Some readers may be more familiar with viewing persistence through a persistence diagram. For those readers’ convenience, we make a direct translation between a persistence diagram and a corresponding persistence module.

Remark 2.3.17. Persistence diagrams hold slightly less information than barcodes and persistence modules because they don’t determine whether births and deaths are open or closed. We will ignore this technicality in this manuscript by assuming all points in persistence diagrams correspond to closed bars in barcodes. This is not a standard assumption (bars are frequently assumed to be open on the right) but it avoids technical details about open deaths described in [Mil17, Section 1.8].

Since persistence diagrams are restricted to single-parameter persistence, we assume there is only one parameter and the parameter space is $\mathbb{Z}$ or $\mathbb{R}$.

To translate between persistence diagram and persistence module, first translate from persistence diagram to barcode. The common language between persistence diagrams and barcodes is homology classes and their births and deaths. A homology class that is born at point $b$ and dies at point $d$ corresponds to

- a point $(b, d) \in P \times P$ in a persistence diagram, and
- a bar starting at $b$ and ending at $d$ in a barcode.

See the top row of figure 2.5 for a color-coded correspondence. Technically, this correspondence between homology classes and bars is only true when using a specific basis for the homology. In general homology classes are linear combinations these specific basis elements.
A barcode can be interpreted as a diagram of a persistence module. At every point \( p \) in the parameter space there is a vector space \( M_p \). The dimension of \( M_p \) is the number of bars above \( p \) in the barcode. The maps \( M_p \to M_q \) are diagrammed by the barcode: each bar over \( p \) is a homology class and if a bar over \( p \) extends enough to also lie over \( q \) then the bar’s homology class in \( M_p \) maps to the bar’s homology class in \( M_q \). If a bar over \( p \) dies before reaching \( q \), then the corresponding homology class goes to 0 in the map \( M_p \to M_q \). (See bottom row of figure 2.5; at left is a barcode with parameters \( p \) and \( q \) labeled and center and right are representations of the corresponding module.)

\[
\begin{pmatrix}
1 & 0
\end{pmatrix}
\]

**Figure 2.5.** Comparing persistence diagrams, barcodes, and modules. Orange and blue each represent their own homology class. The orange homology class can be observed from the two different parameter values \( p \) and \( q \).

The bottom center and right diagrams in figure 2.5 show only part of the persistence module. Not shown are vector spaces for every other point in the parameter space and the corresponding maps.

**Remark 2.3.18.** Multipersistence modules are not as simply structured as single
persistence modules. Unlike in single-persistence, there is not always a basis for a multipersistence module such that structure morphisms come from set maps as above. That implies there aren’t, in general, barcodes for multipersistence modules.

2.4 Tameness and poset module encodings

Some poset modules are difficult to work with because they are too complicated. For example an infinitely generated poset module does not necessarily admit a finite presentation and therefore might not be easy to work with theoretically or on a computer. But though multipersistence modules constructed from data can be infinitely generated, many can still be described in a finite way. See example 2.4.8 for an infinitely generated (and infinitely cogenerated, definition 3.3.2) module from the fly wing application in chapter 5. This module can be described using a finite poset module and finitely many semialgebraic sets.

This section describes which poset modules have enough structure to allow for their analysis via the invariants and metrics described in later chapters. Tame modules (definition 2.4.5) will be the ones that are simple enough to work with and encodings (definition 2.4.3) will expand the space of modules that can be considered tame to include even some infinitely generated modules.

Motivation 2.4.1 (Relevance to persistence). Parameter spaces for persistence applications are frequently $\mathbb{R}^n$, which is a very large poset, but the resulting persistence modules do not always need every point in $\mathbb{R}^n$ to describe their data. Encodings are a way to make modules over large parameter spaces into modules with the same information but living over a much smaller parameter space. Ideally the new, smaller
parameter space is easier to work with, like a finite poset or \( \mathbb{Z}^n \).

**Example 2.4.2.** Morphisms drawn with solid arrows are the identity. The two modules below have common characteristics: the right module’s vector spaces are in many-to-one correspondence with the left module’s, and that correspondence respects the linear maps between vector spaces. We say that the module on the right is an *encoding* of the module on the left. Given that we remember the poset morphism used to create the encoding and we have the encoded module on the right, we are able to reconstruct the module on the left.

**Definition 2.4.3** ([Mil17, Definition 2.6]). \( P \) is a poset. An *encoding* of a \( P \)-module \( M \) is a poset morphism \( \pi : P \to Q \) and a \( Q \)-module \( H \) such that

\[
M \cong \pi^* H = \bigoplus_{p \in P} H_{\pi(p)}.
\]

\( (\pi : P \to Q, H) \) is a *finite encoding* if the poset \( Q \) is finite and the vector space \( H_q \) is finite dimensional for all \( q \in Q \).

An encoding is a change-of-poset for a poset module. Encodings were defined in [Mil17] to translate \( \mathbb{R}^n \)-modules into \( \mathbb{Z}^n \)-modules, which are well understood and can...
be computed using software like RIVET ([KLW14]). Admitting a finite encoding is a necessary condition for a module to be tame. This is essentially a Noetherianity (or finitely generatedness) condition. The other finiteness condition needed for tameness is $P$-finiteness.

**Definition 2.4.4.** A $P$-module $M$ is $P$-finite (sometimes called *pointwise finite-dimensional*) if the vector space $M_p$ is finite dimensional for every $p \in P$.

**Definition 2.4.5.** A $P$-finite module over a poset $P$ is *tame* if it admits a finite encoding.

A relevant question when discussing encodings is “How do we construct a finite poset (or a poset morphism to $\mathbb{Z}^r$) that makes encoding worthwhile?” More details are given in [Mil17], but listed below is a basic explanation of how to construct a finite encoding and some results about when a finite encoding exists.

**Definition 2.4.6** ([Mil18]). Fix a poset $P$ and a $P$-module $M$. A *constant subdivision* of $P$ subordinate to $M$ is a partition of $P$ into constant regions. Each constant region $I \subseteq P$ has associated to it a vector space $M_I$ and isomorphisms $\{M_I \to M_i\}_{i \in I}$ such that for any constant regions $I$ and $J$, all comparable points $i \preceq j$ with $i \in I, j \in J$ induce the same composition $M_I \to M_i \to M_j \to M_J$.

A constant subdivision is *finite* if its partition of the poset is finite.

The commutativity of compositions across different constant regions guarantees there is no monodromy in the constant subdivision. This means that the constant regions and their associated vector spaces fit neatly enough together that they can be thought of as building blocks for a smaller, simpler poset with which to encode $M$. 
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One problem with using constant regions to encode a module is that constant regions do not always form a poset. We can use *uptight regions* to refine a constant subdivision into a new constant subdivision whose constant regions form a poset [Mil17]. If the original constant subdivision is finite then the refined one constructed using uptight regions is also finite. The result of this construction is the following theorem:

**Theorem 2.4.7** ([Mil18]). *Fix a* $P$*-finite module* $M$ *over a poset* $P$. $M$ *admits a finite encoding if and only if there exists a finite constant subdivision of* $P$ *subordinate to* $M$.

**Example 2.4.8.** Below is an $\mathbb{R}^2$ module with three constant regions that can be finitely encoded by a three point poset. This particular example is from the wing venation application and can be found in subsection 5.4.1. This was the example that led to the author realizing that multipersistence modules from data can be infinitely generated.

![Diagram](image)

**Remark 2.4.9.** Many of the results in chapter 3 are for modules over finite posets. At first glance requiring a finite parameter space seems restrictive, but encodings allow results over finite posets to be translated into results over tame modules. The details of this translation are the subject of future work.
Chapter 3

Invariants and summary statistics

Persistence modules aren’t amenable to statistics so properties of those modules are measured and used as summary statistics instead. A module property can only be a useful summary statistic for persistence modules if it is an isomorphism invariant, else it would change with a change of basis and might not be consistent across different implementations of the same algorithms. So algebraic invariants are used as summary statistics for persistence modules, which is why the two terms are used interchangeably.

There are many persistence invariants, some of which only apply to single-persistence. This chapter gives an overview of existing invariants and then introduces new invariants: the multirank function (section 3.2) and some geometric invariants that can be computed from multirank (section 3.3).

3.1 Known invariants

Remark 3.1.1 (Strictly single-persistence invariants). The barcode and persistence diagram invariants are only used in single-persistence because multipersistence modules don’t have the simple algebraic structure needed to construct them.

There is a multipersitence analogue to the barcode but because multipersistence modules do not have a distinguished basis the way single-persistence modules do, it is not
an invariant. The exception is for zeroth persistent homology, which has a distinguished basis given by the connected components. Examples of “zeroth multipersistence barcodes” are the diagrams of modules in example 3.2.9.

The rest of the invariants will be described for multipersistence.

**Remark 3.1.2 (A list of multipersistence invariants).**

1) Presentations and resolutions of $\mathbb{Z}^n$-modules can be computed [CSZ09; CSV14; LW15], but they are too unwieldy to fit into an existing statistical framework. The problem lies partially in the linear maps; their size (as matrices) is determined by the number of features (squared). In the past these maps have been substituted with their ranks (i.e., the rank function) for statistical analysis.

2) The *rank function* invariant (definition 3.1.4) maps a pair of degrees to either the rank of the map between them or, if such a map doesn’t exist, 0. Rank does not give information about pairs of incomparable points. In addition, rank cannot determine when a new homology classes is generated (born) or goes to 0 (dies) in multipersistence modules.

3) The *Hilbert function* (definition 3.1.3) holds strictly less information than the rank function: for every point in the parameter space the Hilbert function returns the dimension of the corresponding vector space.

4) The Hilbert polynomial and Hilbert series techniques of [HO+17] do not give any more information than the rank function.

5) The associated prime and local cohomology techniques of [HO+17] give the directions in which features “live forever” and a notion of how long they live in other directions, but cannot keep track of exactly where those features appear or disappear. We use primary decomposition to modify existing metrics in
6) The higher Betti number invariants, suggested in [CZ09] and studied in [Knu07], indicate the number of generators, relations, and higher relations (syzygies) at each parameter value. They also determine births and deaths: $\beta_0(p)$ is the number of births at parameter value $p$ in a $\mathbb{Z}^n$-module and $\beta_n(p)$ is the number of deaths. These invariants only give local information and do not necessarily detect which generators correspond to which relations. Without being able to relate the existence of one generator or relation to another, they cannot necessarily determine a link between any pair of features. Careful: these Betti numbers are not the dimensions of the homology vector spaces; they are dimensions of the modules in a minimal free resolution of the persistence module. More specifically: $\beta_i(p)$ is the dimensions of the $p^{th}$ graded piece of the homological degree $i$ module in a minimal free resolution of a persistence module.

The Hilbert and rank functions (invariants 2 and 3) can be used to define metrics on persistence modules and are frequently used for data analysis. Since they will be referred to later, included below are exact definitions of both.

**Definition 3.1.3.** The *Hilbert function* $\text{Hilb}_M : P \to \mathbb{N}$ of a $P$-module $M$ maps a point in the parameter space to the dimension of its corresponding vector space:

$$\text{Hilb}_M : p \mapsto \dim_k M_p$$

**Definition 3.1.4.** The *rank function* $\text{rank}_M : P \times P \to \mathbb{N}$ of a $P$-module $M$ takes an (ordered) pair of points in the parameter space to the rank of the structure morphism
from the first to the second:

\[ \text{rank}_M : (p, q) \mapsto \text{rank}(M_p \to M_q) \]

The rank function on the right is the rank of a linear map. If \( p \nleq q \) then the rank function returns 0.

Most of the computationally viable invariants listed above do not give any more information than the rank invariant (the exceptions are the higher Betti numbers and primary decompositions). The following example, which has also been presented in [LW15; HO+17], shows how the rank invariant is not able to capture births (and dually deaths) in a multipersistence module.

**Example 3.1.5.** The following modules are non-isomorphic but have the same rank invariant. The module on the right has a birth, marked in orange, at the maximal point in the poset. The module on the left has no birth at the maximal point.

![Diagram](attachment:image.png)

In [LW15] and [HO+17] this same example is given in terms of generators and relations for \( \mathbb{Z}^2 \)-modules. Those presentations and diagrams of the resulting modules are provided below. In this setting we can also see that the modules have the same
associated primes (just the \((0)\) ideal).

\[
N = S(-1, 0) \oplus S(0, -1)
\]

\[
M = \frac{S(-1, 0) \oplus S(0, -1) \oplus S(-1, -1)}{\text{im}(x_2, -x_1, 0)^t}
\]

In the next section, the multirank invariant (definition 3.2.4) will detect that the modules in example 3.1.5 are non-isomorphic and will be sufficient to compute the births (and deaths) of each module.

### 3.2 The multirank invariant

A summary statistic that is a perfect descriptor for single-parameter persistence modules is the rank function invariant (definition 3.1.4). In single-persistence, the rank function is a complete invariant, which means it fully determines a persistence module. The rank function can also be used to compute other invariants that describe specific geometric features associated to a persistence module, namely the births, deaths, and persistence of homology classes. These auxiliary invariants that give geometric interpretations of data are particularly useful for understanding applications.
The rank function does not give complete information in the multiparameter persistence setting. It is able to determine persistence of homology classes, but it does not determine births and deaths. An extension of the rank function, called the multirank function (definition 3.2.4), also fails to be complete (see example 3.2.11) but does provide enough information to determine some auxiliary invariants with useful geometric meaning, including births and deaths.

The limitation of the rank function for multipersistence modules is that rank does not detect relations between homology classes. In single-persistence there is always a basis for homology such that there are no nontrivial relations among distinct basis elements. With no relations between classes, the rank function’s inability to keep track of basis element interactions is unimportant. But in multipersistence, there is not necessarily such a neat basis. The multirank invariant is introduced below (definition 3.2.4) as a fix for this deficiency in the rank function.

The following work will be available in [Tho19].

**Assumption 3.2.1.** For the rest of this chapter parameter spaces will be finite posets unless otherwise stated. See remark 2.4.9 for reasoning why this assumption is not particularly restrictive.

### 3.2.1 Definition

**Notation.** Subsets of a poset are usually capital (e.g. $A \subseteq P$). Degrees are lowercase bold (e.g. $a \in P$) to suggest their relation to vectors or tuples in $\mathbb{N}^n$, $\mathbb{Z}^n$, or $\mathbb{R}^n$. Subsets of a poset notated by $S$ and $T$ are chosen to suggest that they correspond to the “source” and “target” of a morphism.
Definition 3.2.2. Suppose $P$ is a poset, $S$ and $T$ are subset of $P$, and $s,t \in P$.

1) The upset generated by $S$ is the subposet

$$P_{\geq S} = \{p \in P : p \succeq s \text{ for some } s \in S\}$$

with the inherited partial order.

2) The open upset generated by a point $s \in P$ is the subposet

$$P_{>s} = \{p \in P \mid p > s\}.$$  

Recall that $>$ is a strict inequality, i.e. $p \neq s$.

3) The downset generated by $T$ is the subposet

$$P_{\leq T} = \{p \in P \mid p \preceq t \text{ for some } t \in T\}.$$  

4) The open downset generated by a point $t \in P$ is the subposet

$$P_{< t} = \{p \in P \mid p < t\}.$$  

Definition 3.2.3. Suppose $S$ and $T$ are subsets of a poset $P$. $S$ precedes $T$ ($S \preceq T$) if $s \preceq t$ for every $s \in S$ and $t \in T$.

Definition 3.2.4. For a $P$-finite module $M$ over a finite poset $P$ and subsets $S,T \subseteq P$, the multirank from $S$ to $T$ is

$$\text{multirank}_M(S,T) = \text{rank} \left( \bigoplus_{s \in S} M_s \rightarrow \bigoplus_{t \in T} M_t \right)$$
where

\[ M_s \to M_t = \begin{cases} 
\text{structure morphism of } M & \text{if } s \preceq t \\
0 & \text{if } s \not\preceq t
\end{cases} \]

We call \( S \) the source set and \( T \) the target set.

**Example 3.2.5.** Let’s revisit example 3.1.5 (the modules are reproduced below). Compute multirank with the minimal points as the source and the maximal point as the target. We can see multirank can distinguish between these two non-isomorphic modules even when the rank function cannot.

\[
\text{multirank}(S, T) = \text{rank}\left( \bigoplus_{s \in S} M_s \to \bigoplus_{t \in T} M_t \right)
\]

\[
= \text{rank}\begin{bmatrix} 1 & 0 \\
0 & 1 \end{bmatrix} = 2
\]

\[
= \text{rank}\begin{bmatrix} 1 & 1 \\
0 & 0 \end{bmatrix} = 1
\]
3.2.2 Properties

A measure of a persistence module is only useful if it does not depend on a basis for the module, i.e., it is an isomorphism invariant. If it’s not an invariant then measurement of the property may be inconsistent, either because of using different algorithms or different bases. The multirank function is indeed an invariant:

**Theorem 3.2.6.** The multirank function of a poset module is invariant under poset module isomorphism.

*Proof.* Ranks of linear maps are invariant under vector space isomorphism. □

**Proposition 3.2.7.** The multirank invariant contains strictly more information than the Hilbert and rank function invariants.

*Proof.* When the source and target sets are singletons $S = \{s\}$ and $T = \{t\}$, multirank($S, T$) returns the same value as rank($M_s \rightarrow M_t$). The rank function already contains all of the information in the Hilbert function via $\text{Hilb}_M(p) = \text{rank}(M_p \rightarrow M_p)$. Example 3.2.5 shows that the multirank contains information that the rank invariant does not. □

Reducing the size of the source and target sets for a multirank computation reduces the size of the matrix whose rank must be computed (see remark 3.4.4). Fortunately, the source and target sets used to compute a multirank can sometimes be pruned:

**Lemma 3.2.8.** If $S \preceq T$, the multirank from $S$ to $T$ depends only on the downset generated by $S$ and the upset generated by $T$.

*Proof.* Compare multirank($S, T$) to multirank($P_{\preceq S}, T$) for $S \preceq T \subseteq P$. For every $p$
in the downset generated by \( S \), the map \( M_p \to \bigoplus_{t \in T} M_t \) factors through the map
\[ \bigoplus_{s \in S} M_s \to \bigoplus_{t \in T} M_t. \]
So replacing \( S \) by \( P_{\leq S} \) in \( \bigoplus_{s \in S} M_s \to \bigoplus_{t \in T} M_t \) does not change the map’s image and therefore does not change the map’s rank, either.

The proof that multirank\((S,T) = \) multirank\((S,P_{\leq T}) \) is similar.

Many intuitive properties of multirank only hold when the source and target sets satisfy \( S \preceq T \). But if we decided to only consider the multirank function for pairs \((S,T)\) with \( S \preceq T \), we would lose some information:

**Example 3.2.9.** The modules \( M^1 \) and \( M^2 \) below have all of the same multiranks from \( S \) to \( T \) when \( S \preceq T \).

For example, for both modules:

\[
\text{multirank}_{M^1}(\{p\}, \{s\}) = \text{rank}(M^1_p \to M^1_s) = 1
\]

\[
\text{multirank}_{M^1}(\{p, q\}, \{s\}) = \text{rank}(M^1_p \oplus M^1_q \to M^1_s) = 2
\]
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But, multirank distinguishes \( M^1 \) and \( M^2 \) when \( S = \{p, q, r\} \not\preceq T = \{s, t\} \):

\[
\text{multirank}_{M^1}(\{p, q, r\}, \{s, t\}) = 4
\]
\[
\text{multirank}_{M^2}(\{p, q, r\}, \{s, t\}) = 3
\]

**Remark 3.2.10.** From the above example we can conclude that multirank is not a complete invariant on tame poset modules if it is only defined for subsets \(S \preceq T\) in the poset \(P\).

In fact, even without restructuring the domain, multirank is not a complete invariant for the space of tame poset modules:

**Example 3.2.11.** This example was inspired by [DW05], which is an introductory reference for quiver representations and Gabriel’s theorem.

We begin by trying to construct an isomorphism (dotted arrows) between the the two poset modules below. The only way to do so is to make the map multiplication by a scalar. But, if \(\lambda \neq \mu\), then there is no isomorphism between the modules.

Furthermore, if \(\lambda, \mu \notin \{0, 1\}\), then within each module every pair of structure morphisms is linearly independent. So the multirank functions for the two modules are the same: the Hilbert functions coincide, the rank functions coincide, and every nontrivial higher multirank is 2.
We end this subsection with a conjecture on the completeness of the multirank invariant.

**Conjecture 3.2.12.** *Multirank is a complete invariant for tame persistent 0th persistence modules.*

What suggests that conjecture 3.2.12 might be true? A finite encodings of a tame module $M$ determines $M$ up to isomorphism by definition 2.4.3, so multirank is a complete invariant for tame 0th persistence modules if it is a complete invariant for their finite encodings.

What suggests that conjecture 3.2.12 might be true for $P$-finite 0th persistence modules over finite posets $P$? Multirank is a combinatorial object but since the modules in question are combinatorial objects as well, multirank has a chance of fully describing them. Indeed, finite encodings of 0th persistence modules are combinatorial because they can be induced by *set systems* corresponding to connected components of the
persistence filtration. Set systems are like poset modules but the vector spaces are replaced by sets, the structure morphisms are set maps, and the isomorphisms between set systems are bijective set maps.

Listed below are some examples related to the completeness of multirank for tame 0\textsuperscript{th} persistence modules.

1) The counterexample to the completeness of multirank for poset modules in example 3.2.11 relies on the existence of four pairwise-linearly-independent structure morphisms \( k \rightarrow k^2 \). There are only two set maps \( k \rightarrow k^2 \), so we cannot construct four structure morphisms that are both pairwise-linearly-independent and induced by set maps. So, example 3.2.11 cannot be modified to be a counterexample to conjecture 3.2.12.

2) The fact that multirank can’t be complete without taking into account source and target sets \( S \not\preceq T \) (see example 3.2.9) disrupts the intuition described in subsection 3.2.3.

3) Set systems are not invariants of \( P \)-finite 0\textsuperscript{th} persistence modules over finite \( P \). Said another way: two non-isomorphic set systems can induce isomorphic modules.

3.2.3 Intuition

What does multirank measure? Multirank is an extension of rank in that when the source and target sets are singletons, multirank and rank coincide. Rank measures the number of independent homology classes alive across a given interval, and this holds as long as the starting parameter value precedes the ending parameter value.
A multirank with source set preceding its target set also measures the number of independent homology classes alive across an “interval;” this interval just happens to be “wider.”

Why does multirank avoid overcounting the number of homology classes? The direct sums of the source (resp. target) vector spaces cause linear dependences between elements that come from different points in the parameter space but represent the same homology class. Multirank only counts linearly independent homology classes, so it avoids double-counting. This property does not hold when the source set fails to precede the target set. In that case some of the linear relations (which come from the structure morphisms) are missing so classes that should be identified end up each contributing to the multirank.

**Example 3.2.13.** Consider a persistence module $M$ that is a free $\mathbb{Z}^n$-module generated by a vector space of dimension one at the origin (i.e., at all points at or above the origin there is also a vector space of dimension one, and between vector spaces at comparable points there are identity maps). This module has one independent homology class that is born at the origin and never dies.

Suppose $p \preceq q$ are points in $\mathbb{N}^n$. Then

$$\text{multirank}(p, q) = \text{rank}(M_p \to M_q) = 1$$

Suppose $\{p_1, \ldots, p_r\} \preceq \{q_1, \ldots, q_s\}$ are two subsets of $\mathbb{N}^n$. Then

$$\text{multirank}(\{p_1, \ldots, p_r\}, \{q_1, \ldots, q_s\}) = 1$$

These two multirank computations agree with idea that though there are many vector
space elements (all at different points in the parameter space $\mathbb{Z}^n$), there is really only one independent homology class.

If we choose a source set along an antidiagonal and a target set along a different antidiagonal, like

$$S = \{(3, 0), (2, 1), (1, 2), (0, 3)\}$$

$$T = \{(4, 0), (3, 1), (2, 2), (1, 3), (0, 4)\}$$

Then we’ll get a multirank that doesn’t describe our free rank 1 module very well:

$$\text{multirank}(S, T) = 4$$

**Example 3.2.14.** In both modules of example 3.2.9, there are only two distinct homology classes but the multirank from the minimal points to the maximal points still attains the value 4 on $M^1$ and 3 on $M^2$. If we could compute the “missing” structure morphisms to make all the minimal points (p, q, and r) precede all the maximal points (s and t), then for both modules

$$\text{multirank}_{M^i}((\{p, q, r\}, \{s, t\})) = 2$$
3.3 Geometric invariants from multirank

Multirank holds combinatorial information about the structure maps of a persistence module, but not all of its information is interpretable. It would be nice to have interpretable, geometric invariants that translate directly to applications; i.e., invariants that directly measure interesting properties, or features of the homology.

Here are three types of behavior of homology classes that are “flowing” through a persistence module. They can all be computed from multirank.

1) Appearance and disappearance features: Where in the parameter space do births and deaths of features occur?

2) Merging and branching of features: How do features born at different points in the poset interact when they flow into the same point? Are these inherently the same homology class just observed at different points in the parameter space? Are they distinct features that later merge (i.e., map into the same feature)? Or do they never interact meaningfully with one another?

3) Persistence of features: how many features’ lives span a given interval of parameter values?
Invariant 3 was described in subsection 3.2.3 and is the geometric interpretation of the multirank function. The other two invariants will be explored via invariants that explicitly describe these geometric characteristics and can be computed from the multirank invariant.

**Remark 3.3.1.** For all three of the invariants listed, the geometric interpretation only applies on a restriction of the domain of the multirank function. Their geometric descriptions only apply when \( S \preceq T \) in the same way that invariant 3 only applies when \( S \preceq T \) (see subsection 3.2.3).

### 3.3.1 Births and deaths

For a \( P \)-module \( M \), a *birth* at \( p \) is an element of \( M_p \) that is outside the image of every structure morphism of \( M \) mapping into \( M_p \). A *death* at \( p \) is an element that, pushed into any poset degree strictly above \( p \), becomes 0.

Births and deaths are topological ideas. In the setting of modules over finite posets, their algebraic counterparts are generators and cogenerators, respectively. (This is also the case for all discrete posets, but in continuous posets there are the complications of open and closed generators and cogenerators. See [Mil17] for details.)

**Definition 3.3.2.** For a finite poset \( P \) and tame \( P \)-module \( M \), the *top* and *socle* at a degree \( p \in P \) are the vector spaces

\[
(top \, M)_p = \text{coker} \left( \bigoplus_{q < p} M_q \to M_p \right)
\]

\[
(soc \, M)_p = \text{ker} \left( M_p \to \bigoplus_{q > p} M_q \right)
\]
A generator of degree $p$ is a nonzero element of $(\text{top } M)_p$ and a cogenerator of degree $p$ is a nonzero element of $(\text{soc } M)_p$.

**Remark 3.3.3.** Generators (births) and cogenerators (deaths) represent segments of the lower and upper boundaries, respectively, for the lives of homology classes. They are dual notions (via Matlis duality: see example 3.3.4 and [MS05, Definition 11.15]) and their symmetry is only broken by the directedness of the poset: homology classes flow from births to deaths.

**Example 3.3.4.** Suppose $M$ is a tame finite length $\mathbb{Z}^n$-module, i.e. a module over the polynomial ring $k[x_1, \ldots, x_n]$ with finitely many non-zero vector spaces, each of which is finite-dimensional.

To take the Matlis dual of $M$, we “flip” the module (or reverse the direction of the arrows) and take vector space duals of each vector space. So in our case, the Matlis dual of $M$ is $M^\vee$ with

$$M^\vee_p = M_{-p}$$

The structure morphisms of $M^\vee$ are the transposes of the structure morphisms of $M$.

Let $\mathfrak{m} = \langle x_1, \ldots, x_n \rangle$ be the maximal ideal. The vector space $\text{top } M = \bigoplus_{p \in P} (\text{top } M)_p$ contains the elements of $M$ that are not in the image of $\mathfrak{m}$, that is, $\text{top } M = M/\mathfrak{m}M$.

The vector space $\text{soc } M = \bigoplus_{p \in P} (\text{soc } M)_p$ contains the elements that are annihilated by $\mathfrak{m}$, i.e. the elements that go to 0 when acted on by any and all elements of $\mathfrak{m}$.

When taking the Matlis dual, the top and socle “switch.”

$$\text{top } M \leftrightarrow \text{soc } M^\vee \quad \text{soc } M \leftrightarrow \text{top } M^\vee$$
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Remark 3.3.5 (On (non-)canonicity of births). The following is a short exact sequence of vector spaces

\[ 0 \to \text{im} \left( \bigoplus_{q \prec p} M_q \to M_p \right) \to M_p \to \text{coker} \left( \bigoplus_{q \prec p} M_q \to M_p \right) \to 0 \]

If we set

\[ M_{\prec p} = \text{im} \left( \bigoplus_{q \prec p} M_q \to M_p \right) \subseteq M_p \]

then the short exact sequence splits to give

\[ M_p \cong (\text{top } M)_p \oplus M_{\prec p} \]

This is a direct sum decomposition of \( M_p \) into its births and its elements that were born strictly before.

Since \((\text{top } M)_p\) is a direct summand, it is orthogonal to \(M_{\prec p}\). This is why births are canonical exactly when they are minimal (i.e., \(M_{\prec p} = 0\)): Given an element \(b \in (\text{top } M)_p\) and \(v \in M_{\prec p}\), both \(b\) and \(b + v\) are representatives for the same birth.

**Theorem 3.3.6.** For a finite poset \(P\) and a tame \(P\)-module \(M\), the number of births and deaths at each parameter value can be computed from the multirank function as
follows:

\[
\# \{\text{births at } p\} = \text{multirank}_M(p, p) - \text{multirank}(P_{<p}, \{p\})
\]

\[
\# \{\text{deaths at } p\} = \text{multirank}_M(p, p) - \text{multirank}(\{p\}, P_{>p})
\]

Proof. Notice that \(\text{multirank}_M(p, p) = \text{dim}_k M_p\). Then each expression follows from applying the rank-nullity theorem to the definitions of top and socle (definition 3.3.2) above.

The number of births and deaths at poset coordinate \(p\) are sometimes referred to as \(\text{Betti}_0(p)\) and \(\text{Bass}_0(p)\), respectively. See invariant 6 and [Knu07] for more on Betti numbers. Careful: these Betti numbers are not the dimensions of the homology vector spaces; they are the dimensions of modules in a minimal free resolution of the persistence module.

### 3.3.2 Merge and branch numbers

Multirank determines how homology classes merge as they are mapped through the parameter space but it doesn’t do so in an “obvious” way. Merge and branch numbers present this geometric information in an explicit, intuitive way.

**Definition 3.3.7.** Suppose \(M\) is a tame \(P\)-module for finite poset \(P\), \(S\) and \(T\) are subsets of \(P\), and \(s\) and \(t\) are points in \(P\).

- The *merge number* \(\text{merge}(S, t)\) is the dimension of the maximal subspace of \(M_t\) that is mapped onto surjectively by all of the \(\{M_s\}_{s \in S}\).
- The *branch number* \(\text{branch}(s, T)\) is the dimension of the maximal subspace of
Merge and branch numbers’ names were chosen to imply the geometric properties they measure when their sources precede their targets. Under that condition, a merge number counts the numbers of features in its target that come from features in all of its source points.

**Example 3.3.8.** Below left is a module where $M_t$ has two distinct features that each have representatives in both $M_{s_1}$ and $M_{s_2}$. The blue representatives in $M_{s_1}$ and $M_{s_2}$ merge as they map into $M_t$ and are distinct from the orange representatives that also merge. The merge number is 2 since there are two distinct homology classes that have this merging property.

Below right $M_t$ only has one feature that is represented in each of $M_{s_1}$, $M_{s_2}$, and $M_{s_3}$. This is a 3-way merge from $M_{s_1}$, $M_{s_2}$, and $M_{s_3}$ into $M_t$.

\[
\text{merge}\left(\{s_1, s_2\}, t\right) = 2
\]

\[
\text{merge}\left(\{s_1, s_2, s_3\}, t\right) = 1
\]

Branch numbers are the dual to merge numbers: $\text{branch}(s, T)$ counts the number of features in $M_s$ that map non-trivially into each of the $\{M_t\}_{t \in T}$. To have a branch number of greater than 1, each counted feature’s forward-extending branches must be linearly independent from the others’.

The following statements relate merge and branch numbers to the multirank function

\[ M_s \text{ that maps injectively into each of the } \{M_t\}_{t \in T}. \]
and therefore also to births and deaths.

**Theorem 3.3.9.** Suppose $P$ is a finite poset, $M$ is a tame $P$-module, $S \subseteq \{t\}$, $\{s\} \preceq T$, and $r = |S| = |T|$.

1) The number of $r$-way merges in $M_t$ between homology classes from $\{M_s\}_{s \in S}$ is:

$$\text{merge}(S, t) = \sum_{R \subseteq S} (-1)^{|R|+1} \text{multirank}(R, t)$$

2) The number of $r$-way branches from $M_s$ to all of the $\{M_t\}_{t \in T}$ is

$$\text{branch}(s, T) = \sum_{R \subseteq T} (-1)^{|R|+1} \text{multirank}(s, R)$$

3) The multirank from $S$ to $t$ can be computed in terms of merge numbers:

$$\text{multirank}(S, \{t\}) = \sum_{R \subseteq S} (-1)^{|R|+1} \text{merge}(R, t)$$

4) The multirank from $s$ to $T$ can be computed in terms of branch numbers:

$$\text{multirank}(s, T) = \sum_{R \subseteq T} (-1)^{|R|+1} \text{branch}(s, T)$$

**Proof.** Statement 3: $\text{multirank}(S, t)$ is the dimension of the subspace of $M_t$ spanned by each of the images of the $\{M_s \to M_t\}_{s \in S}$. The merge numbers tell us how those images are overlapping. Statement 3 is exactly the principle of inclusion-exclusion for multirank and merge numbers.

Statement 1: This is the Möbius inversion formula applied to statement 3. For (finite)
sets \( R \) and \( S \), the M"obius function is

\[
\mu(R, S) = \begin{cases} 
0 & R \nsubseteq S \\
(-1)^{|S|-|R|} & R \subseteq S
\end{cases}
\]

and the M"obius inversion formula is

\[
g(S) = \sum_{R \subseteq S} f(R) \iff f(S) = \sum_{R \subseteq S} g(R) \mu(R, S)
\]

Apply the M"obius inversion formula for

\[
g(S) = \text{multirank}(S, t) \quad f(S) = (-1)^{|S|+1} \text{merge}(S, t)
\]

Then

\[
f(S) = (-1)^{|S|+1} \text{merge}(S, t) = \sum_{R \subseteq S} \text{multirank}(R, t)(-1)^{|S|-|R|}
\]

\[
\text{merge}(S, t) = \sum_{R \subseteq S} (-1)^{|S|-|R|+|S|+1} \text{multirank}(R, t)
\]

\[
= \sum_{R \subseteq S} (-1)^{|R|+1} \text{multirank}(R, t)
\]

A reference on inclusion-exclusion and M"obius inversion is [Aig07, Sections 5.1, 5.2].

Statements 2 and 4: Similar arguments holds for branch numbers.

**Corollary 3.3.10.** The parameter values and multiplicities of births and deaths of a tame \( P \)-module \( M \) over finite \( P \) can be computed from merge and branch numbers,
respectively.

Proof. Start with theorem 3.3.6, which gives an expression for the number of births at a parameter value in terms of multirank. Theorem 3.3.9 (3) gives a formula for how to convert those multirank computations into merge number computations.

Similarly, to compute deaths in terms of branch numbers apply theorem 3.3.9 (4) to the expression for the number of deaths in theorem 3.3.6.

\[ \square \]

3.4 Computation

Below is a modification to multirank that has reduced computational cost called the \( m \)-rank. Following the definition of \( m \)-rank are examples of how to use \( m \)-rank and merge and branch numbers to study lifespans of features in a persistence module.

3.4.1 \( m \)-rank: a pruned multirank

The domain of the multirank function is the square of the power set of the poset \( P \), which is too large for practice. For a less storage-intensive invariant, restrict the domain of multirank to \( P^m \times P^m \) for some \( m \). Call this restricted multirank the \( m \)-rank.

Definition 3.4.1. The \( m \)-rank of a module \( M \) over a poset \( P \) is a restriction of the multirank

\[ m \text{-rank} = \text{multirank} \mid_{P^m \times P^m} : P^m \times P^m \to \mathbb{N} \]
I.e., for subsets $S, T \subseteq P$ both of size at most $m$,

$$m\text{-rank}_M(S, T) = \text{multirank}_M(S, T) = \text{rank} \left( \bigoplus_{s \in S} M_s \rightarrow \bigoplus_{t \in T} M_t \right)$$

**Remark 3.4.2.** Multirank is an extension of rank in the sense that when restricting to singleton sets $S$ and $T$, multirank : $P \times P \rightarrow \mathbb{N}$ gives the same information as the rank function. Said another way, the rank function (precomposed with the map sending a poset coordinate $p$ to its corresponding vector space $M_p$) is exactly the 1-rank function.

The $m$-rank is sufficient to compute the auxiliary geometric invariants when the structure of a poset is simple enough:

**Corollary 3.4.3** (Corollary to theorem 3.3.6). *If every point in the parameter space $P$ has indegree and outdegree (definition 2.3.3) bounded above by $m$, then for a tame $P$-module $m$-rank determines the multiplicities of births and deaths at every parameter value.*

**Proof.** Apply lemma 3.2.8 to the source and target sets of theorem 3.3.6 to create expressions for the numbers of births and deaths in terms of $m$-rank. The source and target sets are of size $|P_{\preceq p}|$ and $|P_{\succeq p}|$, but $P_{\preceq p}$ can be replaced by the points covered by $p$ and $P_{\succeq p}$ can be replaced by the points covering $p$ (definition 2.3.3). The bound on indegree and outdegree guarantees that these new source and target sets are of size at most $m$, so they fall in the domain of the $m$-rank function.

A similar statement can be made relating $m$-rank to merge and branch numbers, but since merge (resp. branch) numbers can have source (target) set “far away” from the
target (source), $m$ cannot be chosen just based on indegree (outdegree). A branch (merge) number can be computed using $m$-rank as long as the source (target) set is of size at most $m$.

**Remark 3.4.4.** Computing the value of multirank($S, T$) is computing the rank of a block matrix with blocks $M_s \rightarrow M_t$ for all pairs $(s, t) \in S \times T$. This matrix is size

$$
\left( \sum_{s \in S} \dim_k M_s \right) \times \left( \sum_{t \in T} \dim_k M_t \right)
$$

For an $m \times n$ matrix with $m \geq n$, Gaussian elimination can be used to compute matrix rank in $O(mn^{\omega - 1})$ field operations where $\omega < 2.373$ is the matrix multiplication exponent [BH74; IMH82; CW90; Wil12]. There are also non-deterministic algorithms that are faster in certain circumstances [Wie86; GG03; SSV04].

The computation of an $m$-rank takes $m^\omega$ times as many field operation as a 1-rank for square matrices. For example, a 2-rank takes $\approx 5.18$ times as many field operations as the computation of a rank.

The number of ranks and $m$-ranks to compute depends on the size and structure of the poset $P$. The domain of rank is $P^2$ and the domain of $m$-rank is $P^{2m}$, so a rough estimate is that if there are $R$-many rank computations, there are $R^m$-many $m$-rank computations.

Altogether given that computing the rank functions takes time $R$, computing the $m$-rank function might take time $m^{2.373}R^m$. Changes to the poset for speeding up $m$-rank computations could include reducing the size of the poset to reduce $R$ but also finding a “simpler” poset – with lower maximum in- and out-degrees, perhaps – to reduce the $m$ needed to gather sufficient information.
3.4.2 Example computations

We can use multirank and merge and branch numbers to study a persistence module. Specifically, we can use these three functions to determine whether there are features that meet requirements about their births and deaths.

Example 3.4.5. Suppose $p, q \leq r$. Note that neither $p$ nor $q$ needs to be covered by $r$.

1) The homology classes alive at $M_p$ and also alive at $M_r$ are the ones spanning $\text{im}(M_p \rightarrow M_r)$. The dimension of the vector space spanned by these homology classes is $\text{rank}(M_p \rightarrow M_r) = \text{multirank} \left( \{ p \}, \{ r \} \right)$.

2) The homology classes alive at both $M_p$ and $M_q$ and also alive at $M_r$ are the ones spanning

$$\text{im}(M_p \rightarrow M_r) \cap \text{im}(M_q \rightarrow M_r)$$

The span of these homology classes has dimension $\text{merge} \left( \{ p, q \}, r \right)$.

3) The homology classes alive at both $M_p$ and $M_q$ that die at $M_r$ are the homology classes in the span of

$$\ker \left( M_r \mid_{\text{im}(M_p \rightarrow M_r) \cap \text{im}(M_q \rightarrow M_r)} \rightarrow \bigoplus_{t > r} M_t \right)$$

which is a vector space of dimension

$$\dim_k M_r - \text{merge} \left( \{ p, q \}, P_{> r} \right)$$

Note that for this merge computation we replace $M_t$ by $\bigoplus_{t > r} M_t$. 
Chapter 4

Metrics

Metrics are important tools for analyzing persistence output. They quantify the similarity between modules, and pairwise distances between data are much easier to integrate with other measurement tools than more information-rich but complicated module invariants.

Many persistence “metrics” or “distances” are

1) extended (meaning they can take the value infinity)

2) pseudometrics (meaning there are pairs of non-isomorphic modules that are distance 0 from one another).

These two issues come up when constructing $L_p$ spaces (which are spaces of functions) and are dealt with by

1) only considering integrable functions (functions with finite norm)

2) defining an equivalence relation such that functions of distance 0 from one another are equivalent.

We could choose to make these same restrictions and equivalences for persistence modules but for now we acknowledge the limitations of persistence metrics rather than define the problems away.

**Terminology.** Throughout this text, when referring to persistence “metrics” and “distances,” we really mean extended pseudometrics. Similarly, any “norms” on per-
sistence modules are assumed to be extended seminorms (definition 4.3.20).

## 4.1 Known metrics

As mentioned before, most persistence metrics are really extended pseudometric.

**Definition 4.1.1.** An extended pseudometric is a function \( d : X \times X \to [0, \infty] \) that satisfies

\[
d(x, x) = 0,
\]

is symmetric

\[
d(x, y) = d(y, x),
\]

and satisfies the triangle inequality

\[
d(x, z) \leq d(x, y) + d(y, z).
\]

It is generally desirable for a metric to be stable so that introducing error or approximations doesn’t seriously affect the outcomes of analysis. Many stability theorems are stated in terms of the sublevelset persistence construction because that construction encapsulates many common persistence settings, such as persistence from a filtration of a finite simplicial complex [CEH07; CC+09; CD+13; Les15; BSS15].

**Construction 4.1.2** (Sublevelset persistence). Sublevelset persistent homology is computed from a filtration function \( \gamma : X \to P \) for some poset \( P \) that acts as the parameter space of the filtration and persistence module. To construct the filtration \( \{X_p\}_{p \in P} \), let \( X_p = \gamma^{-1}(P_{\preceq p}) \subseteq X \) be the preimage in \( X \) of all parameters \( q \preceq p \in P \).
Then the persistent homology is

$$H_i X_\bullet = \bigoplus_{p \in P} H_i(X_p)$$

with structure morphisms induced by inclusions.

**Remark 4.1.3.** Note that though we omit the function \( \gamma \) from the notation for simplicity, \( H_i X_\bullet \) does depend on \( \gamma \).

**Definition 4.1.4.** An extended pseudometric (Definition 4.1.1) \( d \) on persistence \( \mathbb{R}^n \)-modules is *stable* if for any functions \( \gamma_X : X \to \mathbb{R}^n \) and \( \gamma_Y : Y \to \mathbb{R}^n \) on any topological spaces \( X \) and \( Y \), and given any integer \( i \geq 0 \),

$$d(H_i X_\bullet, H_i Y_\bullet) \leq d_\infty(\gamma_X, \gamma_Y).$$

### 4.1.1 Interleaving distance

The interleaving distance was originally defined for single-persistence [CC+09], then for multipersistence in a 2011 preprint of [Les15], and finally “generalized” persistence – which is persistence over arbitrary preordered sets – where the definition was made functorial [BSS15]. Here we present the definition from [Les15], which focuses on interleavings for \( \mathbb{R}^n \)-modules.

We use the notation that if \( (M, \varphi) \) is a \( P \)-module then \( \varphi_{p \to q} = \varphi_{pq} : M_p \to M_q \) is a structure morphism (definition 2.3.5) for \( M \).

**Notation.** Let \( \epsilon \in \mathbb{R} \). Then the bold character \( \epsilon \) denotes the vector defined by

$$\epsilon = (\epsilon, \ldots, \epsilon) \in \mathbb{R}^n.$$
Definition 4.1.5. Consider an $\mathbb{R}^n$-module $M$. The shift of $M$ by $\epsilon \in \mathbb{R}^n_{\geq 0}$ is the module $M(\epsilon)$ such that for all $p \in \mathbb{R}^n$,

$$M(\epsilon)_p = M_{p+\epsilon}.$$ 

Similarly the shift of a morphism $f$ is

$$f(\epsilon)_{p \to q} = f_{p+\epsilon \to q+\epsilon}.$$ 

Definition 4.1.6. Modules $(M, \varphi)$ and $(N, \psi)$ are $\epsilon$-interleaved if there exist morphisms $f : M \to N(\epsilon)$ and $g : N \to M(\epsilon)$ such that

$$g(\epsilon) \circ f = \varphi \circ \psi + 2\epsilon$$ 

$$f(\epsilon) \circ g = \psi \circ \varphi + 2\epsilon.$$ 

Then $f$ and $g$ are interleaving morphisms.

The commutativity of the parallelogram-shaped diagrams above left guarantees $f$
and $g$ are $P$-module homomorphisms. The commutativity of the triangular diagrams guarantee that $f$ and $g$ are an $\epsilon$-interleaving.

**Definition 4.1.7.** The *interleaving distance* is the extended pseudometric on $\mathbb{R}^n$-modules

$$d_I(M, N) = \inf\{\epsilon \geq 0 \mid M \text{ and } N \text{ are } \epsilon\text{-interleaved}\}.$$

**Remark 4.1.8.** The existence of a 0-interleaving between two modules implies they are isomorphic but two modules being interleaving distance 0 from one another does not imply they are isomorphic [BS14]. For example a homology class that is born and dies at the same point – a nonzero bar of length 0 in a barcode – is interleaving distance 0 from the 0 module. This length 0 bar is an example of an *ephemeral module*.

**Theorem 4.1.9** ([Les15, Corollary 5.6]). *Suppose that for an $\mathbb{R}^n$-module $M$, each vector space $M_p$ has scalar field $k$, a prime field (i.e., $\mathbb{Q}$ or $\mathbb{Z}/p\mathbb{Z}$ for prime $p$). Then the interleaving distance on $\mathbb{R}^n$-modules is stable and $d_I$ is universal, i.e. for any other stable metric $d$ on $\mathbb{R}^n$-modules

$$d \leq d_I.$$

The requirement on the field $k$ can be dropped if we restrict to $\mathbb{R}^n$-modules $H_iX_\bullet$ (for a fixed $i$) as constructed in construction 4.1.2.

**Remark 4.1.10.** For single-persistence, the interleaving distance is equal to the *bottleneck distance* (originally shown in a preprint of [Les15]).

The bottleneck distance can be described as a distance on persistence diagrams. Each diagram is a collection of points in the plane above the diagonal, with each point representing a homology. The point is plotted according to its homology class’s birth and death parameters.
**Definition 4.1.11.** Let $A$ and $B$ be sets of points in the plane, allowing multiple entries of the same point. Define a *matching* between them by 1) add points on the diagonal $x = y$ to each set under the condition that in the end, $A$ and $B$ have the same cardinality; and 2) defining a bijection $\gamma : A \to B$.

Then the *bottleneck distance* between single-persistence modules $M$ and $N$ can be defined on their persistence diagrams $\text{Dgm}(M)$ and $\text{Dgm}(N)$:

$$d_B(M, N) = \inf_{\gamma: \text{Dgm}(M) \to \text{Dgm}(N)} \sup_{a \in \text{Dgm}(M)} \|a - \gamma(a)\|_\infty$$

**Remark 4.1.12** (Computing interleaving distance). As of the time of writing the author does not know of a way to efficiently approximate the interleaving distance for multipersistence modules. Exactly computing the interleaving distance between multipersistence modules is NP-hard [BBK18].

For single-persistence the interleaving distance is equal to the bottleneck distance, which can be computed [CEH07].

### 4.1.2 Matching distance

The *matching distance* uses linear subspaces of the parameter space to compare $\mathbb{R}^n_{\geq 0}$-modules [BC+08; CDF10]. The modules are restricted (definition 4.1.15) to one linear subspace at a time and then compared as single-persistence modules using the bottleneck distance (definition 4.1.11). The definition includes a normalization term that guarantees stability with respect to the $L_\infty$ metric on the filtration function used to construct the sublevelset persistence module (construction 4.1.2). And, just as for the interleaving distance, the matching distance on single-persistence is equivalent to the
bottleneck distance.

**Terminology.** Many references on matching distance use different terminology than is used in this dissertation. For example, the rank function is sometimes referred to as *persistent Betti numbers* and the bottleneck distance is referred to as the *single dimensional matching distance.* The matching distance is also defined for *size functions*, which are rank functions of 0th homology persistence modules and are the topic of study in [BC+08].

The first step in defining the multipersistence matching distance is reparameterizing $\mathbb{R}_{\geq 0}^n$-modules so that they can be studied along linear subspaces of their parameter space. Instead of considering parameters along the axes of $\mathbb{R}^n$, study the module along rays in the direction of $\vec{l} \in \mathbb{R}^n$ that start at offset $\vec{b} \in \mathbb{R}^n$.

**Definition 4.1.13.** A pair $(\vec{l}, \vec{b}) \in \mathbb{R}^n \times \mathbb{R}^n$ is admissible if $\vec{l} = (l_1, \ldots, l_n)$ is a unit vector with all positive entries and $\vec{b} = (b_1, \ldots, b_n)$ lies on the hyperplane through the origin with normal vector $(1, \ldots, 1)$, which is exactly the hyperplane $\{\vec{x} \mid \vec{x} \cdot (1, \ldots, 1) = 0\}$. The requirement that $\vec{b}$ lie on this plane is equivalent to requiring $\sum_{i=1}^n b_i = 0$.

**Remark 4.1.14.** The vector $\vec{l}$ must be a unit vector, but that can be with respect to any $L_p$ norm with integer $p \geq 1$. That means there are countably many different ways to choose the set of admissible pairs. All of the matching distances that come from these different admissible sets are the same, but computations seem to be easiest when $p = 1$ [CF10].

For each admissible pair $(\vec{l}, \vec{b})$ there is a ray $\{\lambda \vec{l} + \vec{b} \mid \lambda \in \mathbb{R}_{\geq 0}\}$. It is along these rays that we restrict our multipersistence modules and compute the bottleneck distance. The closure of the collection of rays $\{\lambda \vec{l} + \vec{b} \mid \lambda \in \mathbb{R}_{\geq 0}\} (\vec{l}, \vec{b})$ covers the support of...
any $\mathbb{R}_{\geq 0}$-module $M$, and also covers every $p \preceq q \in \mathbb{R}^n$ in the domain of the rank function of $M$ with a ray through both $p$ and $q$. This implies that a reparameterization of an $\mathbb{R}_{\geq 0}^n$-module into single-persistence modules indexed by admissible pairs $(\vec{l}, \vec{b})$ encapsulates at least most of the information of the rank function.

**Definition 4.1.15.** Fix an $\mathbb{R}_{\geq 0}^n$-module $M$. Define $M_{(\vec{l}, \vec{b})}$ to be an $\mathbb{R}_{\geq 0}$-module with parameter $\lambda \in \mathbb{R}_{\geq 0}$ via

$$M_{(\vec{l}, \vec{b})} = \begin{cases} M_{\lambda \vec{l} + \vec{b}} & \lambda \vec{l} + \vec{b} \in \mathbb{R}_{\geq 0}^n \\ 0 & \lambda \vec{l} + \vec{b} \notin \mathbb{R}_{\geq 0}^n. \end{cases}$$

We call $M_{(\vec{l}, \vec{b})}$ the *restriction* of $M$ to the ray $\{\lambda \vec{l} + \vec{b} | \lambda \in \mathbb{R}_{\geq 0}\}$.

**Definition 4.1.16.** Let $M$ and $N$ be $\mathbb{R}_{\geq 0}^n$-modules. Then the *matching distance* between $M$ and $N$ is

$$d_{\text{match}}(M, N) = \sup_{(\vec{l}, \vec{b}) \in \text{Adm}_n} \min_{i=1,...,n} l_i \text{d}_B\left(M_{(\vec{l}, \vec{b})}, N_{(\vec{l}, \vec{b})}\right)$$

where $\text{d}_B$ is the bottleneck distance.

The normalization (multiplication by the smallest $l_i$) is sufficient to guarantee stability \cite{BC+08; CDF10}.

**Remark 4.1.17** (Computing matching distance). The matching distance can be restricted to taking a maximum over a finite number of admissible pairs instead of a supremum over all admissible pairs. There is an algorithm for approximating the matching distance for 2-persistence within a given error bound by finding an appropriate finite set of admissible pairs \cite{BC+11}.

**Remark 4.1.18** (An extension of the matching distance). There is a *coherent match-
2-persistence that is also stable and contains the same information as the original matching distance. The matchings from the bottleneck distance on restrictions of each module change continuously with respect to the filtration. One difficulty of defining coherency was that multipersistence can have monodromy, which is studied in [CEF13].

Since the matching distance is computed from a restriction of the rank function it does not contain any more information than the rank function itself. It does, however, have stability with respect to $L_\infty$ perturbations of the filtering function.

### 4.1.3 Existing $L_p$ distances

There are a few distances based on using $L_p$ distances for invariants that are functions from the parameter space $\mathbb{R}^n$ (or copies of the parameter space) to $\mathbb{R}$. Examples include

1) the Hilbert function of a module (definition 3.1.3), which maps a point in the parameter space to the dimension of the vector space at that point. The $L_p$ distance on the Hilbert function of $\mathbb{R}^n$-modules is used for multipersistence applications like [KLW18] and has been discussed in [LW15; HO+17].

2) the rank function (definition 3.1.4), which was used with the $L_2$ metric to implement PCA on sets of single-persistence modules in [RT16].

3) persistence landscapes, which are reparameterizations of the rank function that guarantee a stability result [Bub15; Vip18].

4) persistence images, which use a weighting function to deliver a stability result [AE+17].
In [RT16] Robins and Turner consider single-persistence modules that have classes born at $-\infty$ or dying at $+\infty$. They note that the rank distance is not finite if the two modules have different numbers of births at $-\infty$ or deaths at $+\infty$.

This brings up the question: How should we compare functional module invariants whose supports don’t have finite measure?

1) The measure can be changed by a weighting function as in [RT16], but this can’t account for all instances. The reason is based on a requirement for the weighting function: it should have translation invariance so that homology classes with the same persistence but different birth times contribute the same amount to the distance. This translation invariance allows a homology class that has existed and will exist for all parameter values to give an infinite contribution to a difference of rank functions.

2) These modules with unbounded support can be truncated, i.e., all vector spaces and maps outside a bounded set in the parameter space are set to 0. The software RIVET [KLW14; LW15] does this in a non-arbitrary way by truncating a module outside the smallest rectangle containing the origin and all nonzero Betti numbers. This part of the module determines the entire module if the module is finitely presented, but one has to be able to guarantee that all nonzero Betti numbers have in fact been found.

Joint work with Ezra Miller in section 4.3 shows a way to modify existing distances to account for immortal homology classes in a canonical way. The idea is to separate out the parts of the module that are immortal, compare the mortal and immortal parts separately, and avoid integrating over unbounded domains. The immortal parts must themselves be sorted so that only homology classes with the same pattern of
immortality – the lists of directions along which a homology class is immortal or mortal – are compared with one another. This technique can even compare modules with different numbers of immortal homology classes.

4.2 New $L_p$ metrics

The distances in subsection 4.1.3 can all be defined as $L_p$-metrics for arbitrary $p$, though some stability or statistical results may not be preserved when $p$ changes. The next subsection describes some qualitative features of $L_p$ distances on multipersistence and the following subsection describes an $L_p$ metric on $m$-rank.

4.2.1 Qualitative features of $L_p$ distances

The $L_p$ distances behave differently than the interleaving and matching distances. To show why, we first explicitly define the $L_p$ rank distance:

**Definition 4.2.1.** The rank poset, which will be discussed more later in subsection 4.3.5, is the set

$$P \times \preceq P = \{(p, q) \in P \times P \mid p \preceq q\}$$

with partial order inherited from $P \times P$, i.e.

$$(p, q) \preceq (r, s) \iff p \preceq r \text{ and } q \preceq s.$$
Definition 4.2.2. The $L_p$ rank distance between $\mathbb{R}^n$-modules $M$ and $N$ is

$$d_{\text{rank}}(M, N) = \|\text{rank}_M - \text{rank}_N\|_p = \left(\int_{\mathbb{R}^n \times \leq \mathbb{R}^n} |\text{rank}_M - \text{rank}_N|^p\right)^{1/p}$$

where $\|\cdot\|_p$ is the usual $L_p$ norm on $\mathbb{R}^{2n}$ restricted to $\mathbb{R}^n \times \leq \mathbb{R}^n$.

In single-persistence, where the interleaving and matching distances are equivalent to the bottleneck distance, the features that the $L_p$ rank distance ($p > 1$) and bottleneck distance consider noise are different. For the bottleneck distance any sufficiently short bar in a barcode is noise, no matter its relation to other bars. This corresponds to a point close to the diagonal on a persistence diagram.

For the $L_p$ rank distance ($p > 1$), however, if many short bars are overlapping over a set of positive measure in the parameter space, then the exponent $p$ in the definition of rank distance amplifies the contribution of these bars. The rank distance doesn’t consider all sufficiently short bars as noise; it matters how bars’ lifetimes overlap.

Features of both the bottleneck and rank distances are illustrated in figure 4.2. There are two barcodes for single-persistence modules, each having the same number of “short” bars. Each of these bars, on its own, is small enough to be considered noise by both the bottleneck and rank distances. As $p$ increases, the rank distance assigns more signal to the stack of bars.
Figure 4.2. Differences between bottleneck and $L_p$ rank distances on single-persistence module barcodes. As $p$ increases the rank distance assigns more signal to clusters of short bars.

The behavior of detecting when many features exist at the same scale may be useful for applications looking to detect consistency, repetitiveness, or regularity. For example, normal cells are very regular while cancer cells are not, so the ability to detect stacking behavior might be able to help automation of detecting or grading cancers, like in [LB+17].

4.2.2 $L_p$ m-rank metric

Since multirank and $m$-rank are functional module invariants whose domains are sums of copies of the parameter space, they, too, give $L_p$ metrics. Since the multirank metric has a prohibitively large domain we just give the definition of the $m$-rank metric.

Recall the $m$-rank from definition 3.4.1: Let $M$ be an $\mathbb{R}^n$-module. For subsets $S, T \subseteq \mathbb{R}^n$ of size at most $m$, the $m$-rank : $(\mathbb{R}^n)^{2m} \rightarrow \mathbb{N}$ is

$$m\text{-rank} : (S, T) \mapsto \text{rank} \left( \bigoplus_{s \in S} M_s \rightarrow \bigoplus_{t \in T} M_t \right)$$
For $m$-rank to fit into an $L_p$ metric the sets $S$ and $T$ must be ordered and of size $m$, so add null values ($\emptyset$) to the sets until they are the appropriate size. The convention is that any map from or to a vector space indexed by a null value is 0.

**Definition 4.2.3.** The $L_p$ $m$-rank distance between $\mathbb{R}^n$-modules $M$ and $N$ is

$$d_{m\text{-rank}}(M, N) = \|m\text{-rank}_M - m\text{-rank}_N\|_p = \left(\int_{\mathbb{R}^{2mn}} |m\text{-rank}_M - m\text{-rank}_N|^p\right)^{1/p}$$

where $\|\cdot\|_p$ is the usual $L_p$ distance on $\mathbb{R}^{2mn}$.

### 4.3 Primary decomposition distances

The work in this section was done with Ezra Miller and will be available in [MT19].

The point of primary decomposition in persistence is to separate out parts of a persistence module that are immortal in different directions. For example in single-persistence, when the parameter takes values in $\mathbb{R}_{\geq 0}$ then homology classes can either have finite lives or be immortal. Similarly, in two-persistence with nonnegative parameters a class can be mortal, immortal in the $x$ direction, immortal in the $y$ direction, or immortal in both directions.

These **mortality patterns** are what makes measuring distance between modules difficult: Modules that have classes with different mortality patterns are often infinite distance apart. In [RT16], Robins and Turner note that to get a finite $L_p$ rank distance between two single-persistence modules the modules must have the same number of classes living to $-\infty$ as well as the same number living to $+\infty$.

To fix this problem, we propose decomposing modules into components with different
mortality patterns and defining a distance on each of those components. A weighted sum of component-wise distances gives a distance between two modules.

Notice that primary decomposition is a technique to modify existing distances. Below, we develop the decomposition modification for $L_p$ distances on the Hilbert functions of modules, but other distances can be substituted. The $L_p$ Hilbert distances and the $L_2$ Hilbert norm are discussed in subsection 5.4.3 as part of future analysis for the fly wing application in chapter 5.

This strategy does not define finite distances between all pairs of modules – see example 4.3.28 – so the idea of a module being *facially bounded* (definition 4.3.29) is developed as sufficient condition for being of finite distance from the 0 module. The idea of a *length* for an $\mathbb{R}^n$-module is also developed.

### 4.3.1 Primary decomposition

This section restates classical primary composition in terms of modules over $Q$, a *polyhedral partially ordered group* (definition 4.3.1). $Q$, which is frequently $\mathbb{Z}^n$ or $\mathbb{R}^n$, takes over the role of parameter space poset here but its geometry gives it much more structure than an arbitrary poset. Details on primary decomposition for polyhedral partially ordered groups can be found in [Mil17, Chapter 3]. A reference for classical primary decomposition is [Eis95, Chapter 3].

We use the idea of polyhedral faces to specify the “directions” (or axes) along which an element in a module lives to infinity.

**Definition 4.3.1.** Let $Q$ be an abelian group.
1) $Q_+$ is a positive cone of $Q$ if $Q_+$ is a submonoid with trivial unit group.

2) $Q$ is partially ordered if it is generated (as a group) by its positive cone $Q_+$.

3) An ideal is a subset $I \subseteq Q$ such that $I + Q = I$.

4) A face of positive cone $Q_+$ is a submonoid $\tau \subseteq Q_+$ such that $Q_+ \setminus \tau$ is an ideal of the monoid $Q_+$.

5) $Q$ is polyhedral (i.e., $Q$ is a polyhedral partially ordered group) if it has only finitely many faces.

**Example 4.3.2** ([MS05, Definition 7.8]). $\mathbb{Z}^n$ is a polyhedral partially ordered group with positive cone $\mathbb{N}^n$ and $\mathbb{Z}^n$-modules can be thought of as modules over a polynomial ring $\mathbb{k}[x_1, \ldots, x_n]$. A subset $I \subseteq \mathbb{N}^n$ is an ideal if $I + \mathbb{N}^n \subseteq I$. A submonoid $\tau$ of $\mathbb{N}^n$ is a face if the complement $\mathbb{N}^n \setminus \tau$ is an ideal. In this setting, a subset $\tau \subseteq \mathbb{N}^n$ is a face if and only if it is a coordinate subspace of $\mathbb{N}^n$. The geometric intuition that the faces of the first quadrant are the faces of $\mathbb{N}^n$ as a positive cone in a polyhedral partially ordered group carries over into the case of polyhedral partially ordered group $\mathbb{R}^n$ with positive cone $\mathbb{R}_{\geq 0}^n$.

Below left is the ideal $\langle y \rangle$ of the polyhedral partially ordered group $\mathbb{k}[x, y]$. The face associated to $\langle y \rangle$ is the $x$-axis, which can also be written as $(1, 0)$.

Below right is the maximal ideal $\langle x, y \rangle$ with associated face $(0, 0)$ (the 0-face).
**Terminology.** We may refer to a face as \( \tau \subseteq \{1, \ldots, n\} \) to record the “directions” that specify a face \( F \). The complement of a face \( \tau \) is another face \( \overline{\tau} = \{1, \ldots, n\} \setminus \tau \).

**Lemma 4.3.3** ([Mil17, Lemma 3.4]). A module over a polyhedral partially ordered group \( Q \) with positive cone \( Q_+ \) is a \( Q \)-graded module over the monoid algebra \( \mathbb{k}[Q_+] \).

**Definition 4.3.4.** Let \( \tau \) be a face of the positive cone \( Q_+ \) of the polyhedral partially ordered group \( Q \). An element in a \( Q \)-module is

- \( \tau \)-persistent if it lives when pushed up along any combination of \( \tau \)-axes;
- \( \tau \)-transient if it dies when pushed up sufficiently along any non-\( \tau \) axis;
- \( \tau \)-coprimary if it is both \( \tau \)-persistent and \( \overline{\tau} \)-transient.

A \( Q \)-module is \( \tau \)-coprimary if every element divides a \( \tau \)-coprimary element.

**Theorem 4.3.5** (Primary decomposition [Mil17, Definition 3.28]). Finitely encoded \( \mathbb{R}^n \)-modules admit primary decompositions:

\[
M \hookrightarrow \bigoplus_{i=1}^{r} M/M_i
\]

where the \( M/M_i \) are \( \tau \)-coprimary quotients of \( M \).

**Definition 4.3.6.** The \( \tau \)-coprimary quotients \( M/M_i \) in the primary decomposition of \( M \) are called \( \tau \)-coprimary components of \( M \).

**Remark 4.3.7.** Primary decomposition is usually stated in terms of primary submodules \( M_i \subseteq M \) such that

\[
\bigcap_{i=1}^{r} M_i = 0 \text{ in } M
\]

The primary submodules \( M_i \) are defined as having coprimary quotients \( M/M_i \).

**Proposition 4.3.8.** The definitions of primary decomposition given in remark 4.3.7
and theorem 4.3.5 are equivalent.

**Proof.** Consider the morphism from theorem 4.3.5. The kernel of this morphism is the intersection of the $M_i$. The morphism is injective if and only if the intersection is $0$ in $M$. 

**Example 4.3.9.**

1) The $0$-coprimary elements of a module are the elements that die when pushed far enough in any direction. A finite length $\mathbb{Z}^n$ module is $0$-coprimary.

2) Below left is a module where the arrow indicates that the elements persist along the $x$-axis immortally. On the right is (the direct sum of) a $0$-coprimary component and a $(1,0)$-coprimary component. The injection is a primary decomposition, as in theorem 4.3.5.

Since we want to use primary decomposition for a distance, it would be nice to find a canonical primary decomposition to use so the distances are well-defined; however, there is no canonical primary decomposition for $\mathbb{R}^n$-modules. On the other hand there is a sense of minimality.

Recall that a socle (definition 3.3.2) is essentially a collection of deaths. The *socle along a face* $\text{soc}_\tau$ is a collection of deaths with a mortality pattern determined by $\tau$: immortal in the $\tau$ directions and mortal in the $\tau^\perp$ directions.
**Definition 4.3.10** ([Mil17, Section3.3]). A primary decomposition $M \hookrightarrow \bigoplus_{i=1}^{r} M/M_i$ is *minimal* if for $i = 1, \ldots, r$, 

$$\text{soc}_\tau M \cong \text{soc}_\tau (M/M_i).$$

In a minimal primary decomposition there is exactly one component $M/M_i$ for each of $M$’s associated primes (see [Eis95, Chapter 3] for details).

### 4.3.2 Extracting components of a module

How do we compute the coprimary components in example 4.3.9 (2)? There are a few steps needed to extract a $\tau$-coprimary component of a module $M$. Namely, the elements that are not $\tau$-persistent and those that are not $\tau$-transient must be ignored.

First we take the localization of $M$, which will invert the elements in the direction of $\tau$.

**Definition 4.3.11** ([Mil17, Definition3.23]). Fix a face $\tau$ of a polyhedral partially ordered group $Q$. The *localization* of a $Q$-module $M$ along $\tau$ is the tensor product

$$M_\tau = M \otimes_{k[Q_+]} k[Q_+ + \mathbb{Z}\tau]$$

In the natural homomorphism from $M$ to the localization $M_\tau$, any element of $M$ that dies when pushed along $\tau$ maps to 0, as in example 4.3.19. So $M \rightarrow M_\tau$ maps all elements that are not $\tau$-persistent to 0.

**Definition 4.3.12** ([Mil17, Definition3.23]). The submodule of $M$ *globally supported*
on $\tau$ is

$$\Gamma_\tau M = \ker \left( M \to \bigoplus_{\tau' \not\subseteq \tau} M_{\tau'} \right)$$

$\Gamma_\tau M$ ignores the elements of $M$ that are not $\tau$-transient.

**Example 4.3.13.** Revisit the module $M$ from Example 4.3.9(2). Below are localizations and global supports for the faces 0 and $\tau = \text{the } x\text{-axis}.

![Diagram showing localizations and global supports for the faces 0 and $\tau$]

**Proposition 4.3.14** ([Mil17, Proposition 3.27]). For modules over a polyhedral partially ordered group, localization commutes with taking support. That is,

$$(\Gamma_{\tau'} M)_\tau = \Gamma_{\tau'} (M_\tau)$$

**Definition 4.3.15.** Let $M$ be a module over a polyhedral partially ordered group $Q$. The **local $\tau$-support** of $M$ is the module $\Gamma_\tau M_\tau$ consisting of elements globally supported on $\tau$ in the localization $M_\tau$.

**Definition 4.3.16.** Let $M$ be a module over a polyhedral partially ordered group $Q$. 64
The **reduced local** $\tau$-**support** of $M$ is

$$\Gamma_\tau M/\tau = (\Gamma_\tau M_\tau)/\tau$$

in which $\Gamma_\tau M_\tau$ is collapsed modulo the free action of the group $\mathbb{Z}\tau$ (as in [Mil17, Definition 6.35]).

**Remark 4.3.17** (A remark on terminology). The term “reduced local support” will most likely be changed in the near future.

**Remark 4.3.18.** If $M$ is a $\tau$-coprimary $\mathbb{Z}^n$-module then taking the reduced local support can take an infinite-length module $M$ to a finite-length module $\Gamma_\tau M/\tau$. It is this operation that makes primary decomposition useful for defining distances: some pairs of modules previously considered infinite distance apart can be primary-decomposed in a way such that a finite distance between them can be defined. This also applies to $\mathbb{R}^n$-modules, with the appropriate definition of length (see definition 4.3.23).

**Example 4.3.19.** Let $\tau$ be the $x$-axis-face.

1) Start with module $M$ below left.

2) Take the localization along the x-axis to get the middle module $M_\tau$.

3) Taking the global $\tau$-support of $M_\tau$ does nothing: If we localize by the 0-face or the $y$-axis-face (the two faces not containing $\tau$), in both instances the $y$-axis gets inverted and all of $M_\tau$ goes to 0. So $\Gamma_\tau M_\tau = M_\tau$.

4) Finally, we mod out by the action of $\tau$ to get the reduced local support $\Gamma_\tau M/\tau$ on the right. Notice that while $M$ had infinite length, $\Gamma_\tau M/\tau$ has finite length.
4.3.3 Metrics and norms

The following are definitions and lemmas about extended pseudometrics and their norm-like counterparts. They are used in the following subsection.

Recall that an extended pseudometric is a positive semidefinite, symmetric function $d : X \times X \to [0, \infty]$ that satisfies the triangle inequality (definition 4.1.1).

**Definition 4.3.20.** An *extended seminorm* on a vector space $X$ is a function $\|\cdot\| : X \to [0, \infty]$ that satisfies the triangle inequality,

$$\|x + y\| \leq \|x\| + \|y\|,$$

and is absolutely homogeneous:

$$\|\alpha x\| = |\alpha|\|x\|$$

for $x, y \in X$ and $\alpha \in \mathbb{R}$. By convention the product $0(\infty)$ is defined to be 0.

**Lemma 4.3.21.** An extended seminorm $\|\cdot\| : X \to [0, \infty]$ induces an extended pseudometric $d : X \times X \to [0, \infty]$ via

$$d(x, y) := \|x - y\|$$
for \( x, y \in X \).

Proof. \( d(x, y) = \|x - y\| \) is an extended pseudometric: It is immediate to check that absolute homogeneity guarantees symmetry and positive semidefiniteness and that the triangle inequality for the norm guarantees the triangle inequality for the metric.

- Positive semidefinite: \( d(x, y) = \|x - y\| \geq 0; \quad d(x, x) = \|x - x\| = \|0\| = 0 \).
- Symmetric: \( d(x, y) = \|x - y\| = |-1|\|y - x\| = d(y, x) \).
- Satisfies triangle inequality:
  \[
  d(x, z) = \|(x - y) - (z - y)\| \leq \|x - y\| + \|y - z\| = d(x, y) + d(y, z).
  \]

We need to be careful about any of the expressions above being undefined because of subtracting infinity from infinity. But because the norms can only take the value of positive infinity and none of the statements involve subtraction, that will not occur.

\[ \square \]

Lemma 4.3.22.

1) A nonnegative linear combination of extended seminorms is an extended seminorm.

2) A nonnegative linear combination of extended pseudometrics is an extended pseudometric.

Proof.

1) Requiring that the linear combination have positive coefficients guarantees that the nonnegativity of the codomain and the property of absolute homogeneity (specifically, that a scalar’s only contribution to a norm is its amplitude) are preserved.
Let \( \|\cdot\| = \sum_{i=1}^{n} \omega_i \|\cdot\|_i \) with \( \omega_i \geq 0 \).

\[
\|x + y\| = \sum_{i=1}^{n} \omega_i \|x + y\|_i \leq \sum_{i=1}^{n} \omega_i \|x\|_i + \sum_{i=1}^{n} \omega_i \|y\|_i = \|x\| + \|y\|
\]

Notice that the scalars \( \omega_i \) must be nonnegative so that the inequality holds.

2) It is immediate to check that symmetry is preserved by linear combination of extended pseudometrics. Requiring that linear combinations have nonnegative coefficients guarantees that the codomain, positive semi-definiteness, and triangle inequality are preserved as well.

\[\square\]

### 4.3.4 Primary-component-wise norms and distances

In this section \( M \) is a \( Q \)-module where \( Q \) is a polyhedral partially ordered group with positive cone \( Q_+ \). Most of the time \( Q = \mathbb{R}^n \) with \( Q_+ = \mathbb{R}_{\geq 0}^n \) or \( Q = \mathbb{Z}^n \) with \( Q_+ = \mathbb{N}^n \).

#### Finite length modules

The idea of finite length for \( \mathbb{Z}^n \)-modules is well understood: the length is the module’s dimension as a vector space over \( k \). If this definition is extended to \( \mathbb{R}^n \)-modules, however, even those modules with support bounded in \( \mathbb{R}^n \) would have infinite length.

To instead make sure a pointwise finite-dimensional \( \mathbb{R}^n \)-module with bounded support is considered finite length, we introduce a different definition.

**Definition 4.3.23.** The \( p \)-length of a 0-coprimary \( \mathbb{R}^n \)-module \( M \) is the extended
seminorm

\[ \|M\|_p = \left( \int_{\mathbb{R}^n} \text{Hilb}^p_M \right)^{1/p} = \|\text{Hilb}_M\|_{L_p} \]

where \(\|\cdot\|_{L_p}\) is the usual \(L_p\) norm on \(\mathbb{R}^n\).

**Remark 4.3.24.** For \(\mathbb{Z}^n\) modules, 0-coprimary pointwise finite-dimensional modules correspond to finite length modules and the 1-length (when integrating with respect to the counting measure) coincides with the usual length of a \(\mathbb{Z}^n\)-module.

**Example 4.3.25.** Below are \(\mathbb{R}^2_{\geq 0}\)-modules and their \(L_1\)-lengths. Neither module has bounded support, but the module on the left still has finite 1-length. Both of these modules are 0-coprimary modules.
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The \(L_p\)-length is an extended seminorm (definition 4.3.20) and gives rise to an extended pseudometric (definition 4.1.1).

**Definition 4.3.26.** The \(L_p\)-Hilbert distance between two \(\mathbb{R}^n\)-modules \(M\) and \(N\) is

\[ d_{p,\text{Hilb}}(M, N) = \left( \int_{\mathbb{R}^n} |\text{Hilb}_M - \text{Hilb}_N|^p \right)^{1/p} = \|\text{Hilb}_M - \text{Hilb}_N\|_{L_p} \]

where \(\text{Hilb}\) is the Hilbert function of a module and \(\|\cdot\|_{L_p}\) is the usual \(L_p\) norm on \(\mathbb{R}^n\).
For facially bounded modules

The extended seminorms from above give rise to extended pseudometrics, which are described here.

**Definition 4.3.27.** The facial components of $M$ are the modules $\Gamma_\tau M/\tau$ for all faces $\tau$ in the positive cone $Q_+$.

**Example 4.3.28.** The $\mathbb{R}^2_{\geq 0}$-modules from example 4.3.25 are both 0-coprimary so their each have only one facial component: themselves. The module to the left is facially bounded and the one to the right is not.

**Definition 4.3.29.** An $\mathbb{R}^n$-module $M$ is **facially $p$-bounded** if all of its facial components are of finite $p$-length.

**Definition 4.3.30.** The (weighted) $L_p$-length of an $\mathbb{R}^n$-module $M$ is

$$
\|M\|_{p,\text{Hilb}} = \sum_{\text{faces } \tau} w_\tau \left( \int_{\mathbb{R}^n} \text{Hilb}_{\Gamma_\tau M/\tau}^p \right)^{1/p} = \sum_{\text{faces } \tau} w_\tau \|\text{Hilb}_{\Gamma_\tau M/\tau}\|_{L_p}
$$

where $\|\cdot\|_{L_p}$ is the usual $L_p$ norm on $\mathbb{R}^n$ and the weights $w_\tau$ are nonnegative real numbers.

For each face $\tau$ consider the reduced local supports $\Gamma_\tau M/\tau$ and $\Gamma_\tau N/\tau$. These are finite $p$-length (that’s the facially bounded criterion) $\mathbb{R}^\tau$-modules. Compare their Hilbert functions facial-component-wise using an $L_p$ distance and weights $w_\tau$. This gives a new distance.

**Definition 4.3.31.** Define the (weighted) $L_p$-Hilbert distance between two facially
bounded, $\mathbb{R}^n$-modules $M$ and $N$.

$$d_{\text{p-Hilb}}(M, N) = \sum_{\text{faces } \tau} w_\tau \left( \int_{\mathbb{R}^\tau} |\text{Hilb}_{\tau,M/\tau} - \text{Hilb}_{\tau,N/\tau}|^p \right)^{1/p}$$

$$= \sum_{\text{faces } \tau} w_\tau \|\text{Hilb}_{\tau,M/\tau} - \text{Hilb}_{\tau,N/\tau}\|_{L_p(\mathbb{R}^\tau)}$$

The $L_p$ norms in the above definitions are norms over $\mathbb{R}^\tau$, which are Banach spaces of different dimensions. This may create a problem in applications with adding quantities measured with different units, but the weights can be adjusted to account for that discrepancy. The weights $\omega_\tau$ might be tuned to account for different units, or to guarantee different statistical properties of the distance.

Because of the $L_p$ setting, differences between modules that occur on sets of measure 0 are not detected. That’s why we have pseudometric and seminorm. We have extended pseudometric and seminorm because the integrals are not always finite.

**Theorem 4.3.32.**

1) The $L_p$-Hilbert lengths $\|\cdot\|_{p-\text{Hilb}}$ defined above are extended seminorms.

2) The $L_p$-Hilbert distances $d_{p-\text{Hilb}}$ defined above are extended pseudometrics.

**Proof.** Both statements follow from lemma 4.3.22. \qed

### 4.3.5 The graph and rank modules

Consider a $Q$-module $M$. We construct two auxiliary modules: the graph and rank modules. These modules record information about the maps in $M$ in a new way. They also provide an avenue for using the primary decomposition modification on a
distance based on the ranks of structure morphisms, which is a common measure of a persistence module.

Recall definition 4.2.1: Let $Q_+$ be the positive cone of a polyhedral partially ordered group $Q$. Then the rank poset of $Q$ is

$$Q \times_{\preceq} Q = \{(p, q) \in Q \times Q \mid p \preceq q\}.$$

Start with a persistence module $H$. Denote the structure morphisms of $H$ by $\varphi_{pq} : H_p \to H_q$. Sometimes we will denote them together: $(H, \varphi)$ is a $Q$-module with the structure morphisms explicitly named.

**Definition 4.3.33.** The graph module $G$ of a $Q$-module $(H, \varphi)$ is a $(Q \times_{\preceq} Q)$-module where for $p \preceq q$ in $Q$,

$$G_{pq} = \{(x, \varphi_{pq}(x)) \mid x \in H_p\} \subseteq H_p \times H_q$$

is the graph of $\varphi_{pq} : H_p \to H_q$. Each morphism $G_{pq} \to G_{rs}$ is induced by $\varphi_{pr} \times \varphi_{qs} : H_p \times H_q \to H_r \times H_s$.

**Definition 4.3.34.** The rank module $R$ of a $Q$-module $(H, \varphi)$ is a $(Q \times_{\preceq} Q)$-module constructed by projecting the graph module of $H$ onto its second component. That is, for $p \preceq q \in Q$,

$$R_{pq} = \text{im } \varphi_{pq} \subseteq H_q$$
The morphism $R_{pq} \to R_{rs}$ is the restrictions of $\varphi_{qs}$ to $\text{im} \varphi_{pq}$.

**Proposition 4.3.35.** $\dim_k R_{pq} = \text{rank} \varphi_{pq}$.

The rank module can be analyzed by taking its primary decomposition and then using an $L_p$ Hilbert function distance on each component. Further details are research in progress.
Chapter 5

Application: topological evolution in fly wing venation

This project studies the relationship between evolutionary continuous and topological morphological changes via vein morphology in fruit fly wings. A population of flies evolves the continuous morphological changes of interest when it develops, on average, wings with landmarks located in more extreme locations than occur in “normal” – or wild type – flies. See figure 5.2 for examples of continuous variation in landmark locations across species in the Drosophilinae subfamily (Drosophila melanogaster is one of the species represented in the figure and is also the model organism used for the experiments discussed here).

Discrete and topological morphological abnormalities occur in populations of wild type flies under no selective pressure. We only attribute these abnormalities to evolution when the rate of the abnormalities changes. See figure 5.1 for examples of topological abnormalities in fly wing venation.

Biologist collaborators at the Houle Lab at Florida State University hypothesize that selection for particular continuous morphological changes correlates with increased rates of topological morphological abnormality (see subsection 5.2.2 for more detailed hypotheses). The goal of the author and collaborators Surabhi Beriwal and Ezra Miller is to quantify both continuous and topological variation in fly wing venation so their relationship can be effectively studied via statistics.
Persistence is useful for this study because it can measure both types of variation – topological abnormalities and continuous changes in landmark locations – and can naturally fuse these two different types of information together. This is in contrast to other techniques currently used by biologists. See subsections 5.3.1 and 5.3.2 for how persistence detects each type of variation and subsection 5.2.1 for methods of shape quantification other than persistence.

Preliminary progress has been made towards analyzing data from an evolving population of *Drosophila melanogaster* (fruit flies) that the Houle Lab at Florida State University maintains and studies. Existing preprocessing steps created by the Houle
Lab [HM+03] use wing images to produce planar splines, and software written by Beriwal produces piecewise linear approximations of the splines. Preliminary, ad-hoc homology computations and visualizations have been made from simulated data of piecewise linear vein approximations. Details on each of these three processes can be found in section 5.5, and results of the computations on simulated data can be found in section 5.6.

Collaborators

This mathematics is joint work with Surabhi Beriwal, who was an undergraduate at the time, and Ezra Miller. Some works from the same research program are [Ber18; Mil15; Mil17].

Biological collaborators are David Houle and members of the Houle Lab at Florida State University. Their data collection and preprocessing is detailed in [HM+03].

5.1 Project goals

This is a long-term project with goals spanning different timelines. The shortest term goals are about computation, fundamental theoretical concerns, and finding evidence indicating a link between evolution of continuous and topological feature changes in a population of flies. Long-term goals for the project are to find causal links between evolution of continuous and topological changes in morphology, adjust experiments and analysis to study the relationship between genotype and phenotype, and study how development relates to evolution in regards to morphology.
5.1.1 Short-term goals

Our most immediate goal is to finish the wing persistence computational pipeline so we can produce persistence outputs for topologically wild type fly wings (i.e., wings like those on the left in figure 5.1). Once we have access to topologically abnormal wing data (see remark 5.1.1), we have a goal of finding evidence that increased rates of topological abnormalities correlate with extreme continuous evolution (hypothesis 5.2.1). This process may include adjustments to the filtration (see subsection 5.4.1) and analysis of different persistence invariants and metrics to choose the tools that are best able to describe the variation in fly wings.

Some of the steps toward finishing our data pipeline been completed. The Houle lab has collected data in the form of images of wings and has preprocessed the topologically wild type wing images to produce splines (piecewise quadratic polynomials) fitted to the veins of each wing. In order to reduce computation, these splines can be approximated by piecewise linear curves using software by Beriwal. For more details on the software that provides preprocessing and linear approximation functionalities, see subsections 5.5.1 and 5.5.2.

Some preliminary computations of the persistence filtration and Hilbert function (definition 3.1.3) can be made given piecewise linear approximations of wing veins, but this can only be done for a few data points using ad-hoc methods (ad-hoc methods are described in subsection 5.5.3). More robust and efficient computations using existing multipersistence software are planned.

To make robust persistence computations we plan to use the multipersistence software RIVET [KLW14; LW15] to compute a multipersistence module for each fly wing. The
first attempt at this will be based on discretization, both on the part of the fly wing space and the parameter space. Later attempts may use a finite encoding to reduce the size of the filtration of simplicial complexes that is input into the RIVET software. Details are in remark 5.1.2.

**Remark 5.1.1.** Some changes need to be made to the fly wing image preprocessing software to record accurate and complete data for topologically abnormal wings. One completed goal of the project is to determine exactly what additional or different information needs to be gathered for topologically abnormal wings and how that information should be recorded. With these new specification in hand, the Houle Lab is now collecting and recording the additional data.

**Remark 5.1.2 (Future software).** The following is a plan for how to implement the persistence module computations for the fly wings: first, the filtrations have to be constructed from each fly wing as described in subsection 5.3.1. Each filtered piece will essentially be a binary image (with each pixel labeled either 1 or 0). From this filtration of binary images we will produce a filtration of simplicial complexes: each 1-pixel in a binary image gives rise to a vertex in the corresponding simplicial complex. Vertices are connected by an edge if they are neighbors in the binary image. 2-simplices are added when three vertices are pairwise-neighbors (just as in a Vietoris-Rips complex). No higher simplices are added since these simplicial complexes live in the plane. Once the fly wing data can be represented as a filtration of simplicial complexes, RIVET can compute the corresponding persistence module and some related invariants. Some additional software may need to be produced to extract desired invariants or distances, but as of now our choices of metrics (subsection 5.4.3) can be computed using existing RIVET functionality.
5.1.2 Long-term goals

The long-term biological goals for this research program are to further explore the relationship between evolution, development, genotype, and morphology. This will require setting up new experiments and collecting more data. It will not, however, require much update to the wing persistence computational pipeline. This persistence tool is being designed as a feature extractor for planar graphs, which fly wing veins happen to be. Once the pipeline is created it can be used in any other experiment that has planar graph data and requires measurements of the continuous and topological variation of those graphs.

5.2 Biological context

Current biological work in studying fly wing morphology is much of the time constrained to studying wings with wild type topology (see subsection 5.2.1). The extension to novel topologies is an exciting step forward and allows for the new types of hypotheses to be studied. The hypotheses of interest are in stated in subsection 5.2.2.

5.2.1 Existing techniques for quantifying shape

The Houle Lab’s preprocessing steps for fly wing analysis are incompatible with the project because their models enforce normal topology in their summary of each wing, regardless of whether the wing has normal or abnormal topology. This method has been used to quantify the shape of fly wings by aligning and scaling all samples and comparing the locations and relationships between landmarks/vein intersections.
(see Figure 5.2 for examples). The software used to do this – PREPROCESSWING – is described in subsection 5.5.1 and [HM+03].

Some scientists compare locations of homologous (in the biological sense!) points (landmarks) in wings, e.g. in [BT+07]. This relies on appropriate alignment and sometimes also scaling. Procrustes alignment is can be used, as well as other alignments, e.g. [LH09].

Wing shape can be measured via angular measurements: take two lines on the wing, each connecting a pair of landmarks. There is a baseline difference in angle and angular offset from that is a measure of wing shape. This measure is convenient because 1) scientists don’t need to align wings to measure these angles, and 2) the angles are not dependent on size of the wing, which is often something scientists control for by scaling wings to the same size. The first is a property persistence shares and the second only this measurement of angular deviations has, but notice that angular deviation cannot account for a wing that is missing a required landmark (vein intersection) and it does not, necessarily, recognize topological differences in vein topology. [Web90; WE+01]

Sometimes a datum can be missing a landmark; this can happen if samples are incomplete or damaged, or it could happen via mutation or developmental aberration. When a landmark is missing, usually analysis is chosen so that that landmark isn’t needed, or the landmark is estimated [AB14]. We are unaware of morphometric methods to deal with topological novelty.
5.2.2 Biological hypotheses

As described in section 5.1 on project goals, this is an ongoing project with short- and long-term goals. Below are some hypotheses we are interested in exploring as well as a description of how persistence output may contribute to supporting a biological hypothesis.

The first hypothesis we will be able to explore involves finding correlation (or independence) between two types of variation.

**Hypothesis 5.2.1.** For a population of fruit flies, there is a positive correlation between extreme displacements of landmarks and higher rates of topological novelty.

Persistent homology measures variation between individual specimens, not the evolution of a population. To study evolution, persistence output can be fed into a statistical framework that analyzes the variation at the population level. If entire populations exhibit the correlation between more extreme landmark displacement and higher rates of topological novelty, then the experiment provides evidence for hypothesis 5.2.1.

The desire to study population-level variation indicates that we should choose persistence invariants and metrics that have well-defined means that both exist and are unique.

Ideally, we would like to explore the hypothesis below.

**Hypothesis 5.2.2.** Higher rates of topological variation in fly wing vein morphology occurs as a result of selection towards extreme displacement of landmarks.
We may be able to provide evidence for hypothesis 5.2.2 because of the way the experiment is set up. Biologists artificially select for extreme displacement of landmarks by removing specimens with less extreme variations in their landmark locations. Any changes in the rate of topological novelty may be caused by that selection towards more extreme landmark displacements.

5.3 Mathematical setting

Below is the translation between the biological problem of analyzing wing venation and the mathematical problem of analyzing persistence modules. Some properties of the data make the persistence computations simpler; they are described at the end of this section.

5.3.1 The two-parameter filtration

Paul Bendich, Joshua Cruz, and Ezra Miller discussed persistent homological summaries of fly wings that were precursors to the 2-parameter filtrations we’re considering now. This two-parameter filtration is inspired at least partially by intersection persistent homology [BH11].

We will now describe the filtration (definition 2.3.13) for our fly wing persistence module. At this point, we will consider the wing as a planar embedding of a graph. The vertices are the vein intersections, or landmarks, and the edges are the veins.

The parameter space for the fly wing filtration (and thus also for the resulting persistence module) is $\mathbb{R}^2_{\geq 0}$ with parameters $r$ and $s$ (i.e., $r$ and $s$ are both nonnegative).
\( r \) (= radius) and \( s \) (= semi-thickness) are both “thickening” parameters, and each is assigned to a subset of the wing: \( r \) is assigned to the vertices/intersections, and \( s \) to the edges/veins. For each subset, we consider all the points within a certain distance from that set. That is, we look at all points within distance \( r \) from the vertices and all points within distance \( s \) from the veins. Our filtered piece is the points within and equaling distance \( s \) from the veins minus the points within distance \( r \) from the vertices.

\[
X_{(r,s)} = \{ \vec{x} \in \mathbb{R}^2 | d(\text{veins}, x) \leq s, d(\text{vertices}, x) \geq r \}
\]

\[
= \left( \bigcup_{\vec{v} \in \text{veins}} B_s(\vec{v}) \right) \setminus \left( \bigcup_{\vec{v} \in \text{intersections}} B_r(\vec{v}) \right)
\]

The filtered piece associated to parameters \((r, s)\) is built on top of the wing (i.e. in wing space). That means that each filtered piece is a subset of \( \mathbb{R}^2 \), but note that this is not the same as the parameter space \( \mathbb{R}^2_{\geq 0} \). In wing space, the distance \( d \) is the Euclidean distance.

Figure 5.3 shows the thickening by the two parameters: vertices thickened by \( r \) in blue and veins thickened by \( s \) in red. The filtered piece associated to \((r, s)\) is the red set minus the blue set. Figure 5.4 shows a simple example of this \( \mathbb{R}^2_{\geq 0} \)-filtration, again with thickenings in blue and red. Three filtered pieces are shown, each representing a constant region (definition 2.4.6) of the resulting persistence module.

\textbf{Remark 5.3.1} (Diagramming over the \((r, s)\) parameter space). In a filtration, the inclusions of filtered pieces are supposed to go in the order of the parameter space poset. For the \((r, s)\) filtration described above, as \( s \) increases the filtered pieces add
points but as $r$ increases the filtered pieces lose points. So, when graphing the $(r, s)$ filtration we usually graph in the second quadrant (as opposed to the first quadrant) with $r$ “pointing to the right.” This can be thought of as graphing $(-r, s)$. This way, “up” in this poset is in the expected direction (up and to the right) since as $r$ gets smaller, the filtered piece includes more points.

As a result of this, for every persistence module constructed using this $(r, s)$ filtration, the diagram of that persistence module (usually a map of the Hilbert function, as in figure 5.4) is in the second quadrant of the plane with $r$ increasing toward the left and $s$ increasing toward the top.

![Figure 5.3](image)

**Figure 5.3.** From left to right: close-up of a fly wing image; veins (red, semi-thickness $s$) and vertices (blue, radius $r$) labeled and thickened according to parameters; the resulting filtered piece.

![Figure 5.4](image)

**Figure 5.4.** From left to right: a toy model fly wing; the wing’s persistence module’s Hilbert function; a finite encoding of the Hilbert function labeled with representatives from the wing’s two-parameter filtration.
5.3.2 Why this filtration?

The reason for this \((r, s)\) filtration is not immediately obvious. We should consider whether a single-parameter filtration would be better. The single parameter could be a thickening parameter for the whole graph or just the vertices. The former setting does keep track of the homology of the wing, which is the most obvious necessity for this application, but the stability of single-persistence \([CEH07]\) causes the resulting topological summary of a wing to give little weight to geometrically small but functionally substantial features. For example, a disconnection that results in the loss of an intersection or the creation of a new but very short vein would cause little change in the resulting persistence module, and as a result it could be difficult to distinguish between persistence module variation due to topological wing variations vs continuous wing variation.

Using a stratification – essentially, treating the vertices and veins differently – allows us to pick up on these small but important variations because geometrically small but biologically important wing variations still change the stratification. Changes in stratification cause substantial changes in to the persistent homology, so in the end the stratification has the (desirable!) result of destabilizing persistent homology to the types of wing variation we most want to detect. Stratification is discussed further in subsection 5.4.1.

Biologically, it is reasonable to treat vertices and veins differently in this application. The vertices develop differently from, function differently from, and can change the development of veins; for example the genesis of a vertex can cause a vein to form with a kink as it “reaches” to meet and intersect with a different vein. Given the interplay between and biological relevance of both vertices and veins, we consider it
reasonable to treat them differently and assign them different parameters.

This stratified two-parameter filtration for persistence can detect the continuous variation of fly wings alongside the topological variation discussed above. For example, there is a direct effect of changing the angles of pairs of veins joining at a vertex: with fixed \( s \) and decreasing \( r \) there will be a merge of connected components, as in figure 5.5, at an earlier parameter value when an angle is smaller/more acute. Continuous variation does not change the stratification of the wing and therefore doesn’t necessarily cause large changes in the resulting persistence modules, but their effect is still noticeable. An example of this noticeable difference in persistence output is in section 5.6; look for the wings labeled “WT” (wild type) and “CD” (continuous deformation).

![Figure 5.5.](image)

**Figure 5.5.** The \((r, s)\) filtration detects differences in angles of incoming veins to a vertex: For fixed \( s \) and decreasing \( r \), the smaller the angle, the earlier a merge death in \( H_0 \) occurs.

### 5.3.3 Mathematical conveniences for computation

The fact that the fly wing can be considered as embedded in the plane is convenient for mathematical and computational purposes.

1) Because the wings can be considered as living in an ambient vector space of dimension 2, only 0\textsuperscript{th} and 1\textsuperscript{st} homology can be non-trivial.
2) Alexander duality (theorem 5.3.2) tells us that 1st homology can be computed via a 0th homology computation. As a result the only homology computations that need to be done are 0th homology computations.

**Theorem 5.3.2** (Alexander duality). Let $X$ be a compact, locally contractible, dimension $n$ subspace of $S^n$. Then for all $q \geq 0$,

$$\tilde{H}_q(X) \cong \tilde{H}_{n-q-1}(S^n \setminus X)$$

See [MS05, Theorem 5.6] for a simplicial Alexander duality statement.

3) 0th homology is easier to work with than higher homology because it deals in connected components. Connected components are easier to compute than higher homologies because they can be computed with standard, existing algorithms used for computer vision. This means that after discretizing the wing space and the parameter space we can use a standard connected components algorithm to compute the homology (see subsection 5.1.1).

### 5.4 Metrics

To analyze the fly wing persistence modules we need metrics for either the modules or for invariants of the modules. To determine the stability of persistence for this application we also need a metric on the input data, i.e., the wings.
5.4.1 Stability

A stability theorem for a given process is a statement of Lipschitz continuity. For example, the original stability theorem for the bottleneck distance in single-persistence ([CEH07], later improved by [CC+09]) considered the process of taking a topological space $X$ and a function $f : X \to \mathbb{R}$ and from those constructing a persistence diagram $\text{Dgm}(f)$. The stability statement is that if there are two such functions $f, g : X \to \mathbb{R}$, then

$$d_{\text{Dgm}}(\text{Dgm}(f), \text{Dgm}(g)) \leq d(f, g)$$

To complete this stability statement we need to define the metrics $d_{\text{Dgm}}$ and $d$.

When dealing with data, measurement, and computation, stability is usually thought of as a necessity because it ensures that if error is introduced into the process – either unintentionally or due to intentional approximations – then the outcome won’t be substantially different from what it would have been without the error.

The fly wing application is a slightly different case, though. Certainly we’d like the small, continuous changes in wings to give small changes in our persistence modules, but we may desire topological changes in the wings to lead to large change in persistence modules because:

1) topological differences are most important to us so we don’t want to confuse them with noise or continuous differences;

2) the data is nearly certain to have no topological error (i.e., situations where data shows topological variation when there actually isn’t any topological variation in the sample wing, or vice versa); and
3) the linear approximation we use on the data does not introduce topological error.

We have chosen a metric for the wings such that continuous variation leads to small changes in the associated persistence modules. The property that allows topological changes to make a sizeable change in the resulting persistence module is the *stratification* of the wing that is used to construct the wing filtration. Choosing a stratification amounts to choosing which vertices are controlled by the radius $r$ parameter. All intersections contribute to the $r$ parameter, but the degree 1 vertices could also contribute. If we choose the appropriate stratifications for the topological differences in fly wings, then we arrange for the desired stability/unstability properties. Figure 5.6 gives an example of different stratifications we could use to analyze a wing that is missing an intersection.

**Figure 5.6.** Topologically normal wing (left) and two wings missing an intersection. The two abnormal wings show different choices of stratification: one leads to a continuous change in the persistence module while the other leads to a large change. Persistence modules are represented by their Hilbert functions: yellow (lightest) indicates vector spaces of dimension 3; green is dimension 2; blue (darkest) is 1. Figure 5.4 gives a more detailed representation of the middle persistence module.
5.4.2 Metrics on fly wings

A useful distance between two fly wings is the *Hausdorff distance* between their representation as splines. We expect that populations undergoing continuous evolutionary changes will show small distances between parents and offspring but any offspring born with a topological change, depending on how drastic, could be a comparably far distance from its parents.

**Definition 5.4.1.** The *Hausdorff distance* between subsets $A$ and $B$ of a metric space is

$$
\inf\{\epsilon \geq 0 \mid A \subseteq B_\epsilon \text{ and } B \subseteq A_\epsilon\},
$$

where $X_\epsilon$ is the thickening of $X$ by $\epsilon$.

An algorithm for computing an upper bound on the error of the linear approximation can be found in Beriwal’s senior thesis [Ber18], which was co-advised by the author and Ezra Miller.

5.4.3 Metrics on persistence modules

Once the persistence modules are computed there are many different distances and invariants we could use for analysis. Perhaps the simplest starting point is the use the $L_p$ Hilbert distance, as others using multipersistence for applications have [KLV18]. Recall from definition 3.1.3 that the Hilbert function of an $\mathbb{R}^n$-module $M$ is $\text{Hilb}_M : \mathbb{R}^n \to \mathbb{N}$

$$
\text{Hilb}_M : \ p \to \dim_k M_p
$$
and from definition 4.3.26 the $L_p$ Hilbert distance between $\mathbb{R}^n$-modules $M$ and $N$ is

$$d(M, N) = \|\text{Hilb}_M - \text{Hilb}_N\|_p$$

where $\|\cdot\|_p$ is the usual $L_p$ metric.

On the first pass we will use truncation to make sure the distances between modules are finite. In the future we may use the primary decomposition modification of the $L_p$ Hilbert distance (definition 4.3.31) so as to avoid arbitrary truncation, since we don’t know which parts of the module show the most relevant information.

We will likely start by using the $L_p$ distance with $p = 1$ or 2. A reason to use $L_1$ bis that the $L_1$ distance does not weight classes all existing at the same parameter values higher than classes existing at different parameter values (see figure 4.2). A reason to use $L_2$ is the possibility tof defining an extended semi-inner product on $L_2$ space since inner-products allow for the idea of orthogonality and therefore some linear algebraic machine learning techniques like PCA (principal component analysis) and SVM (support vector machines).

With a baseline of analysis done this data set could be used to test the usefulness of other metrics, like $L_p$ metrics on $m$-rank or metrics with and without primary decomposition modifications.

### 5.5 Software

The existing software for this project is described below. PREPROCESSWING was written by member of the Houle Lab [HM+03], LINEARIZEWING was written by a Duke
undergraduate student Surabhi Beriwal under the supervision of this dissertation’s author [Ber18], and the preliminary computations visualizeFiltration and estimateHilbFn were written by the author of this dissertation. The pipeline for this project is also managed by the author.

5.5.1 Biologist-developed preprocessing

The Houle Lab has developed software to extract vein shape information from images of fly wings with only a small amount of human input. The developers refer to the software as WINGMACHINE in their paper [HM+03] but for clarity it will be referred to as preprocessWing here.

The input to preprocessWing is an image of a fly wing. A human located a small number of landmarks and the rest of the process is automated. The output is a list of splines (parameterized curves), each spline fitted to a vein in the wing. The input and output of preprocessWing are shown below.

![Image of a fly wing and splines fitted to veins]

The automated preprocessWing uses a the assumption that the input wings are topologically normal. Adding this assumption made the software more accurate and allowed the developers to require less human input to the system. Unfortunately,
that means that there will have to be adjustments made to the software to correctly preprocess the topologically abnormal wings. The number of topologically abnormal wings is a small percentage of the total data set, though, so this could be done “by hand.”

PREPROCESSWING’s processing steps are listed alongside sample data in figure 5.8.

**Figure 5.8.** PREPROCESSWING image processing of *Drosophila melanogaster* wing: (a) start with raw image (b) invert raw image and minimize background (c) threshold and fill holes (d) reduce features to 1 pixel width (e) remove short features (f) use line intersections to fit model to image and produce final wing image with spline model overlaid [HM+03].

### 5.5.2 Piecewise-linear fly wing approximations with error bounds

In past experiments, the output of PREPROCESSWING may or may not have been aligned before final analysis of the landmarks. In those analyses all of the feature extraction is done by PREPROCESSWING.
For this project there is more information that needs to be extracted from the wing data. The extraction of topological information involves many distance computations, so to make the computations easier we approximate the wing vein splines by piecewise linear curves using \texttt{LINEARIZEWING}.

\texttt{LINEARIZEWING} was written by Beriwal under the supervision of this dissertation’s author. More details on the software can be found in [Ber18]. Below left are the input data to \texttt{LINEARIZEWING} and below right are the vein splines after reparameterization into piecewise quadratic curves. The curves being piecewise quadratic helps with computing the error introduced to the data by the linear approximation.

Each quadratic curve is approximated by a piecewise linear curve, taking into account that arcs with higher curvature should be approximated by shorter line segments. The distance between the quadratic and piecewise linear curves is recorded so that it can be used for an approximation of the error introduced into the data by \texttt{LINEARIZEWING}. The introduced error is bounded above by the maximum of these distances.
5.5.3 Filtration visualization with connected-component homology estimation

The preliminary persistence computations of wing data have been done with ad-hoc software on simulated data. The software, visualizeFiltration and estimateHilbFn, output visualizations of the wing filtration and estimations of the persistence module Hilbert function. Some sample visualizations are shown in figures 2.7, 5.4, 5.6 and 5.11.

estimateHilbFn, which estimates the Hilbert function of a wing’s persistence module, does not compute the persistence module or even the rank of any of the module’s structure maps. The computations are done by identifying connected components in each filtered piece of the fly wing filtration. In these computations both the filtered pieces (in wing space) and the parameters (in the parameter space $\mathbb{R}^2$) are discretized.

For the first analysis of the wing data at scale, we expect to use a faster implementation of similar algorithms.
5.6 Conclusion and preliminary results

Enough of the pipeline has been built (or approximated) that we have determined enough proof of concept to request the full preprocessed data for the topologically abnormal wings. We have communicated to the Houle Lab the extra information needed for each of the topologically abnormal wings to be able to complete our analysis of them.

Some preliminary computations of 0\textsuperscript{th} persistence Hilbert functions computed from simulated wing data can be seen in figure 5.11. The simulated data is of wings that are

1) wild type (WT),
2) continuously deformed (CD),
3) topologically abnormal because they’re missing a vertex (MV), and
4) topologically abnormal because they have an extra edge (EE).

The topologically abnormal (MV and EE) wings are built from the wild type (WT) wing, so there are both continuous and topological differences between the continuously deformed (CD) wing and the topologically abnormal (MV and EE) wings. Piecewise linear wings with their stratifications are shown beside the approximated Hilbert functions in figure 5.11.

Each pixel in the Hilbert function is the dimension of the homology of a filtered piece of the wing. Recall the coordinates of the Hilbert function: the origin is at the bottom right corner, \( r \) increases to the left, and \( s \) increases upward. If we think of the parameter space \( \mathbb{R}^2 \) as a poset, then “up” in the poset is up and to the right and
that is the direction that the modules’ structure morphisms (definition 2.3.5) follow. See subsection 5.3.1 for a full description of the filtration and how it relates to the stratification of each wing.

The values of the Hilbert function go from 0 (darkest blue) to 14 (lightest yellow). We previously expected that there may be high values along the antidiagonal $r = s$ due to error introduced by the discretization of the wing filtration, but we are unsure whether that has had a significant effect.
Figure 5.11. Preliminary, approximate Hilbert functions of $H_0$ persistence fly wing modules. The Hilbert functions (right) show the dimensions of vector spaces in 0th persistence module, colored darkest blue (dimension 0) to lightest yellow (dimension 14).
Figure 5.12. Absolute differences between simulated wing Hilbert functions, colored darkest blue (0) to lightest yellow (7).

Figure 5.13. Pairwise $L_1$-Hilbert distances (definition 4.3.26) between simulated wings.

The pairwise $L_1$ Hilbert distances (definition 4.3.26) between simulated wings are
shown in figure 5.13. The absolute differences of Hilbert functions, which are used to compute the pairwise distances, are shown in figure 5.12.

The goal of persistence in this application is to detect different types of morphological variation. We hope that persistence is able to differentiate between wild type (WT), continuously deformed (CD), and topologically abnormal (MV, EE) wings, and furthermore that each type of variation moves a fly wing in an independent direction in the space of persistence invariants like the $H_0$ Hilbert function.

It is easiest to see that persistence has detected the difference between the wing with a missing vertex (MV) and all other wings. This wing is far from the other three wings and in comparison the other wings seems to be in a cluster. It is even easy to see, via the absolute Hilbert function differences in figure 5.12, that the MV should be far from the others. This was expected because the choice of stratification for the MV wing removes a vertex from an area with no other vertices close by. See figure 5.6 for a discussion of why the removal of the vertex should significantly change the Hilbert function.

An interesting result is that the wild type (WT) wing and the topologically abnormal wing with extra cross-vein (EE) are closest to one another, and in fact even closer to one another than the wild type (WT) and continuously deformed (CD) wings.

Consider the placement of the extra cross-vein in figure 5.11. The additional vertices are very close to other vertices, so the difference in stratification won’t be very noticeable at high values of $r$ (far to the left in the Hilbert function graphs). We can see that the absolute Hilbert function differences (figure 5.12) between the extra edge (EE) wing and the other wings all have higher values for low-to-medium $r$ and low $s$ along an antidiagonal. The differences are highlighted in figure 5.14.
The differences between the continuously deformed (CD) wing and the other wings seem to be detected in the Hilbert function for low values of $r$ and all values of $s$ (see figure 5.15). The continuous variation is likely picked up most at small $r$ because that is when the thickened vertices are small enough to be distinguished from one
another. At higher values of $r$, the vertices merge into one contractible mass and give little information about their relative location.

At high values of $s$ the veins join into one large, contractible connected component and for $r < s$, the filtration looks more like (the complement of) a single-persistence filtration for just the vertices, as shown in figure 5.16. The 1st homology of these filtered pieces will correspond to the connected components of the thickened vertices because we are studying the complement of our expected space (see discussion around theorem 5.3.2). This suggests that Hilbert functions of the 1st persistence may give useful information about the amount of continuous deformation from wild type in a wing.

\begin{center}
\includegraphics[width=0.8\textwidth]{figure.png}
\end{center}

**Figure 5.16.** For high values of $s$ and $r < s$, the filtered pieces of the fly wing filtration look like (complements of) single-persistence on the vertices. This indicates that 1st homology might be useful for detecting the amount of continuous deformation in a wing.

Since the three types of variation studied in these preliminary computations seem to be detected by different subsets of the domain of the Hilbert function, it is possible that each type variation contributed independently to the change in Hilbert function from that of the wild type (WT) wing. Further analysis about the independence of each variation’s effect on the fly wing Hilbert function is future work.
Chapter 6

Conclusion

This dissertation studies invariants and metrics of multiparameter (and generalized) persistent homology so that persistence modules can be more easily compared, used in statistics and machine learning, and applied to shape analysis problems. The theoretical contributions are novel invariants as well as a modification for existing metrics that leads to better distance information between modules with immortal homology classes. The application to evolutionary biology is a new technique for phenotype and morphology quantification that fuses both continuous and topological information into one measurement in a canonical way. Preliminary results from computations on simulated fly wing data show that persistence is detecting the expected features of the data and could be used to give evidence for hypothesis 5.2.1 Future plans involve using contributions from the theoretical portion of the dissertation for final analysis of the fly wing data.
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