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Abstract

This dissertation aims to explore Bayesian estimation and sensitivity analysis methods for causal inference. In chapter 1, we present an overview of fundamental ideas from causal inference along with an outline of the methodological developments that we hope to tackle along with motivating applications. In chapter 2, we develop a Gaussian-process mixture model for heterogeneous treatment effect estimation that leverages the use of transformed outcomes. The approach we will present attempts to improve point estimation and uncertainty quantification relative to past work that has used transformed variable related methods as well as traditional outcome modeling. Earlier work on modeling treatment effect heterogeneity using transformed outcomes has relied on tree based methods such as single regression trees and random forests. Under the umbrella of non-parametric models, outcome modeling has been performed using Bayesian additive regression trees and various flavors of weighted single trees. These approaches work well when large samples are available, but suffer in smaller samples where results are more sensitive to model misspecification – our method attempts to garner improvements in inference quality via a correctly specified model rooted in Bayesian non-parametrics. Furthermore, while we begin with a model that assumes that the treatment assignment mechanism is known, an extension where it is learnt from the data is presented for applications to observational studies. Our approach is applied to simulated and real data to demonstrate our theorized improvements in inference with respect to two causal estimands: the conditional average treatment effect and the average treatment effect. By leveraging our correctly specified model, we are able to more accurately estimate the treatment effects while reducing their variance. In chapter 3, we parametrically and hierarchically estimate the average causal effects of different lengths of stay in the Udayan Ghar Program under the assumption that selection into different lengths is based on a set of observed covariates. This program was piloted in New Delhi, India as a means of providing a residential surrogate to vulnerable and at risk children with the hope of improving their psychological development. We find that the estimated effects
on the psychological ideas of self concept and ego resilience (measured by the standardized Piers-Harris score) increase with the length of the time spent in the program. We are also able to conclude that there are measurable differences that exist between male and female children that spend time in the program. In chapter 4, we supplement the estimation of hierarchical dose-response function estimation by introducing a novel sensitivity-analysis and summarization strategy for assessing the robustness of our results to violations of the assumption of unconfoundedness. Finally, in chapter 5, we summarize what this dissertation has achieved, and briefly outline important areas where our work warrants further development.
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Chapter 1

Introduction

Causal Inference is one of the core disciplines of modern statistics and has a myriad of applications in the social and natural sciences. The goal of standard statistical analysis techniques is to infer associations using samples drawn from the population. This objective is well managed by any number of classical methods assuming of course that the data generating conditions remain static. Causal inference aims to go further – its objective is to learn the dynamics of evolving statistical conditions and that can help establish causal relationships in observed data.

The main statistical contributions to causal inference is the estimation of treatment effects. This dissertation is focused on treatment effect estimation under various scenarios. The difficulty in this type of estimation task and establishing causality, varies based on the design of the study, and the collection of the data, but its application is massively important to addressing a plethora of causal questions. These are in vital to understanding and quantifying concerns in economic and public policy effectiveness – the application that this dissertation focuses on.

There are two major frameworks for the quantification of treatment effects. The first of these is referred to as the potential outcomes framework or the Rubin Causal Model as detailed in [77]. A second approach that relies on directed a-cyclical graphs has been presented in [62] – the relationships between these approaches is summarized in [61]. This dissertation will focus on the former and we will present methodological developments in how this approach can be extended to address complexities in our application areas.

The remainder of this chapter has been organized as follows: section 1.1 summarizes the potential outcomes framework, followed by a discussion of notation in section 1.2 and key assumptions in section 1.3. The assumptions that we discuss will motivate the causal
estimands in section 1.4 and the propensity score methods needed for their estimation from observational data are given in section 1.6. A brief overview of our data and motivating questions is given in section 1.7 and the methodological developments this gives rise to are given in section 1.8.

1.1 The Potential Outcomes Framework

The potential outcomes framework establishes a framework for quantifying causal effects as comparisons between how recipients of treatments respond under various conditions. This approach is rooted in three key components. First, are the potential outcomes, that is each unit of observation (i.e. the recipient of the treatment) has a possible outcome value under each level of the treatment condition. This definition leads to the natural definition of the treatment effect as the magnitude of the difference between the potential outcomes under different treatments for the same set of units. However, since a unit of observation cannot both receive the treatment and also not receive it, unit level treatment effects are non-identifiable in the absence of some key assumptions, that are discussed at length in the next section. This is often referred to as the fundamental problem of causal inference.

The lack of identifiability of the individual causal effects helps us define the second component of the model: the assignment mechanism. This is the process that determines which observations receive the treatment – knowing it defines which potential outcomes are observed, and which ones are missing. As a general comment, the taxonomy of causal studies is defined by the various ways in which the potential outcomes and treatment assignment can be separated. The final component of the potential outcomes framework, is the model that ties the observed covariates to the potential outcomes. Jointly these three components define the framework introduced in the pioneering work presented in [76].

This estimation of causal effects discussed so far rely on comparisons between binary treatment conditions i.e. whether a unit of observation receives the treatment or the control. Conceptually, this can can be extended to situations where treatments are non-binary and
in the most extreme case continuous as introduced in [42]. Under this more complex case, the effect of the treatment is no longer a difference between the potential outcomes of the treated and control conditions; rather, for each individual, the potential outcome is a dose-response function evaluated at various levels of the treatment along some continuum of possible levels. Analogous to the binary treatment case, the individual dose-response function is also non-identifiable since not all potential outcomes at each treatment exposure are observed for each observation. Additional assumptions are needed for inference.

In this dissertation, we develop methodology that leverages both of these ideas in a Bayesian framework for estimating causal effects flexibly and robustly. These methods rely on assumptions that are necessary for the identification of the causal effects – the next two sections will define notation and leverage them to describe the aforementioned assumptions in context.

1.2 Notation

For units of observation \( i = 1, \ldots, n \), we will denote the treatment \( W_i = \omega \). In the binary case \( \omega \in \{0, 1\} \) where \( \omega = 0 \) and \( \omega = 1 \) correspond to the treated and control conditions of the treatment variable respectively. In the case of continuous treatments \( \omega \in W \) where \( W \) is an interval indicating a continuously measured exposure to the treatment. In both cases, we use \( X_i \) as a collection of baseline characteristics or pre-treatment covariates for each unit observed – based on the assumptions we will present in the next section these covariates are crucial for garnering causal inference. Each unit has a potential outcome denoted as \( Y_i(\omega) \) which can correspond to either a continuous treatment or a binary one.

1.3 Assumptions

Under the potential outcomes framework, in order to identify causal effects certain assumptions about the treatment assignment mechanism need to be satisfied. We begin
our discussion of these assumptions in the context of binary treatments first since this is motivated by the first methodological development that we present in this dissertation.

We provide brief summaries of the assumptions below, using the same notation defined above (see [49] for detailed descriptions of these assumptions):

A1: *Individualistic* — the assignment mechanism is separable with respect to the unit assignment probabilities and independent of the pre-treatment covariates,

\[
P\left(\{W_i\}_{i=1}^n \mid \{Y_i(1), Y_i(0), X_i\}_{i=1}^n\right) = \prod_{i=1}^n P(W_i \mid Y_i(1), Y_i(0), X_i). \hspace{1cm} (1.1)
\]

This assumption is satisfied under independence of the treatment assignments which is a stronger condition and therefore implies that the treatment assignment is individualistic.

A2: *Probabilistic* — each unit has positive probability of receiving all levels of the treatment, so for \(i = 1, \ldots, n\) and all \(w\),

\[
0 < P(W_i = w \mid Y_i(0), Y_i(1)) < 1. \hspace{1cm} (1.2)
\]

In many disciplines, this assumption is referred to as the *overlap* assumption.

A3: *Unconfounded* — the treatment assignment does not depend on the potential outcomes conditional on the pre-treatment covariates,

\[
P\left(\{W_i\}_{i=1}^n \mid \{Y_i(1), Y_i(0), X_i\}_{i=1}^n\right) = P\left(\{W_i\}_{i=1}^n \mid \{X_i\}_{i=1}^n\right), \hspace{1cm} (1.3)
\]

or equivalently \(\{Y_i(1), Y_i(0)\}_{i=1}^n \perp \{W_i\}_{i=1}^n \mid \{X_i\}_{i=1}^n\). This assumption is also referred to as the *ignorable* assignment assumption.

Assumptions A2 and A3 are together known as the *strong unconfoundedness* assumption and grants the identifying equivalence between the potential outcome and the causal conditioning, \(Y(W = w) \overset{P}{=} Y \mid W = w\).

The unconfoundedness assumption necessary for continuous treatments is *weak unconfoundedness* that can be characterized as assumption A3.1,
A3.1: Weakly ignorable — $Y_i(w) \perp W_i|X_i \forall \omega \in W$

The difference between strong and weak unconfoundedness is one of joint independence between the treatment assignment and the potential outcomes. However, in practice this difference is negligible.

All of the above assumptions summarized here are always satisfied in randomized experiments since the assignment mechanism is known and can therefore be explicitly controlled for. In observational studies (the focus of this dissertation) the assumptions may hold to varying degrees and need to be carefully considered. For instance, A2, which is also sometimes referred to as the overlap condition can be directly assessed. However, by comparison A3 and A3.1 are untestable and therefore indirect techniques are warranted to determine how their violations impact the analysis. A tertiary objective of this dissertation is to develop a new technique for doing so.

Beyond these, we make one additional assumption that allows us to simplify the statistical the models we specify in this dissertation.

A4: Stable Unit Treatment Value Assumption (SUTVA) — This condition assumes no interference between observations, and that there are no multiple versions of the treatment.

In its absence, we would need to define a different potential outcome for the unit of observation not just for each treatment received by that unit but for each combination of treatments received by every other observation in the experiment. Pioneering work in conducting causal inference in the presence of interference has been considered in [45] and [84], and presents an interesting area to which the ideas in this dissertation can be potentially extended.

1.4 Causal Estimands

Unit level causal effects, both in the case of binary and continuous treatments are non-identifiable due to the fundamental problem of causal inference. However, under the as-
sumptions detailed in the last section population level treatment effects can be defined and estimated.

For binary treatments, the most common class of estimands are average treatment effects, including the population average treatment effect (ATE) that is given as,

$$\tau^P = \mathbb{E}[Y_i(1) - Y_i(0)]$$

However, the ATE as defined earlier, can often mask information about subpopulations defined by levels of the various covariates – an ATE that is zero, is not generally an ATE that is zero for everyone in the subpopulation. This necessitates an estimand that can quantify this type of heterogeneity. The average measures also include average effects for various subpopulations defined by values of covariates such as the conditional average treatment effect (CATE) which is defined as,

$$\tau(x) = \mathbb{E}[Y_i(1) - Y_i(0)|X_i = x]$$

Analogously, the estimand in the context of continuous treatment exposures, is no longer a single parameter – we are interested in the average dose-response function (DRF) that is defined as follows as discussed at length in [42].

$$\mu(\omega) = \mathbb{E}[Y_i(\omega)]; \text{ for all } \omega > 0$$

It is imperative to recognize here that the estimands defined under the potential outcomes framework that we have discussed are not tied to any type of specific model. This is a departure from the practice of defining causal estimands as the parameters of models i.e. the coefficient of the treatment indicator in a linear regression model. This model-free definition of the causal estimands means that there is a clear division of the definition and estimation of treatment effects. It also indicates that working under this framework, we can approach the problem of estimating causal effects with various flexible modeling techniques.
1.5 Understanding Unconfoundedness

From the summary definition in section 1.3 that a core assumption central to causal inference is that of ignorability or unconfoundedness. Based on its mathematical definition, it indicates that such an assignment mechanism drops out of the likelihood and can thus be ignored in statistical inference under mild conditions. In the literature, it is also commonplace to refer to the ignorable assignment assumption as the no unmeasured confounders assumption or selection on observables assumption. It is vital to note that while ignorability is always satisfied in randomized experiments, and is commonly assumed to hold in the context of observational studies, it is not directly testable. It is an assumption on unmeasured data: under the potential outcomes framework, the distributions of the unobserved counterfactual is not informed by the data that we do observe. When satisfied, the potential outcomes corresponding to both treatment conditions are balanced – in practice, we use the balance of covariates as a proxy for balance of the potential outcomes.

In conjunction with the assumption of the assignment mechanism being individualistic, unconfoundedness grants that the assignment mechanism can be summarized using propensity scoring techniques we summarize in section 1.6. A number of approaches can be used to indirectly test its plausibility and to determine the robustness of causal analyses to its violations. There are a number of techniques for indirect testing, the most commonly used of which is the method of lagged outcomes as introduced in [18] while robustness checks using sensitivity analyses as introduced in [69] are easiest to generalize. One methodological contribution that this dissertation makes is a novel technique for performing this aforementioned type of sensitivity analysis for continuous treatment regimes.

1.6 Propensity Score Methods

Techniques that use the propensity score under the assumption of unconfoundedness can be used to help garner causal results from observational data. In such situations, the assumptions around the assignment mechanism are difficult to evaluate, and furthermore, the
assignment mechanism is usually unknown and therefore cannot be controlled for perfectly. This difficulty is further exacerbated by the existence of both measured and unmeasured confounders that may be balanced between various treatment groups or levels of the treatments.

Propensity scoring techniques can help address questions around covariate imbalance for measured confounders, both under binary and continuous treatments. Formally, for binary treatments, the *propensity score* is defined as the conditional probability of receiving the treatment given the pre-treatment covariates. Mathematically,

\[ e(x) = \mathbb{P}(W_i = 1|X_i = x) \]

while for continuous treatments, we define the *generalized propensity score* as a conditional density of receiving a particular level of the treatment,

\[ r(\omega, X) = f_{\omega|X}(\omega|X = x) \]

In both presentations of the propensity score, it retains its balancing property. For the binary treatment case,

\[ W_i \perp X_i | e(X_i) \]

which means that the propensity score balances the distribution of all the pre-treatment covariates between the two treatment groups. A similar balancing property can also be defined for the continuous covariates that we can state as follows,

\[ 1\{W = \omega\} \perp X | r(\omega, X) \]

Under unconfoundedness, adjusting for the propensity score between the various treatment conditions can remove all biases that exist as a result of covariate imbalance. In addition, to its balancing properties, unconfoundedness given the pre-treatment covariates extends to unconfoundedness given the propensity score (under both types of treatment
regimes). Past work has indicated that a consistent estimate of the propensity score leads to more efficient estimation of the ATE and the CATE than the true propensity score does – therefore, even in randomized trials, estimating the propensity score has known and documented benefits [49].

Techniques that use the propensity score are usually two-staged: first, estimating the propensity score, and second, estimating the causal effect using the propensity score. In the second stage, classical, non-parametric methods, use the propensity score as a scalar summary of the covariates, and uses this with matching, weighting or some combination of the two as a means of comparing averages across different treatment levels. Intuitively, these methods rely on the idea that units with similar propensity scores, are approximately balanced in the possibly multi-dimensional covariates, and thus a simple comparison of the observed outcomes between treatment and control groups is an unbiased estimator of the causal effects. However, in application, ignoring how the covariates relate to the measured outcomes can potentially induce large biases.

In an effort to minimize this type of residual bias i.e. bias that exists as a result of imbalances, can be corrected using a combination of outcome modeling combined with propensity score methods to give rise to doubly-robust techniques. Past work, as reviewed in [49] shows that doubly-robust estimators yields consistent estimators if either the model at the propensity score stage, or at the outcome stage is correctly specified, but not necessarily both. The first two parts of this dissertation involves developing methodology that use the propensity scoring with flexible modeling to estimate causal effects under both binary and continuous treatment regimes – the work we present is in spirit, very similar to the ideas of double-robustness.

1.7 Summary of Data

The methodological developments presented in this dissertation are motivated by questions from two datasets. The first, comes form work developed by [59] to explore the causal
effects of debit card usage on annual household spending. This data has been studied in detail in past work, and our focus has been to extend the earlier analysis which focused on homogeneous treatment effect estimation. Our goal is to help uncover heterogeneities in the effects of debit card usage as functions of various demographic and economic variables.

Our second dataset, comes from a pilot study aimed at understanding the effects of a new foster care system on various mental health outcomes for orphaned and abandoned children in India. The objective of this dataset is to understand how growing up in this system impacts children in terms of their psychological health, as measured by ego-resilience metrics such as the Piers-Harris score [15]. In addition to understanding what the overall response to the system, we are also interested in investigating how these outcomes vary between different sub-populations such as those defined by gender and developmental stage both of which are fundamental policy development factors.

All three methods that we will briefly introduce in section 1.8 are motivated by limitations of current approaches that became apparent while analyzing our two datasets. The second chapter of this dissertation focuses exclusively on the first dataset and uses the technique we propose to model treatment effect heterogeneity for debit card usage. The third and fourth chapters focus on the second dataset. In chapter three we estimate a hierarchical dose-response function to investigate how spending time in this new residential care system impacts mental health outcomes. Our analysis is augmented by sensitivity analyses in chapter four to determine the reliability of the results presented and determine whether our causal findings are defensible. In the final section, we will present closing remarks to motivate the future of this work.

1.8 Methodological Contributions

This dissertation hopes to make three contributions to statistical methodology for causal inference. First, we focus on the identification and modeling of heterogeneous treatment effects using the CATE under binary treatment regimes. Our approach is related to the
ideas of inverse probability weighting (see [20]) in the form of transformed outcomes as popularized in [5]. We leverage the implications of the transformation to introduce a new correctly specified model that retains the flexibility of the original technique, but aims to improve the overall quality of inference in terms of both point estimation and uncertainty quantification. The inference for this model is rooted in Bayesian non-parametric ideas, and we introduce a joint approach to modeling the propensity score and the causal effects in an effort to better learn both.

The second part of this dissertation moves into the realm of non-binary treatments and focuses on dose-response function estimation under continuous exposure regimes as explored in [24] extended to multi-stage clustered data. Past work with this type of data has been restricted to estimating causal effects under binary treatments as in [53, 94], while continuous exposure regimes have been restricted to single stage analyses as explored in [42, 24]. We leverage ideas from both to develop an a new parametric approach using hierarchical Bayesian models for estimating the dose-response function. Our approach uses the generalized propensity score both accounting for idiosyncrasies at the exposure and outcome stages via hierarchical models to garner more reliable inference.

Our final contribution develops a new technique for conducting sensitivity analyses to assess the impacts of unmeasured confounding in a hierarchical setting for continuous treatment regimes. Earlier work on this problem has largely focused on assessing this impact under binary treatments (see [69] for the seminal work on this topic) and is generally restricted to single stage data. We develop these ideas further and propose a flexible, likelihood based method, that is rooted in concepts of Bayesian sensitivity analysis using simulated unmeasured confounder values, as introduced in [58, 34]. We want to understand how the dose response function varies as the effects of unmeasured confounding are varied in some systematic way. Furthermore, our approach can be generalized to assess various types of unmeasured confounding i.e. where the unmeasured confounder is binary or continuous. These three contributions provide a rich set of future areas in causal inference that we are interested in exploring.
Chapter 2

Heterogeneous Treatment Effect Estimation with Gaussian Process Mixtures

2.1 Introduction

The estimation of treatment effects is one of the core problems in causal inference. A treatment effect is a measure used to compare interventions in randomized experiments, policy analysis, and medical trials. The treatment effect measures the difference in outcomes between units assigned to the treatment versus those assigned to the control. There have been a variety of related approaches for estimating treatment effects including those based on graphical models [62] and the potential outcomes framework [77]. In this chapter, we develop methodology that builds on the potential outcomes framework as defined in [76] to estimate treatment effects.

In the potential outcomes framework we compare the observed outcome to the outcome under the counterfactual, that is, what the outcome would be under a different set of treatment conditions. If the counterfactual outcome were known then the treatment effect on an individual unit is the difference between the outcome under the observed and counterfactual interventions. The fundamental problem of causal inference is that in general for any unit one can only observe the outcome under a single treatment condition. As a consequence unit level causal effects are not identifiable. However, population level causal effects can be identified under some standard assumptions (see Section 2.2). An estimator of population level effects is the average treatment effect (ATE) which is a measure of the difference in the mean outcomes between units assigned to the treatment and units assigned...
to the control. If treatment effects are homogenous across individuals then estimators such as the ATE that consider causal effects at an aggregate level are reasonable, however such estimators will overlook subgroup or covariate-level specific heterogeneity in treatment effects. There is evidence that heterogeneity in treatment effects is more the rule than the exception \[39, 31, 93\].

A quantity in addressing heterogeneous treatment effects is the conditional average treatment effect (CATE) which is the average treatment effect conditional on the covariate level of a unit of observation. One can consider the CATE as a difference of two regression functions – the average response given treatment at a set of covariate levels minus the the average response assuming the control condition and the same set of covariate levels. One can estimate the ATE by marginalizing the CATE over the joint distribution of the covariates. There are a number of approaches for estimating the two aforementioned causal estimands. The main approach for modeling heterogeneous treatment effects based on the CATE is conditional mean regression. Under this approach, we model the CATE as a difference between the conditional mean outcome given the treatment for particular covariate levels minus the mean outcome given the control at the same covariate levels \[20\]. The implementation of these models can be approached both parametrically and non-parametrically.

The most popular parametric methods for estimating the difference between the conditional mean outcomes include linear and polynomial regression \[62\], along with penalized regression approaches such as least absolute subset selection operator and ridge regression \[86\]. The non-parametric techniques apply non-parametric regression models to estimate the difference between the conditional means. Examples of non-parametric regression methods that have been applied to this problem include boosting \[64\], Bayesian additive regression trees (BART) \[11, 36, 17\] as well as classical regression trees \[5, 11\] and random forests \[89, 25, 12\]. These methods have some limitations to their use and we provide a brief discussion of these.

The use of random forests for CATE estimation as defined in \[89\] provides some inter-
esting theoretical results that allow for probabilistically valid statistical inference. These methods are theorized to outperform classical methods particularly in the presence of irrelevant covariates. This technique however, has been demonstrated to be outperformed in application \[36\]. In addition, without a procedure for imposing a degree of regularization, random forests are difficult to actually deploy for heterogeneous treatment effect estimation \[91\]. BART and its variants \[36, 41\] present a persuasive argument for their use in application, but there is limited work on their formal inferential properties \[89\] for learning heterogeneous treatment effects. Specifically for BART, formal statistical analysis is hurdled by the lack of theory arguing posterior concentration around the true conditional mean function – the key quantity of interest in heterogeneous treatment effect estimation via conditional mean regression.

An alternative to modeling the difference in conditional mean outcomes is the use of Transformed Response s or Outcome Variables (TRV) \[21, 10\]. This approach introduces a transformation for the outcome and the treatment indicator variable for which the conditional expectation given a covariate level is equivalent to the CATE. This allows it to be used with \textit{off-the-shelf} machine learning techniques and has been applied to optimal treatment policy estimation. More recent work on the TRV has attempted to model it as a function of the observed covariates via regression trees \[5\] and boosting \[64\]. This has resulted in questions of estimation quality of the approach given the high variance of the procedure. We assert that this is a consequence of the properties of the TRV that have not been explicitly accounted for in the model since past work has relied on using it as a benchmark for other methods \[4\].

In this chapter we introduce a novel non-parametric Bayesian model based on Gaussian process regression \[81, 67\] for inference of the TRV that allows us to infer a posterior distribution on the CATE. The model we propose is a finite mixture of Gaussian-processes \[66\] that leverages the distribution implied by the transformation. This specification is aimed at improving the overall quality of inference on the treatment effects with a correctly specified model.
This approach has benefits over both conditional mean regression and other TRV based techniques. In practice, we never estimate either the treatment nor the control function perfectly and different covariate distributions for the treatment and control groups can lead to biases in the treatment effect estimation \[64\]. The TRV allows for the joint modeling of information from both the treated and control groups which can help circumvent the aforementioned estimation challenge which for instance has been discussed as a specific limitation of conditional mean regression with random forests \[89\]. This joint modeling is also an improvement over Bayesian techniques that place individual vague priors on the treatment and control outcome models since the prior on the treatment effect as the difference of the two is *doubly* vague. This can make inference a challenge since it is difficult to control the degree of heterogeneity that the model adapts to. Furthermore the TRV generates unbiased estimates for the CATE \[64\].

In addition to its benefits over conditional mean regression methods, the model we introduce offers four advantages over other TRV modeling approaches. First, we significantly improve the accuracy of point estimation by explicitly modeling the distribution of the transformed outcome. Second, by modeling the distribution of the transformed outcome specifically we are able to greatly reduce the variance of causal estimands i.e. the average treatment effect and the conditional average treatment effect. Reducing the variance of the estimators is crucial since this has been the main criticism of the TRV approach \[5, 64\]. This provides tighter uncertainty intervals relative to the approaches discussed in \[5\] and \[89\]. Third, our approach is well suited for instances when the treated and control groups share information since our proposed mechanism jointly models the behavior of both via the transformation.

Our main contribution is that we improve the overall quality of inference by improving the point estimation with a correctly specified model. In addition, the proposed framework is flexible in that we do not assume a functional form for how heterogeneity of treatment effects are driven by the levels of the observed covariates. Finally, our proposed framework is easily adapted to studies where the mechanism by which individuals receive the treatment
is unknown. For this problem, past work has relied on a two-stage procedure for learning
this treatment assignment mechanism first and then utilizing this in the model. We instead
propose an approach whereby the treatment assignment mechanism and the treatment
effects are jointly learnt in a unified framework. By working under this paradigm we have a
twofold gain. First, the uncertainty quantification from our proposed model accounts for the
uncertainty for all stages of inference including the learning of the assignment mechanism,
and the treatment effects. Second as a by-product of the feedback in between the two
estimation stages, the assignment mechanism makes more complete use of the data, which
can improve estimation of causal effects.

The remainder of this chapter is organized as follows: in Section 2.2 we introduce the
TRV, the relevant notation and the assumptions inherent to the TRV approach. We state
our new model in Section 2.3. Our approach is benchmarked against to TRV regression
trees and random forests, along with non-TRV weighted tree methods as discussed in [4],
as well as Bayesian tree models in [36, 41] on both simulated and real data in Section 2.4.
We close with a summary of our findings and possible areas of future work.

2.2 Transformed Response Variables Framework

In this section, we will define the notation used throughout this chapter, the foundational
assumptions for causal estimation, and formulate the transformed response variables (TRV)
approach.

The observed data \( \mathcal{D} \) consists of a sample of size \( n \) where for each observation we
are given a response variable \( Y_i \in \mathbb{R} \) and a covariate vector \( X_i \in \mathbb{R}^p \). In addition to
the observed data, we denote as \( W_i \in \{0, 1\} \) the treatment assignment. The corresponding
treatment assignment probability is denoted as \( e_i \). Finally, the potential outcome is denoted
as \( Y_i(W_i = w) \).

Under the potential outcomes framework, in order to estimate treatment effects from
observational data certain assumptions about the treatment assignment mechanism need to
be satisfied. Briefly, these assumptions are that the treatment assignment is *individualistic* (A1), *probabilistic* (A2) and *ignorable* (A3). Details of these assumptions are left to the reader in [49]. A1 and A2 are implied under the assumption that the units of observation are a simple random sample from the target population that are independent and identically distributed.

Assumptions A2 and A3 are together known as the *strong ignorability* assumption and grants the identifying equivalence between the potential outcome and the causal conditioning, $Y(W = w) \equiv Y \mid W = w$. All three of the assumptions summarized here are always satisfied in randomized trials; in observational studies the assumptions may hold to varying degrees.

For instance, A2, which is also sometimes referred to as the overlap or common support condition, can be directly assessed. However, by comparison A3 is untestable and therefore indirect techniques are needed to determine the degree to which it is satisfied most commonly via sensitivity analyses [73]. We explore sensitivity analyses in detail in Chapter 4. These assumptions are necessary for the formal results in the transformed response variable framework to hold.

Beyond these, we make one additional assumption that allows us to simplify the statistical model we specify in this chapter: Stable Unit Treatment Value Assumption (SUTVA) — This condition assumes no interference between observations, and that there are no multiple versions of the treatment (A4). In its absence, we would need to define a different potential outcome for the unit of observation not just for each treatment received by that unit but for each combination of treatments received by every other observation in the experiment. Relaxing these assumptions will be discussed in Section 2.5 as an avenue that our future work will aim to explore.

The causal estimands considered are the conditional average treatment effect (CATE), that we denote as $\tau(x)$ and the average treatment effect (ATE) that we denote as $\tau^p$. $\tau(x)$ is the primary estimate of interest in modeling heterogeneous treatment effects and is defined
as,
\[ \tau(x) = E_Y[Y_i(1) \mid X_i = x] - E_Y[Y_i(0) \mid X_i = x], \tag{2.1} \]
the ATE can be derived by integrating over the joint distribution of the covariates
\[ \tau^p = E_X \left[ E_Y[Y(1) \mid X_i = x] - E_Y[Y(0) \mid X_i = x] \right] = E_X[\tau(X_i)]. \tag{2.2} \]

The idea behind the transformed response variable approach is to define a variable \( Y_i^* \) for which the conditional expectation with respect to the response recovers the CATE under A3 (see Appendix for a proof of this result). These estimands implicitly assume that SUTVA holds. A transformation that satisfies the above condition is,
\[ Y_i^* = f(W_i, Y_i, e_i) = \frac{W_i - e_i}{e_i(1 - e_i)} Y_i \tag{2.3} \]

The transformation requires knowledge of the probability of receiving the treatment. We assume that the treatment assignment probability depends on the observed covariate levels, or \( e_i = P(W_i = 1 \mid X_i = x) \) and is therefore a propensity score. A trivial example is when the propensity score is a fixed covariate independent value, \( e_i = e \) as in randomized trials. This is not an example commonly seen in real observational causal inference problems and is as such not considered as a part of the model presented here, albeit [5, 3, 4] consider it as a means of model validation.

### 2.2.1 Strengths and Weaknesses of Past Work in TRV Modeling

TRV modeling offers three main advantages when used for estimating treatment effects as demonstrated in prior studies. Foremost amongst these is that the TRV can easily be modeled with any supervised learning method. For instance, regression trees and random forests have been used [5, 3, 89] as has boosting [64]. This is not an exhaustive list, and there are a myriad of other methods that can be used in conjunction with the TRV to estimate heterogeneous treatment effects. Furthermore, relative to conditional mean regression, this
method does not ignore the propensity score which explicitly enters the estimation via the transformation. Finally, based on the modeling approach used, we can tackle this problem flexibly and therefore avoid issues arising from model misspecification since it is likely that there are complex relationships between the covariates and heterogeneity of the treatment effects. Despite their usefulness, the TRVs have some key weaknesses.

First, as mentioned in [5] and [64] using TRVs as CATE estimators results in high variance estimates of the causal estimands. By construction the treatment assignment probability and the assignment itself only enter the model implicitly via the transformation. Specifically, the treatment assignment probability only appears in the denominator, and if close to zero or one, the variance can spike. In conjunction with the high variance predictions of some flexible models such as regression trees, this means that the method suffers in terms of efficiency and the quality of inference is therefore degraded. Second, uncertainty quantification in this framework relies entirely on the use of the bootstrap – this is applicable both to single regression trees as well as the other ensemble learning methods which have been used for TRV modeling. This presents two concerns. First, prior work [90] has suggested that in certain applications the Monte Carlo error can dominate the uncertainty quantification produced – therefore in conjunction with the high variance inherent to the aforementioned approaches, we might be unable to garner useful insights. If treatment effects are small (near zero), the conflation of the Monte Carlo noise with the underlying sampling noise may lead us to overstate the variance and therefore lower the power of our analysis. In addition note that when the sample size is small, [64] demonstrate that the variance of the TRV is small as well – it increases with increasing sample size. Hence, in situations where bootstrapping is likely to do well i.e. in large samples, the high variance of the TRV is even more so an issue.

Based on these limitations, we propose the Gaussian process mixture model in Section 2.3. Our proposed model attempts to overcome the aforementioned limitations by leveraging the mixture distribution implied by the transformation. In addition, we still aim to model the TRV flexibly and capture the complexity of treatment effect heterogeneity. We
garner gains in the quality of inference by constructing a likelihood that reflects the error structure imposed by the TRV under some basic assumptions that earlier work with this technique has ignored. The details of these findings will be discussed in greater depth in Section 2.4 where these approaches are applied to real and simulated data.

2.3 The Gaussian Process Mixture Model

In this section we specify a non-parametric Bayesian model based on a mixture of Gaussian processes to model heterogenous treatment effects. Our model is based on the transformed response variable framework. It is motivated by three objectives: (1) to explicitly model the distribution implied by the transformed outcome with the goal of reducing the variance of the TRV generated estimates that have hitherto been produced using non-probabilistic models, (2) model the two treatment groups jointly so we can borrow strength and therefore improve inference even relative to non-TRV based methods for estimating treatment effects, and (3) making more complete use of the data by jointly modeling the transformed response as well as the treatment assignment probabilities in a one step model. The feedback between the two stages in joint modeling can improve the point estimation of treatment effects and the propensity scores [95]. Throughout this section we assume A1-A4 are satisfied.

2.3.1 Model Specification

A natural starting point is to consider two non-parametric regression functions for the response under treatment and control, respectively

\[ Y_i(1) = f_1(X_i = x) + \epsilon_i(1), \quad \epsilon_i(1) \overset{iid}{\sim} N(0, \sigma^2), \]

\[ Y_i(0) = f_0(X_i = x) + \epsilon_i(0), \quad \epsilon_i(0) \overset{iid}{\sim} N(0, \sigma^2). \]

Substituting these non-parametric regression functions under the treatment and control cases in the definition of the TRV, we can define two new functions \( g(\cdot) \) and \( h(\cdot) \). These can be interpreted in terms of the non-parametric regression functions as
\[
g(X_i = x) = f_1(X_i = x) - f_0(X_i = x), \quad h(X_i = x) = \frac{f_1(X_i = x)}{e_i} + \frac{f_0(X_i = x)}{1 - e_i}
\]

A detailed derivation of this model is given in Appendix 2. This definition allows us to specify the following mixture model for the transformed outcome that takes treatment-control heterogeneity into account by simultaneously modeling the contributions from both groups

\[
Y_i^* = g(X_i = x) + \varepsilon_i^* \quad \varepsilon_i^* \sim \mathcal{N}\left((1 - e_i)h(X_i = x), \frac{1}{e_i^2} \sigma^2\right) + (1 - e_i)\mathcal{N}\left(-e_i h(X_i = x), \frac{1}{(1 - e_i)^2} \sigma^2\right) \quad (2.4)
\]

The argument for specifying the TRV mixture model rather than individual models for the treatment and control is that in many cases the conditionals \(Y_i | X_i, W_i = 1\) and \(Y_i | X_i, W_i = 0\) may not be perfectly estimable and ignoring shared information between the treated and untreated groups is a potential source of bias in the treatment effect estimation [64]. Furthermore, under this joint approach, we can show a direct equivalency to the CATE

\[
\mathbb{E}[Y_i^* | X_i = x] = \mathbb{E}[g(x) | X_i = x] = \mathbb{E}[f_1(x) - f_0(x) | X_i = x]
\]

This model can be considered under two specifications – when the treatment assignment probabilities are known and when they need to be inferred from the data. The details of each specification are given in Sections 2.3.1 and 2.3.1 for the two cases respectively.

**Model specification with known assignment probabilities**

We will place Gaussian process priors on both \(g\) and \(h\) and will specify an inverse gamma prior on \(\sigma^2\) to leverage conjugacy. For the case where the treatment assignment probabilities are unknown, we will specify two additional levels in the prior structure.
For the case where the treatment probabilities are known we specify the following model

\[ Y^*_i = g(X_i = x) + \varepsilon_i^* \]

\[ \varepsilon_i^* \sim e_i N\left( (1 - e_i)h(X_i = x), \frac{1}{e_i^2} \sigma^2 \right) + (1 - e_i)N\left( -e_i h(X_i = x), \frac{1}{(1 - e_i)^2} \sigma^2 \right) \]

\[ g \sim GP(0, \kappa_g), \]

\[ h \sim GP(0, \kappa_h), \]

\[ \sigma^2 \sim IG(a, b). \]  (2.5)

Here IG(a, b) is the inverse gamma distribution with hyper-parameters a and b and GP(0, κ) denotes the Gaussian process priors on the function g and h. Both priors are zero mean and have covariance kernels specified (1) a non-stationary linear kernel \( \kappa_g(u, v) = s_0^2 + \sum_{i=1}^p s_i^2 (u_i - c_i)(v_i - c_i) \), with hyper-parameters \( s_0^2, \ldots s_p^2 \) on g and (2) a square exponential, \( \kappa_h(u, v) = s_h^2 \exp\{-\tau^2 \|u - v\|^2\} \) with hyper-parameters \( \tau, s^2 \) on h. These kernels rely on the notion of similarity between data points – if the inputs are closer together than the target values of the response, in this case the TRV are also likely to be close together. Under the Gaussian process prior, the kernel functions described above formally define what is near or similar.

The hyper-parameters \( s_0^2, \ldots s_p^2 \) can be interpreted in the context of linear regression with \{Normal \( \sim (0, s_j^2)\}\}_{j=0}^p priors on the \( p+1 \) regression coefficients including the intercept. The offset \( \{c_i\}_{i=1}^p \) determines the \( x \) coordinate of the point that all the lines in the posterior is meant to go through. This provides some insight into how these can be set for applied modeling problems. In cases where there is a large number of covariates, many of which are thought to share information, the prior variance for those dimensions can be made small, with a higher degree of mass concentrated near zero to induce more shrinkage. In contrast, where there is a small number of important covariates the prior variance can be set to make the prior more diffuse. The offset can be set to the average of each covariates observed value. This is a general overview of the strategy that we have employed.
Model specification with unknown assignment probabilities

Computing the TRV requires knowledge of the treatment assignment probabilities \( \{e_i\}_{i=1}^{n} \). In the case where these are unknown we consider them as latent variables and add extra levels to the hierarchical model specified in (2.5) to model the treatment assignment probabilities. We model the assignment probabilities individually so for notational ease, later in this chapter we use \( e = \{e_i\}_{i=1}^{n} \). Our specification, apriori, assumes that the assignment mechanism and the outcome model are independent.

Modeling the Propensity Score In order to learn the treatment assignment probabilities, we specify a probit regression model that is layered onto the model defined in (2.5).

\[
W_i \sim \text{Ber}(e_i) \\
e_i = \Phi(X_i \beta) \\
\beta \sim N_{p+1}(0, \Psi_{p+1 \times p+1}).
\]  

(2.6)

Where \( \Phi \) denotes the standard Normal cumulative distribution function. In this chapter we will only consider the above Gaussian prior on \( \beta \) with prior covariance \( \Psi \). However, additional complexity can be added by allowing the coefficient vector \( \beta \) to vary via a hierarchical prior structure as may be motivated by more complex hierarchical or clustered data.

2.3.2 Posterior Sampling with Known Assignment Probabilities

Inference for the model specified in Section 2.3.1 involves sampling from a posterior distribution via straightforward Gibbs-sampling.

We define \( g = (g(X_1), \ldots, g(X_n)) \) and \( h = (h(X_1), \ldots, h(X_n)) \) as the values of the two regression functions on the training data. We denote the TRV as \( Y^* = (Y_1^*, \ldots, Y_n^*) \). In
this case the target joint posterior distribution is

$$\pi(g, h, \sigma^2 | D).$$  \hfill (2.7)

Due to prior conjugacy the conditional distributions: $\pi(g | h, \sigma^2, D)$, $\pi(h | g, \sigma^2, D)$ and $\pi(\sigma^2 | h, g, D)$ all have simple forms that we can easily sample from. We first state some matrices and vectors that will enter our calculations: $D$ is an $n \times n$ diagonal matrix with entries $D_{ii} = \left( W_i e_i^2 + 1 - W_i (1 - e_i) \right)^{-1}$, $\Lambda$ is also an $n \times n$ diagonal matrix with entries $\Lambda_{ii} = \left( W_i (1 - e_i) + (1 - W_i)(-e_i) \right)^{-1}$, $K$ is also an $n \times n$ diagonal matrix with entries $K_{ii} = \sigma^2 D_{ii}$, and $m = \Lambda H$. We also denote the covariance matrix $\kappa_g$ with the $ij$-th entry as taking the value $\kappa_g(x_i, x_j)$ and similarly $\kappa_h$ is a matrix with the $ij$-th entry taking the value $\kappa_h(x_i, x_j)$. We now state the conditional distributions that will enter our Gibbs sampler

$$\pi(g | h, \sigma^2, D) \sim N\left((\kappa_g^{-1} + D^{-1})^{-1}(D^{-1}Y^* - m), \{\kappa_g^{-1} + D^{-1}\}^{-1}\right),$$

$$\pi(h | g, \sigma^2, D) \sim N\left((\kappa_h^{-1} + \Lambda^T D^{-1} \Lambda)^{-1}\Lambda^T D^{-1}(Y^* - g), \{\kappa_h^{-1} + \Lambda^T D^{-1} \Lambda\}^{-1}\right),$$

$$\pi(\sigma^2 | h, g, D) \sim IG\left(a + \frac{n}{2}, b + \frac{(Y^* - g - m)^T K^{-1} (Y^* - g - m)}{2}\right).$$  \hfill (2.8)

Given the above conditional distributions we can run the following Gibbs sampling procedure to generate a sequence $(g^{(j)}, h^{(j)}, \sigma^{(j)})_{j=1}^K$

a) Initialize $h^{(0)}$, $\sigma^{(0)}$, and $g^{(0)}$;

b) For $j = 1, ..., K$

1) $g^{(j)} \sim \pi(g | h^{(j-1)}, \sigma^{(j-1)}, D)$;

2) $h^{(j)} \sim \pi(h | g^{(j)}, \sigma^{(j-1)}, D)$;

2) $\sigma^{(j)} \sim \pi(\sigma | h^{(j)}, g^{(j)}, D)$.

Given the sequence $(g^{(j)}, h^{(j)}, \sigma^{(j)})_{j=1}^K$ we discard an initial $K_0$ of the samples to address burn-in of the chain and we thin the remaining samples by a small factor $\gamma$ to obtain independent samples from the joint posterior given in equation (2.7). We will specify the burn-in and thinning settings whenever we discuss applications of the method.
2.3.3 Posterior Sampling with Unknown Assignment Probabilities

There are two additional problems with respect to inference when the assignment probabilities are unknown: one needs to estimate the assignment probabilities $e$ and use these to compute the TRV $Y^*$. The following target posterior distribution corresponds to the model when the treatment probabilities vary across individuals as specified by the probit model in (2.6).

$$
\pi(g, h, Y^*, \sigma^2, e, \beta \mid D).
$$

In this setting the joint posterior is more complicated than equation (2.7) and is harder to sample from.

For the full posterior stated in equation (2.9) a standard Gibbs sampling procedure cannot be specified for sampling the treatment assignment probabilities. For the full posterior given in equation (2.9), we use a naïve approach to sampling the assignment probabilities in addition to the other model parameters with an additional Metropolis-within-Gibbs step. This results in the following procedure:

a) Initialize $h^{(0)}$, $\sigma^{(0)}$, $g^{(0)}$, and $\beta^{(0)}$. Use $\beta^{(0)}$ to compute $e^{(0)}$;

b) Compute $Y^*$ from the initial $e^{(0)}$ and data;

c) For $j = 1, ..., K$

1) $g^{(j)} \sim \pi(g \mid h^{(j-1)}, \sigma^{(j-1)}, e^{(j-1)}, Y^*, D)$;

2) $h^{(j)} \sim \pi(h \mid g^{(j)}, \sigma^{(j-1)}, e^{(j-1)}, Y^*, D)$;

3) $\sigma^{(j)} \sim \pi(\sigma \mid h^{(j)}, g^{(j)}, e^{(j-1)}, Y^*, D)$;

4) Use Metropolis-Hastings step to sample $\beta^{(j)}$;

5) Compute $e^{(j)}$ from $\beta^{(j)}$ and data;
6) Compute $Y^*$ from $e^{(j)}$ and data.

The Metropolis-Hastings step consists of specifying a proposal distribution $q(\beta)$, and given a candidate value $\beta^* \sim q(\beta)$ is accepted with acceptance probability

$$
\alpha = \min \left( 1, \frac{\pi(g, h, Y^*, \sigma^2, \beta^*, e | \mathcal{D}) q(\beta)}{\pi(g, h, Y^*, \sigma^2, \beta, e | \mathcal{D}) q(\beta^*)} \right). \quad (2.10)
$$

where the posterior $\pi(g, h, Y^*, \sigma^2, \beta^*, e | \mathcal{D})$ is specified in Sections 2.3.1 and 2.3.1

**Joint Bayesian modeling and the collusion problem** The joint Bayesian model specified in this chapter for learning the assignment mechanism $e$ and the transformed outcome $Y^*$ leads to a feedback problem of the type described in [95]. The treatment assignment probability $e$ appears in the joint posterior distribution both as a part of the transformed outcome model through $2.8$ as well as its own model in $2.6$. Therefore its posterior samples involve information from both. In the specific context of the assignment model, this means that the posterior samples of parameters in learning $e$ are informed by information from the outcome stage.

Under the classical method of using $e$ as a dimension reduced covariate representation in the outcome stage model (an analog to our transformed outcome), [95] demonstrate that the estimation of causal effects is poor. There is a possibility of considerable bias due to the distortion of the causal effects. Furthermore, the usefulness of the propensity score adjustment as a replacement for the covariates is also compromised.

However, this is not the concern in the modeling scheme proposed in this dissertation. [95] show that the nature of the feedback between the two stages is altered when the outcome stage model is augmented with adjustment for the individual covariates and that this method can recover causal effects akin to when a classical two stage procedure is used. Our approach via the kernels of the Gaussian processes provides individual covariate adjustment therefore alleviating concerns created by the feedback. Therefore we garner the benefits of the joint estimation, but by means of suitably elicited priors, and individually controlled covariates, we bypass the concerns of feedback. In fact, by making more complete use of the data, we are arguably able to improve the overall quality of estimation.
2.4 Results on Simulated and Real Data

In this section we validate our Gaussian process based TRV model on simulated and real data. We use the simulations to show that our approach outperforms other techniques (both TRV as well as conditional mean regression type methods). This holds true both when the treatment assignment probabilities are known or need to be inferred from the data. We also observe on the simulated data that our model does in fact recover the causal effects in the TRV framework in the presence of feedback as theorized earlier. Our assertion is based on comparisons of mean squared error, bias and point-wise coverage of the uncertainty intervals generated by the model, which are computed as follows,

\[
\text{Mean Squared Error} = \frac{1}{n} \sum_{i=1}^{n} \left( \bar{\tau}(X_i = x) - \hat{\tau}(X_i = x) \right)^2
\]

\[
\text{Bias} = \frac{1}{n} \sum_{i=1}^{n} \left( \tau(X_i = x) - \hat{\tau}(X_i = x) \right)
\]

\[
\text{Coverage} = \frac{1}{n} \sum_{i=1}^{n} 1(\tau(X_i = x) \in [\tau(X_i = x)_{\text{lwr}}, \tau(X_i = x)_{\text{upr}}])
\]

The real data analyzed here comes from a study of the causal effects of debit card ownership on household spending in Italy [59] – we will refer to these data as the SHIW data. In the analysis of the SHIW data we jointly infer treatment effects as well as the treatment assignment probability for each individual, as these are not observed.

The most interesting aspect of our analysis of the SHIW data is that we are able to identify heterogeneity in the treatment effects. We find that the impact of debit card usage on aggregate household spending is found to vary based on income and this variability is highest at the lowest levels of income – a notion that is validated under behavioral economic theory which further lends credibility to our proposed model.
2.4.1 Estimands Used and Modelling Approaches Compared

In this section we state the estimands that we will use for comparing our method to other non-parametric methods. We will also state in detail how we compute the relevant estimand for both our method and the other techniques considered. The analysis is focused on the estimation of the CATE.

Gaussian process mixture model: We first specify the procedure we use to estimate the CATE for our model. The model is trained on data \((X_1, \ldots, X_n)\) and the values of the two functions are

\[
g = (g(X_1), \ldots, g(X_n)), \\
h = (h(X_1), \ldots, h(X_n)).
\]

We will use the function values to evaluate the accuracy of our estimators.

Depending on whether the treatment assignment probabilities are observed or not we obtain posterior samples \((g^{(j)}(X_i), h^{(j)}(X_i))_{j=1}^{K}\) or \((g^{(j)}, h^{(j)}, e^{(j)})_{j=1}^{K}\), respectively, using which we can compute posterior samples for the conditional average treatment effect at each location \(X_i, i = 1, \ldots, n\) as

\[
\tau^{(j)}(X_i) = g^{(j)}(X_i)
\]

Given the posterior samples we can compute a posterior mean as a point estimate, \(\bar{\tau}(X_i)\), as well as credible intervals. Where applicable, marginalizing over the values \(X_i\) allows us to compute posterior estimates of the average treatment effect.

Summary of alternative methods used: We will compare our proposed Gaussian process mixture model approach to other regression based methods for estimating treatment effects. We have considered random forests and single regression trees for treatment effect estimation via TRV modeling as well as fit based trees, causal trees \[4\], and BART\[36, 41\] as non-TRV alternatives\[1\].

\footnote{We use the implementations of these methods in the R packages \texttt{causalTree} \[83\], \texttt{rpart} \[55\], \texttt{randomForest} \[85\] and \texttt{BART} \[68\].}
None of the aforementioned methods have an obvious framework for learning the treatment assignment probabilities internally. This a crucial step in computing the CATE and ATE both via TRV and non-TRV based estimation techniques. In the case of the regression trees and random forests for TRV modeling, the TRV needs to be computed from the learnt propensity score first before any modeling can commence. The BART model uses the propensity score as an additional covariate, while causal and fit based trees use the propensity score as a weighting mechanism.

Therefore, we will use a two-step procedure where we first use the data to infer the treatment assignment probabilities and then given these estimates, apply the aforementioned regression methods to estimate the treatment effect. The treatment assignment probability vector $e$ is estimated via logistic regression [78], a standard approach for estimating propensity scores in the causal inference literature.

### 2.4.2 Results on Simulated Data

The objective of the simulation studies presented in this section is to compare the performance of the Gaussian process mixture model to, BART, causal trees, fit based trees, the random forest and single regression tree models. We consider two criteria in our comparison. The first criteria is a comparison of the accuracy of the CATE, in terms of mean squared error and bias. The second criterion involves assessing how well the methods model uncertainty by considering the coverage of the uncertainty intervals produced by all the models.

#### Simulated Data Model

In order to evaluate the proposed model as well as the other aforementioned approaches, we consider two simulation settings – one high dimensional case (with 40 covariates) and one low dimensional case (with 5 covariates) each with its own covariate level heterogeneity and a sample size of $n = 250$. For the remainder of this analysis, the high dimensional case is referred to as Case A, and the low dimensional case is referred to as Case B. By design
neither of these simulation cases has a meaningful average treatment effect. We start with a detailed description of Case A.

In this framework, covariates $X_1, \ldots, X_{30}$ are independent covariates, $X_{31}, \ldots, X_{35}$ depend on pairs of covariates, while $X_{36}, \ldots, X_{40}$ depend on groups of three as follows,

$$X_k \sim \text{Normal}(0, 1); \quad k = 1, \ldots, 15$$
$$X_k \sim \text{Uniform}(0, 1); \quad k = 16, \ldots, 30$$
$$X_k \sim \text{Bernoulli}(q_k); \quad q_k = \text{logit}^{-1}(X_{k-30} - X_{k-15}); \quad k = 31, \ldots, 35$$
$$X_k \sim \text{Poisson}(\lambda_k); \quad \lambda_k = 5 + 0.75X_{k-35}(X_{k-20} + X_{k-5}); \quad k = 36, \ldots, 40$$

Next, we simulate the propensity score and the corresponding treatment assignments. This has been done as a simple linear transformation since the focus of the chapter is not propensity score modeling but rather CATE modeling. The propensity scores and the treatment effects of interest for Case A are given in Figure 2.1.

\[
p_i = \text{logit}^{-1}(0.3 \sum_{k=1}^{5} X_k - 0.5 \sum_{k=21}^{25} X_k - 0.0001 \sum_{k=26}^{35} X_k + 0.055 \sum_{k=36}^{40} X_k)
\]

\[
W \sim \text{Bernoulli}(p_i)
\]

Finally we generate the potential outcomes and the observed outcomes.

\[
f(X) = \frac{\sum_{k=1}^{16} X_k \exp(X_{k+14})}{1 + \sum_{k=1}^{19} X_k \exp(X_{k+14})}
\]

\[
Y(0) = 0.15 \sum_{k=1}^{5} X_k + 1.5 \exp(1 + 1.5 f(X)) + \epsilon_i
\]

\[
Y(1) = \sum_{k=1}^{5} \{2.15X_k + 2.75X_k^2 + 10X_k^3\} + 1.25 \sqrt{0.5 + 1.5 \sum_{k=36}^{40} X_k + \epsilon_i}
\]

\[
Y = WY(1) + (1 - W)Y(0); \quad \epsilon_i \sim \text{Normal}(0, 0.0001)
\]
Figure 2.1: Summary plots of Case A (a) Histogram of the true propensity scores for each of the two treatment groups. (b) Treatment effects. The simulation was generated with $n = 250$.

The lower dimensional case, which we have adapted from the simulation study in [36], is presented similarly. We start by simulating the following $p = 5$ covariates.

$$X_k \sim \text{Normal}(0, 1); \quad k = 1, \ldots, 3$$

$$X_4 \sim \text{Bernoulli}(p = 0.25)$$

$$X_5 \sim \text{Binomial}(n = 2, p = 0.5)$$

In this scheme, unlike Case A, all the covariates are independent. The propensity score model analogous to the previous case is a linear transformation of the covariates.

$$p_i = \logit^{-1}(0.1X_1 - 0.001X_2 + 0.275X_3 - 0.03X_4)$$

$$W \sim \text{Bernoulli}(p_i)$$

Finally we generate the potential outcomes and the observed outcomes. The results of this simulation are presented in Figure 2.2.
\[ f(X) = -6 + h(X_5) + |X_3 - 1| \]
\[ h(0) = 2, \quad h(1) = -1, \quad h(2) = -4 \]
\[ Y(0) = f(X) - 15X_3 + \epsilon_i \]
\[ Y(1) = f(X) + (1 + 2X_2X_3) + \epsilon_i \]
\[ Y = WY(1) + (1 - W)Y(0); \quad \epsilon_i \overset{\text{IID}}{\sim} \text{Normal}(0, 0.0001) \]

Figure 2.2: Summary plots of Case B (a) Histogram of the true propensity scores for each of the two treatment groups. (b) Treatment effects. The simulation was generated with \( n = 250 \).

Comparison of Methods

The first stage of our analysis compares the CATE estimation in instances when the treatment assignment probability is assumed to be known. We focus on the mean squared error, bias and coverage of the CATE under Case A and Case B along with visual analyses of model adaptability to gauge fit quality. For the proposed model the samplers were run for \( K = 6,000 \) steps with 1,000 initial steps burned off. No thinning of the samplers was needed. Similarly, for the non-Bayesian methods, \( K = 5,000 \) replications of the bootstrap were generated. The comparison of point estimates of the CATE under Case A is presented.
in Figure 2.3 and Case B in 2.4 for the sub-case where the treatment assignment mechanism is known; the corresponding diagnostic measures are presented in Tables 2.1 and 2.2.

![Figure 2.3: Comparison of the CATE estimates when the treatment probabilities are known for Case A (a) the GP mixture model (b) the transformed outcome regression tree (c) the transformed outcome random forest (d) the causal tree (e) fit based tree (f) BART](image)

In Case A, both in terms of point estimation, as well as uncertainty quantification, we can conclude that when the treatment assignment is known, the proposed model is the overall winner. As we can see, it adapts well to the heterogeneity of the treatment effects in the data, and is able to recover the effects to a high degree as observed in Figure 2.3(a). It also has the lowest mean squared error of the models presented and the point-wise coverage of its uncertainty intervals, while low relative to tree based methods, is better than BART (see Table 2.1). Furthermore, the bias of the model is generally lower causal trees, fit based trees and transformed outcome trees.

In Case B, the model performs well in terms of recovering the high degree of heterogeneity but it suffers in terms of mean square error and bias. The model still adapts well to the heterogeneity inherent in the data, and is able to recover the effects as observed in
Figure 2.4: Comparison of the CATE estimates when the treatment probabilities are known for Case B (a) the GP mixture model (b) the transformed outcome regression tree (c) the transformed outcome random forest (d) the causal tree (e) fit based tree (f) BART.

Figure 2.4(a), albeit with a higher degree of overall noise. This nosiness translates to high mean squared error and bias, where the other alternative models perform better, with one minor caveat. Due to the piece-wise nature of the tree based models, they do not adapt to the heterogeneity as well as the proposed model and BART do. Furthermore, the model also has the highest degree of point-wise uncertainty interval coverage (see Table 2.2).

Table 2.1: Case A - Conditional Average Treatment Effect Summary (Known).

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Mean Square Error</th>
<th>Bias</th>
<th>95% CI Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  Gaussian-Process Mixture</td>
<td>4191.665</td>
<td>13.207</td>
<td>0.780</td>
</tr>
<tr>
<td>2  Bayesian Additive Regression Tree</td>
<td>5856.135</td>
<td>-5.351</td>
<td>0.596</td>
</tr>
<tr>
<td>3  Transformed Outcome Tree</td>
<td>7769.977</td>
<td>14.374</td>
<td>0.876</td>
</tr>
<tr>
<td>4  Fit Based Tree</td>
<td>6154.396</td>
<td>15.633</td>
<td>0.928</td>
</tr>
<tr>
<td>5  Causal Tree</td>
<td>8390.039</td>
<td>21.923</td>
<td>0.964</td>
</tr>
<tr>
<td>6  Transformed Outcome Random Forest</td>
<td>4993.576</td>
<td>0.317</td>
<td>0.932</td>
</tr>
</tbody>
</table>

We also compare the CATE estimation for both cases when the treatment assignment probabilities are unknown and need to be inferred from the data. The comparison of the point estimation is given in Figures 2.5 and 2.6 respectively for the two cases, with the
corresponding summary measurements of fit in Tables 2.3 and 2.4.

Table 2.2: Case B - Conditional Average Treatment Effect Summary (Known).

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Mean Square Error</th>
<th>Bias</th>
<th>95% CI Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Gaussian Process Mixture</td>
<td>50.262</td>
<td>3.174</td>
<td>0.988</td>
</tr>
<tr>
<td>2 Bayesian Additive Regression Tree</td>
<td>5.498</td>
<td>0.229</td>
<td>0.808</td>
</tr>
<tr>
<td>3 Transformed Outcome Tree</td>
<td>16.421</td>
<td>0.202</td>
<td>0.900</td>
</tr>
<tr>
<td>4 Fit Based Tree</td>
<td>15.620</td>
<td>0.282</td>
<td>0.952</td>
</tr>
<tr>
<td>5 Causal Tree</td>
<td>21.143</td>
<td>0.974</td>
<td>0.972</td>
</tr>
<tr>
<td>6 Transformed Outcome Random Forest</td>
<td>118.745</td>
<td>-0.582</td>
<td>0.816</td>
</tr>
</tbody>
</table>

We see that for Case A, the performance of the model is far superior in terms of adapting to the heterogeneity, as indicated in Figure 2.5(a), in particular compared to the performance of the transformed outcome random forest and BART given in Figures 2.5(c) and 2.5(f). The deterioration in the quality of the estimates from BART is particularly noticeable. Furthermore, while the point-wise coverage of the uncertainty interval is lower relative to the other models, the Gaussian process mixture is the clear winner in terms of the mean square error. The proposed model also outperforms the tree based models (causal and fit based trees as well as transformed outcome trees) in terms of bias (see Table 2.3) and its point-wise interval coverage is stable relative to BART, which speaks to the models overall robustness despite the added layer of complexity from learning the treatment assignments.

We see that for Case B, the results of the analysis are similar to when the treatment assignment was known. The performance of the model is comparable in terms of adapting to the heterogeneity relative to the other models, as indicated in Figure 2.6(a) – albeit again with a similar degree of noisiness as earlier. However, we again out-perform transformed outcome random forests in terms of point estimation with lower mean squared error. The only aspect in which the model out performs all the other methods considered is in terms of point-wise interval coverage.

Our conclusion is that the model performs well when there are a large number of covariates present, and the degree of heterogeneity in the treatment effects is high. The flexibility of the mixture of Gaussian processes ensures adaptability, where tree based models fail particularly when there is shared information in the covariates (as is true in Case A) since the
prior provides built-in regularization. However, when the number of covariates is small, the flexibility of the model hurts its overall performance since we observe that our estimates are noisier than for instance BART. These limitations of the model are discussed as avenues for future work in the last section of this chapter.

Table 2.3: Case A - Conditional Average Treatment Effect Summary (Unknown).

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Mean Square Error</th>
<th>Bias</th>
<th>95% CI Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Gaussian Process Mixture</td>
<td>3916.562</td>
<td>13.207</td>
<td>0.780</td>
</tr>
<tr>
<td>2 Bayesian Additive Regression Tree</td>
<td>6754.058</td>
<td>-5.569</td>
<td>0.624</td>
</tr>
<tr>
<td>3 Transformed Outcome Tree</td>
<td>6289.891</td>
<td>7.061</td>
<td>0.880</td>
</tr>
<tr>
<td>4 Fit Based Tree</td>
<td>6154.396</td>
<td>15.633</td>
<td>0.932</td>
</tr>
<tr>
<td>5 Causal Tree</td>
<td>8390.039</td>
<td>21.923</td>
<td>0.968</td>
</tr>
<tr>
<td>6 Transformed Outcome Random Forest</td>
<td>12124.426</td>
<td>-21.958</td>
<td>0.960</td>
</tr>
</tbody>
</table>
Figure 2.6: Comparison of the CATE estimates when the treatment probabilities are unknown for Case B (a) the GP mixture model (b) the transformed outcome regression tree (c) the transformed outcome random forest (d) the causal tree (e) fit based tree (f) BART.

Table 2.4: Case B - Conditional Average Treatment Effect Summary (Unknown).

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Mean Square Error</th>
<th>Bias</th>
<th>95% CI Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Gaussian Process</td>
<td>31.517</td>
<td>1.898</td>
<td>1.000</td>
</tr>
<tr>
<td>2 Bayesian Additive Regression Tree</td>
<td>6.259</td>
<td>0.118</td>
<td>0.776</td>
</tr>
<tr>
<td>3 Transformed Outcome Tree</td>
<td>16.421</td>
<td>0.202</td>
<td>0.892</td>
</tr>
<tr>
<td>4 Fit Based Tree</td>
<td>15.620</td>
<td>0.282</td>
<td>0.956</td>
</tr>
<tr>
<td>5 Causal Tree</td>
<td>19.652</td>
<td>0.876</td>
<td>0.972</td>
</tr>
<tr>
<td>6 Transformed Outcome Random Forest</td>
<td>115.329</td>
<td>-0.349</td>
<td>0.820</td>
</tr>
</tbody>
</table>

2.4.3 Results on the Italy Survey on Household Income and Wealth (SHIW)

Our application of the GP mixture model to a real data aimed at the estimation the causal effects of debit card ownership on household spending. A causal analysis of this question was developed in [59] using data from the Italy Survey on Household Income and Wealth (SHIW) to estimate the population average treatment effect for the treated (PATT). The SHIW is a biennial, national population representative survey run by Bank of Italy. The subset of the SHIW data we considered consists of \( n = 564 \) observations with 385 untreated
and 179 treated observations. The outcome variable is the monthly average spending of the household on all consumer goods. The treatment condition is whether the household possesses one and only one debit card, and the control condition is that the household does not possess any debit cards. The covariates we used include: cash inventory held by the household, household income, average interest rate in the province where the household resides, measurement of wealth, and the number of banks in the province in which the household resides. See [59] for more details about the data. Our analysis of these data will consist of comparing estimates of the ATE and CATE (with respect to household income) of our GP mixture model to the same alternative models as the previous section.

Table 2.5: Conditional average treatment effect with average income by decile.

<table>
<thead>
<tr>
<th>Income Decile</th>
<th>Average Income</th>
<th>τ(x)</th>
<th>τ(x)_{lwr}</th>
<th>τ(x)_{upr}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.137</td>
<td>0.629</td>
<td>0.404</td>
<td>0.857</td>
</tr>
<tr>
<td>2</td>
<td>-0.831</td>
<td>0.567</td>
<td>0.374</td>
<td>0.761</td>
</tr>
<tr>
<td>3</td>
<td>-0.638</td>
<td>0.558</td>
<td>0.381</td>
<td>0.734</td>
</tr>
<tr>
<td>4</td>
<td>-0.472</td>
<td>0.459</td>
<td>0.298</td>
<td>0.620</td>
</tr>
<tr>
<td>5</td>
<td>-0.310</td>
<td>0.425</td>
<td>0.270</td>
<td>0.578</td>
</tr>
<tr>
<td>6</td>
<td>-0.114</td>
<td>0.396</td>
<td>0.245</td>
<td>0.546</td>
</tr>
<tr>
<td>7</td>
<td>0.103</td>
<td>0.343</td>
<td>0.190</td>
<td>0.490</td>
</tr>
<tr>
<td>8</td>
<td>0.397</td>
<td>0.272</td>
<td>0.097</td>
<td>0.441</td>
</tr>
<tr>
<td>9</td>
<td>0.848</td>
<td>0.172</td>
<td>-0.050</td>
<td>0.389</td>
</tr>
<tr>
<td>10</td>
<td>2.143</td>
<td>-0.125</td>
<td>-0.513</td>
<td>0.251</td>
</tr>
</tbody>
</table>

We start with a presentation of the CATE under our model against income in Figure 2.7(a). The proposed model estimates an overall downward trend in the effect of owning a debit card, i.e. as the level of income increases, the effect of owning a debit card declines. In order to summarize this effect, we consider the CATE for binned deciles of income for the proposed model in Figure 2.7(b) and the alternative models in Figure 2.7(c). We find that the proposed model detects a statistically meaningful effect for the first eight deciles of income, and this effect is estimated to decline in size. For the final two deciles, the model concludes that there is no statistically meaningful effect of owning a debit card. These results are summarized in Table 2.5. By comparison, the inference from the alternative approaches is not quite as clear. BART and transformed outcome trees, detect minimal heterogeneity, while transformed outcome random forests, transformed outcome trees and causal trees demonstrate the most heterogeneity at the highest two deciles of income. These
results are summarized in Table 3 in Appendix 3.

In order to be comprehensive and garner comparability to past work, we have also produced estimates of the average treatment effect in Table 2.6. The proposed Gaussian process mixture detects a statistically meaningful ATE. This result is consistent with the findings of [59]. Furthermore, we also see that the uncertainty interval for the Gaussian process mixture is the tightest of the methods used here, all of which with the exception of BART garner similar inference. This result is consistent with the findings on simulated data presented in the last section since the BART model does not adapt to heterogeneity well in instances where the number of covariates is high with large contributions to the variation in the treatment effects. Again this argues that the GP mixture model may be outperforming the other methods.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>$\hat{\tau}$</th>
<th>$\tau_{lwr}$</th>
<th>$\tau_{upr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Gaussian Process Mixture</td>
<td>0.369</td>
<td>0.220</td>
<td>0.518</td>
</tr>
<tr>
<td>2 Transformed Outcome Tree</td>
<td>0.470</td>
<td>0.210</td>
<td>0.555</td>
</tr>
<tr>
<td>3 Fit Based Tree</td>
<td>0.378</td>
<td>0.214</td>
<td>0.608</td>
</tr>
<tr>
<td>4 Causal Tree</td>
<td>0.475</td>
<td>0.360</td>
<td>0.939</td>
</tr>
<tr>
<td>5 Bayesian Additive Regression Tree</td>
<td>0.115</td>
<td>-1.129</td>
<td>1.397</td>
</tr>
<tr>
<td>6 Transformed Outcome Random Forest</td>
<td>0.414</td>
<td>0.229</td>
<td>0.604</td>
</tr>
</tbody>
</table>

Based on the economic concepts of income elasticity of demand, consumer choice and substitution effects [87], the heterogeneity identified at the lowest levels of standardized income is a more sensible result relative to the implication of the other approaches. At the lowest levels of income, economic agents are more likely to substitute debit card use for cash in an effort to maximize spending. The debit cards act as an inflator of perceived financial resources and this effect is expected to diminish as the overall income grows. Therefore, the GP mixture model makes a more convincing case for capturing the true nature of how holding a debit card influences spending.
Figure 2.7: Estimated CATE (a) against Income (b) binned effects against deciles of income (b) binned effects against deciles of income for comparison.
2.5 Discussion and Future Work

We have proposed a novel non-parametric Bayesian model to estimate heterogenous treatment effects. Our approach combines the transformed response variable framework with a mixture of Gaussian-processes. The motivation for the GP mixture model was to improve the accuracy of our point estimates as well to better quantify uncertainty relative to other models particularly those from the Bayesian non-parametrics literature. We compared the performance of our model to a single regression tree and random forests model, within the TRV framework as well as two conditional mean regression type tree based methods and BART. We used simulation studies to show instances where our approach is a better estimator with respect to both point estimation and uncertainty quantification. Furthermore, our approach also has the advantage in that we can address the case where treatment assignment probabilities are unknown within our model; other methods require a two-stage process where another model is required to infer the treatment assignment probabilities. This tandem estimation provides better insight into the data generating process and also captures uncertainty from all levels of inference.

In addition, a Bayesian model of treatment effects with a single likelihood for the design and analysis stages creates concerns of feedback since the TRV depends on the assignment mechanism. We demonstrate that our model is robust to this feedback due to both our prior specification as well as individual covariate adjustment via the Gaussian process covariance functions. However, this raises the question of whether there is a weaker condition that can be satisfied and still lead to effective inference of treatment effects which is the first area that we aim to explore in future work.

There are several ways we can extend our model to be more robust and more flexible. The GP priors specified impose smoothness assumptions on the treatment effects that may not be reasonable. Relaxing the smoothness and using non-parametric models that have been developed to model dose-response curves may result in richer and more robust inference. Inference using the TRV is sensitive to the probability of receiving the treatment and misspecification of this probability systematically moves the casual estimate away from
the true value, this bias can be large when the assignment probability is either very low or very large. This is the case since the variance of the mixture model is influenced by the reciprocal of the treatment assignment probability. Extending our model to be more robust to these extreme cases is vital.

Furthermore, we are currently fixing the hyper-parameter values within the kernels of the Gaussian-processes since attempting to learn these from the data creates two problems that we need to carefully study. First, learning these parameters is difficult from a sampling perspective since the target distributions are often extremely multi-modal. A promising avenue for addressing this is the use of a combination of sampling and optimization \cite{52} – this is particularly important since Bayesian non-parametric methods are known to be sensitive to prior calibration. This is of particular importance in instances where the degree of heterogeneity in treatment effects is small as we have seen via simulation study. Second, the scalability of Gaussian processes is very limited \cite{51} and hence increasing the number of parameters that we are learning hurts the scalability even more. Both of these are important questions that warrant further study.
Chapter 3

Evaluating the Effect of Residential Care on Self-Concept and Ego-Resilience: A Generalized Propensity Score Analysis with Clustered Data

3.1 Introduction

As a consequence of challenges and adversity in their personal histories, in global mental health research, orphaned children are considered to be a vulnerable, at risk population[9]. This is attributed to the lifestyle of the institutionalized and the social stigma of being orphaned in certain parts of the developing world. Past research in global mental health has provided a theoretical foundation for suggesting that orphan children demonstrate lower levels of self-concept and ego-resiliency along with greater personal trauma. Furthermore, these children tend to avoid attachment and show symptoms of anxiety [15, 79, 22, 13, 88].

In the developmental psychology literature that is relevant to global mental health, self-concept is characterized as an individuals’ measure of confidence in their own abilities and their prospects for the future. Ego-resilience is characterized as an expression of psychological sturdiness, resourcefulness and personal flexibility that takes advantage of an individual’s ability to recover in the face of adversity [8]. These concepts are vital in constructing social identity and perseverance in the face of overwhelming personal setbacks.

This dissertation studies the ego-resiliency and self-concept of orphaned children that are residents of the Udayan Ghar Program – a foster-care type surrogate residential care system in India. The system began in 1994 to offer residential care homes for orphaned and
abandoned children and currently comprises of fourteen group residences and has served approximately four hundred occupants. We are interested in understanding the effects of staying in a group home on the ego-resiliency and self-concept of the occupants. Subject matter experts suggest that if children reside in the system for longer, their ego-resilience and self-concept outcomes are likely to be very different.

The treatment variable of interest is the number of months that a resident spends in the Udayan Ghar Program. This variable will be interpreted as a continuous dosage. Our objective in this analysis is to estimate a dose-response function that estimates the average treatment effect for the treated. We want to determine the causal effects of staying in the system on ego-resilience and self-concept as measured by ratings on the standardized Piers-Harris scale [63]. This approach can help uncover and quantify heterogeneities in the impact of the Udayan Ghar Program on its residents including those of specific demographic groups of interest (such as male versus female residents).

We use a parametric estimator of the dose-response function that is rooted in the Bayesian paradigm as necessitated by the complex structure of this data (see section 3.2 for details). The most frequently used methodology in the literature for estimating causal effects where treatments are binary is by the use of propensity scores [74]. We extended this to our continuous treatment by the use of the generalized propensity scores [42], which behaves as a summary statistic. It helps eliminate selection bias into various treatment levels and helps identify those individuals for whom it is difficult to construct counterfactual outcomes by imposing an overlap condition and to control for observed covariates in a more flexible manner [24].

Our analysis is augmented by a series of recent results [54, 94] on analyzing the type of multistage hierarchical data arising from the studies conducted at the Udayan Ghar Program. We garner insights into the effects of continuous treatments in the setting where the data has multiple stages of clustering. The first stage arises from children being placed into group homes, and the second, from each child being measured multiple times over the course of their stay in the system. By taking the multi-stage hierarchy of the data into
account, we can guarantee the consistency of our treatment effect estimates \cite{54} and tackle issues that arise because of variations at the cluster level that create heterogeneities in the exposure to the treatment which is then propagated to the outcome.

The inference of causal effects is founded upon a number of assumptions, the details of which will be provided at length in the subsequent sections \cite{42}. Our key identifying assumption is unconfoundedness which implies that receiving the various dosages of the aforementioned treatment is random conditional on the observed covariates. In Chapter 4, We will present a novel strategy for assessing how violations of this assumption impact the inference for multi-stage clustering data with a continuous treatment regime that builds on related work by \cite{14}.

The methodology and results presented in this chapter make a number of significant contributions to both statistical methodology and global mental health. Our approach deals with the estimation of causal effects under a continuous treatment regime in a hierarchical setting using the generalized propensity scores. Past work in hierarchical settings has been restricted to binary treatment variables. Furthermore, since this type of analysis is founded upon the assumption of unconfoundedness, we present a novel strategy for assessing impacts of its violations when the generalized propensity score is employed that has hitherto been absent from the causal inference literature. Finally, understanding impacts of systems like Udayan Ghar Program is of vital importance to policy makers, donors as well as non-government organizations and the system itself. The numerous stakeholders in this program are all interested in ensuring the well-being and improved future prospects of orphaned children that call the program home.

The remainder of this chapter is organized as follows: section 3.2 provides a detailed account of the data, along with the sources of the aforementioned complications and some brief exploratory findings. The relevant notation for the causal framework and the aforementioned modeling are presented in section 3.3 along with the main results. Our novel approach to sensitivity analysis using simulated unmeasured confounders is presented in the next chapter in conjunction with its implementation on the Udayan Ghar data. Concluding
remarks along with areas for future work are summarized in section 3.5.

3.2 The Udayan Ghar Program Data

The Udayan Ghar Program consists of fourteen homes in New Delhi and two satellite programs piloted in Jaipur and Kurukshetra, India – in all, including New Delhi, the program has served approximately four hundred children since its advent. The data for this analysis is the result of a collaboration between Duke University and the Udayan Ghar Program to help examine the physical and mental health ramifications of children within the fourteen homes across the city of New Delhi.

The data was collected between 2014 and 2018 by Duke University students volunteering with the Udayan Ghar Program. Children in each of the 14 homes in New Delhi were interviewed on various mental health outcomes during the summer months of each year. A total of 185 resident children were interviewed over the time horizon of the study. The homes are segregated by gender and the sample selected was meant to reflect the proportion of males versus females that exist in the population of interest. The children that were interviewed in 2015 comprised of all the children in 2014 that still resided in the program, along with new additions to the program. This collection strategy continued until 2018, which is the last point of data collection for the analysis that has been presented here [9].

This method of data collection induces a complex hierarchical structure. At the first level of the hierarchy, each of the children in the sample are measured multiple times. At the second level, the children are nested within their respective residential homes. Hence, any analysis must account for these two stages of nesting in the data.

We construct the treatment as the number of months at which each evaluation is made. This number is approximately near the one-year mark, but demonstrates randomness which allows us to model it as such. The relationship between the deciles of the treatment and the median value of the standardized Piers-Harris score are presented in Figure 3.1. As the treatment dosage increases, we see a gentle upward trend in the median standardized
Piers-Harris score within each dosage decile. Additionally, the male children exhibit a higher self-concept and ego-resilience overtime relative to their female counterparts, which indicates the potentially important gender specific heterogeneity that we want to study.

![Exploratory plot comparing binned treatment deciles against the median standardized Piers-Harris score at each decile of the treatment variable. This plot shows the overall standardized Piers-Harris score as well as the score by gender.]

**Figure 3.1** Exploratory plot comparing binned treatment deciles against the median standardized Piers-Harris score at each decile of the treatment variable. This plot shows the overall standardized Piers-Harris score as well as the score by gender.

The distribution of the treatment and its breakdown by gender are presented in Figure 3.2 along with its quantiles. These distributions are lightly right skewed. The treatments are evenly distributed between the genders with some important exceptions. There are more women than men in the sample and on average the women are in the system for a smaller period of time than the men (70 months for males versus 61 months for females). Furthermore, the men demonstrate a larger standard deviation in their treatment relative to the women (41 months for men versus 36 months for women). The overall ranges for the treatment are similar (2 months to 147 months for females versus 1 month to 138 months for males). This is an indicator of a larger concern with modeling multistage clustered data that warrants mention: since the homes are segregated by gender, there are likely home
specific idiosyncrasies in treatment exposure propagated to the outcome of interest which necessitates accounting for the nesting in any model we use.

<table>
<thead>
<tr>
<th>Treatment (Months) − Male</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>60</td>
<td>80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Treatment (Months) − Female</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>60</td>
<td>80</td>
</tr>
</tbody>
</table>

**Figure 3.2**: Exploratory analysis of the treatment variable. Panel (a) The distribution of the treatments for the entire sample. Panel (b) The distribution of the treatment for the males in the sample. Panel (c) The distribution of the treatment for the females in the sample.

At each psychological evaluation, measurements of the residents’ biological features i.e. height and weight are also recorded along with their date of birth, trauma history, and age at entry into the system (in years). A thorough examination of these covariates, along with the single environmental variable measured, the ratio of residents to care-givers in each home is given in appendix 4.

The data has a considerable degree of missingness, particularly with respect to the trauma history and the biological features (see Table 2 in appendix 4 for details). Hence, we use multiple imputation using chained equations (MICE) [2] in an effort to best leverage the available data and note ignore observations due to partial missingness. Summary statistics for the outcome, treatment and covariates (all post-imputation) are given in Table 3.1 with a comparison to the original complete data in Table 3 (also in appendix 4). The data is on average relatively unchanged by imputation.
Table 3.1: Summary table of outcome, treatments and other covariates post imputation.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Mean (Imputed)</th>
<th>SD (Imputed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Piers Harris (Standardized)</td>
<td>47.17</td>
<td>8.87</td>
</tr>
<tr>
<td>Treatment (Months)</td>
<td>64.40</td>
<td>38.24</td>
</tr>
<tr>
<td>Age at Entry (Yrs.)</td>
<td>7.78</td>
<td>2.82</td>
</tr>
<tr>
<td>Gender</td>
<td>0.62</td>
<td>0.49</td>
</tr>
<tr>
<td>Caregiver Ratio</td>
<td>5.20</td>
<td>1.48</td>
</tr>
<tr>
<td>Height (Centimeters)</td>
<td>151.23</td>
<td>12.65</td>
</tr>
<tr>
<td>Weight (Kilograms)</td>
<td>42.68</td>
<td>12.49</td>
</tr>
<tr>
<td>Total Traumatic Events</td>
<td>2.82</td>
<td>1.25</td>
</tr>
</tbody>
</table>

3.3 Estimation Strategy for the Dose Response Function of Staying in the Udayan Ghar System

3.3.1 Setup

The notation that we define here borrows from [42], and extends it to multistage clustering data. Let the homes in the analysis be indexed \( k = 1, \ldots K \) with the children in each home being indexed \( j = 1, \ldots N_k \) and the units of measurement for the \( j^{th} \) child in the \( k^{th} \) home be indexed \( i = 1, \ldots N_{kj} \). Under this indexing, let \( Y_{kji}(\omega) \) denote the potential outcome of a treatment \( \omega \in W \) where \( W \) is an interval corresponding to the continuous treatment. \( Y_{kji}(\omega) \) can also be considered an individual dose-response curve. For each unit, we observe, a vector of pre-treatment covariates, \( X_{kji} \), an observed treatment level \( W_{kji} \) and the observed outcome for the level of the treatment that is actually received, \( Y_{kji} \). The causal estimand of interest is the average dose-response function:

\[
\mu(\omega) = E[Y_{kji}(\omega)], \quad \text{for any } \omega > 0.
\]

Under continuous regimes an unconfoundedness assumption is needed for identification of treatment effects. [47] term this assumption as weak unconfoundedness,

Assumption 1.

\[
Y_{kji}(\omega) \perp W_{kji} | X_{kji}; \quad \text{for all } \omega \in W
\] (3.1)

This grants that conditional on the observed pre-treatment covariates, the level of the
treatment is independent of the potential outcomes. This eliminates any systematic self-selection into levels of the treatment based on unobservable characteristics. Given the pivotal reliance on this assumption, we will provide a novel strategy in section 4.3 for assessing how its violations impact our findings.

In addition to weak unconfoundedness, there is consensus that methods that control for pre-treatment observables perform poorly if there is insufficient overlap in the distribution of covariates by treatment status. We want to ensure that observations at each treatment level have comparable counterparts in other treatment levels. This assumption is concisely phrased as the overlap or common-support assumption.

Under the weak unconfoundedness assumption, the average dose-response function is obtained by estimating the average outcomes in subpopulations defined by the covariates and different levels of the treatment. In applications where there are a large number of covariates, controlling for them simultaneously can be difficult. The dimensionality problem under continuous treatments can be remedied using the generalized propensity score which is the conditional density of the treatment given the covariates,

\[ r(\omega, x) = f_{W|X}(\omega|X = x) \]  \hspace{1cm} (3.2)

and we define,

\[ R_{kji} = r(W_{kji}, X_{kji}) \]  \hspace{1cm} (3.3)

as the conditional density at a specific treatment received. Further, let \( R'_{kji} = r(\omega, X_{kji}) \) – for those observations where \( W_{kji} = \omega \rightarrow R_{kji} = R'_{kji} \) i.e. the family of random variables indexed by the treatment level.

[42] demonstrate that the generalized propensity score has a balancing property,

\[ X \perp 1_{W=\omega}|r(W, X) \]  \hspace{1cm} (3.4)

which implies that within strata defined by the generalized propensity score, the probability of receiving the treatment does not depend on the level of the observed pre-treatment.
covariates. This balancing property in conjunction with the assumption of weak unconfoundedness implies that assignment to the level of the treatment is unconfounded given the generalized propensity score,

\[ f_{W|X}(\omega|r(\omega, x), Y(\omega)) = f_{W|X}(\omega|r(\omega, x)) \]  

(3.5)

Controlling for differences in the conditional density of receiving the treatment given the pre-treatment covariates will remove selection bias between various treatment levels conditional on observable features. We only need to adjust for the generalized propensity score, which behaves as a scalar summary of the (possibly high dimensional) pre-treatment covariates observed. This summarization in turn allows for the more flexible estimation of the treatment effects since we are not subject to high-dimensionality constraints.

In addition to its balancing property, using the generalized propensity score, can help determine the extent to which the overlap assumption is satisfied since it behaves as a scalar summary of the covariate distributions at various levels of the treatment. In section 3.3.3, we provide a strategy for utilizing the generalized propensity score in order to assess adherence to this assumption in a computationally tractable manner. This is vital since there are potentially infinite levels of the treatment by definition.

The properties of the generalized propensity score summarized above allow the estimation of the average dose-response function by utilizing it as a means of eliminating selection bias. Controlling for differences in the generalized propensity score will remove selection bias between individuals at various treatment levels if the treatment is based on observable features.

In this procedure, bias removal is attained in two steps, first, by estimating the conditional expectation of the outcome as a function of the observed treatment levels and the generalized propensity score, and second, by estimating the value of the dose-response function by averaging over the values of the generalized propensity score at each treatment level of interest. We express this as the following iterated expectations [42, 24],
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\[ \mu(\omega) = \mathbb{E}_R[\mathbb{E}_Y[Y_{kji}(\omega)|R_{kji}^\omega = r]] \] (3.6)

Intuitively, the inner expectation represents the average potential outcome for each strata defined by the generalized propensity score. However, causal comparisons across different levels of the treatment are not valid, since for other treatment levels, the strata will be different – directly comparing the outcomes across the different treatment levels defines conditional expectations the difference of which is not a valid causal comparison. The outer expectation that averages over the conditional means over the distribution of the generalized propensity score grants valid causal comparisons.

Our procedure, accounting for the assessment of assumptions is summarized as follows:

1. Estimate generalized propensity score as the conditional density of the treatment on the pre-treatment covariates and check (i) overlap (ii) balance.

2. Estimate the conditional expectation of the outcome as a function of the observed treatment and the generalized propensity score.

3. Estimate the value of the dose-response function by averaging over the values of the generalized propensity score at each treatment level.

3.3.2 Model Specification

The iterated expectations in (3.6) suggests the use of a partial means approach to estimate the dose-response function at \( \omega \) i.e. the average of a regression function over some of its inputs while holding others constant. In the application of interest in this dissertation, the regressor that is held constant in the outer expectation is the treatment dosage \( \omega \).

The theoretical constructs presented in the previous section require making a number of decisions regarding parameterizations and functional forms for the estimation of the objects

\footnote{Note that under the assumptions we have made \( \mathbb{E}_Y[Y_{kji}(\omega)|R_{kji}^\omega = r] = \mathbb{E}_Y[Y_{kji}|W_{kji} = \omega, R_{kji} = r] \).
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necessary for conducting inference. In this dissertation, we follow the implementation discussed in [42] and [24] adapted to the complexities of multi-stage clustered data. Our model specification is comprised of two stages, both using hierarchical Bayesian linear models [26], first for the treatment stage, to estimate the generalized propensity score, and second for the outcome to estimate the dose-response function.

There is consensus that accounting for the multi-stage nesting of the data for both the stages of the modeling is necessary for reliable inference for three main reasons [54, 53]. First, when both the treatment assignment and the outcome generating mechanisms have a hierarchical structure, the estimator of interest is consistent (large sample unbiasedness) if at least one of the two stages takes the hierarchy into account. Second if this hierarchy is ignored when the clusters implied by it are small relative to the overall sample size, the propensity score may be poorly estimated and suffer from identifiability concerns. Third, there might be both measured and unmeasured confounders at the cluster level that create variations among clusters in the exposure to the treatment that are propagated to the outcome the effects of which have already become apparent in the exploratory analysis in section 3.2.

In order to estimate the generalized propensity score, we specify,

\[ W_{kji} = \beta_0 + X_{kji} \gamma + \tau_k + \nu_{kj} + \epsilon_{kji}; \]
\[ \epsilon_{kji} \sim N(0, \sigma^2_\epsilon); \quad \nu_{kj} \sim N(0, \sigma^2_\nu); \quad \tau_k \sim N(0, \sigma^2_\tau) \]  \hspace{1cm} (3.7)

with priors,

\[ \beta_{kj}|\beta_k, \sigma^2_\beta \sim \text{Normal}(\beta_k, \sigma^2_\beta); \quad j = 1, \ldots, n_j \]

\[ \beta_k|\beta_0, \sigma^2_\beta \sim \text{Normal}(\beta_0, \sigma^2_\beta); \quad k = 1, \ldots, K \]  \hspace{1cm} (3.8)

\[ \beta_0 \sim \text{Normal}(0, \sigma^2_{\beta_0}) \]
\[ \gamma_{1, \ldots, p} \iid \text{Normal}(0, \sigma^2) \]

\[ \sigma^2, \sigma^2_\nu, \sigma^2_\kappa, \sigma^2_\beta, \sigma^2_\gamma \sim \text{Inverse - Gamma}(a_W, b_W) \]

From (3.7), we can estimate \( \hat{R}_{kji} \) and \( \hat{R}_{\omega kji} \) as follows,

\[ \hat{R}_{kji} = \exp\left\{ -\frac{\hat{\epsilon}_{kji}^2}{2\sigma^2_\epsilon} \right\} \quad (3.9) \]

\[ \hat{\epsilon}_{kji} = W_{kji} - \hat{W}_{kji} \]

\[ \hat{R}_{\omega kji} = \exp\left\{ -\frac{(\omega - \hat{W}_{kji})^2}{2\sigma^2_\epsilon} \right\} \quad (3.10) \]

We also specify a flexible parametric form for the regression function of \( Y \) on the regressors \( W \) and the estimated generalized propensity scores \( \hat{R}_{kji} \) with cubic polynomial terms [24],

\[ Y_{kji} = \alpha_0 + W_{kji}\psi_1 + W_{kji}^2\psi_2 + W_{kji}^3\psi_3 + R_{kji}\psi_4 + R_{kji}^2\psi_5 + R_{kji}^3\psi_6 + W \cdot R_{kji}\psi_7 + \delta_k + \xi_k + \epsilon_{kji}; \]

\[ \epsilon_{kji} \sim \text{N}(0, \sigma^2_\epsilon); \quad \xi_k \sim \text{N}(0, \sigma^2_\xi); \quad \delta_k \sim \text{N}(0, \sigma^2_\delta) \quad (3.11) \]

with priors,

\[ \alpha_{kj} | \alpha_k, \sigma^2_\xi \sim \text{Normal}(\alpha_k, \sigma^2_\xi); \quad j = 1, \ldots, n_j \]

\[ \alpha_k | \alpha_0, \sigma^2_\delta \sim \text{Normal}(\alpha_0, \sigma^2_\delta); \quad k = 1, \ldots, K \quad (3.12) \]

\[ \alpha_0 \sim \text{Normal}(0, \sigma^2_{\alpha_0}) \]

\[ \psi_{1, \ldots, p} \iid \text{Normal}(0, \sigma^2_\psi) \]
\[ \sigma^2_{\delta}, \sigma^2_{\xi}, \sigma^2_{\alpha_0}, \sigma^2_{\psi} \sim \text{Gamma}(a_Y, b_Y) \]

The parameters of this model \( \psi_1, \ldots, \psi_7 \) serve to help determine the shape of the dose-response function, the importance of which is paramount in assessing the impacts of violations of the unconfoundedness assumption. This approach to the model is a hierarchical extension of the parametric technique used in [42]. The joint distributions implied by the two models in (3.7) and (3.11) are given in appendix .5.

From the two models specified in (3.7) and (3.11), the dose-response function at \( \omega \) is arrived at by averaging (marginalizing) (3.11) over the distribution of \( \hat{R}_{kji}^{\omega} \) using the predictions from the outcome model at various values of the treatment,

\[
\hat{\mu}(\omega) = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{N_k} \sum_{j=1}^{N_k} \frac{1}{N_{kj}} \sum_{i=1}^{N_{kj}} \hat{E}_R[Y_{kji}|W = w, R_{kji}^{\omega}] \tag{3.13}
\]

Since inference is conducted in the Bayesian paradigm, uncertainty quantification arises directly from the estimation procedure. We summarize the MCMC algorithm as follows:

Set initial values: \( \beta_0^{(0)}, \gamma^{(0)}, \alpha_0^{(0)}, \) and \( \psi^{(0)} \)

For \( t = 1, \ldots, T \):

S1 Sample \( \beta_0^{(t)} \) from \( f(\beta_0^{(t)}|\gamma^{(t-1)}, \alpha_0^{(t-1)}, \psi^{(t-1)}, X, W, Y) \) and \( \gamma^{(t)} \) from \( f(\gamma^{(t)}|\beta_0^{(t)}, \alpha_0^{(t-1)}, \psi^{(t-1)}, X, W, Y) \)

S1(a) Sample the GPS \( (t) \)

S2 Sample \( \alpha_0^{(t)} \) from \( f(\alpha_0^{(t)}|\gamma^{(t-1)}, \beta_0^{(t)}, \psi^{(t-1)}, X, W, Y) \) and \( \psi^{(t)} \) from \( f(\psi^{(t)}|\beta_0^{(t)}, \alpha_0^{(t)}, \gamma^{(t)}, X, W, Y) \)

S3 Estimate the dose-response function \( \hat{\mu}(\omega)^{(t)} = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{N_k} \sum_{j=1}^{N_k} \frac{1}{N_{kj}} \sum_{i=1}^{N_{kj}} \hat{E}_R[Y_{kji}|W = w, R_{kji}^{\omega}]^{(t)} \)

### 3.3.3 Estimation of the Generalized Propensity Score

The estimated generalized propensity score model is the basis for adjusting for selection bias into different dosages of the treatment. The coefficients for treatment level models are given in Table 3.2 for the three cases that we investigate - the overall effect of residing in the Udayan Ghar system, and the effect by gender.
Table 3.2: Point estimates (posterior means) and 95% credible intervals for all the unit level predictors in the propensity score model.

<table>
<thead>
<tr>
<th>Analysis Type</th>
<th>Variable Name</th>
<th>Point Estimate</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>Height</td>
<td>0.907</td>
<td>0.717</td>
<td>1.098</td>
</tr>
<tr>
<td></td>
<td>Weight</td>
<td>0.438</td>
<td>0.218</td>
<td>0.660</td>
</tr>
<tr>
<td></td>
<td>Age at entry</td>
<td>-7.724</td>
<td>-8.879</td>
<td>-6.594</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>-5.381</td>
<td>-17.881</td>
<td>2.885</td>
</tr>
<tr>
<td></td>
<td>Total traumatic events</td>
<td>1.024</td>
<td>-1.285</td>
<td>3.389</td>
</tr>
<tr>
<td>Male</td>
<td>Height</td>
<td>1.125</td>
<td>0.841</td>
<td>1.417</td>
</tr>
<tr>
<td></td>
<td>Weight</td>
<td>0.187</td>
<td>-0.147</td>
<td>0.520</td>
</tr>
<tr>
<td></td>
<td>Age at entry</td>
<td>-7.913</td>
<td>-10.201</td>
<td>-5.582</td>
</tr>
<tr>
<td></td>
<td>Total traumatic events</td>
<td>1.3363</td>
<td>-2.647</td>
<td>5.622</td>
</tr>
<tr>
<td>Female</td>
<td>Height</td>
<td>0.754</td>
<td>0.517</td>
<td>1.001</td>
</tr>
<tr>
<td></td>
<td>Weight</td>
<td>0.650</td>
<td>0.370</td>
<td>0.928</td>
</tr>
<tr>
<td></td>
<td>Age at entry</td>
<td>-7.569</td>
<td>-8.856</td>
<td>-6.221</td>
</tr>
<tr>
<td></td>
<td>Total traumatic events</td>
<td>0.157</td>
<td>-2.466</td>
<td>2.802</td>
</tr>
</tbody>
</table>

Under our model, we can see that some of the observed features significantly contribute to treatment self-selection. Overall, we see that the taller, and heavier children are expected to be in the system for longer and women are expected to be in the system for shorter periods than men along with those children that enter the system at a later age. In addition, the model suggests that children that have been through more traumatic events are more likely to remain in the system for longer. The gender and traumatic events in the data are not statistically significant predictors. it also warrants mention that both height and weight for men are more impactful as predictors of treatment than for women.

From the discussion presented in 3.3.1 an important characteristic of the estimated generalized propensity scores that needs to be assessed is its balancing property. The balancing property can be leveraged as an empirical assessment of the adequacy of our estimates of the generalized propensity score – this is in the same vein as balance assessments performed for binary treatments. The approach we employ is methodologically derivative of ideas used in [42, 46].

The balancing property of the generalized propensity score is assessed separately for each covariate. We evaluate the explanatory power of the treatment variable on each covariate above and beyond the generalized propensity score. We employ hierarchical regressions

---

Hierarchical regressions are used to ensure that we correctly infer the standard errors of the coefficients which are crucial in the assessment of significance.
of each covariate on the treatment with and without the generalized propensity score and compare the significance of the coefficient of the treatment variable. If the generalized propensity score sufficiently balances the covariate of interest, then conditional on it, the treatment should not have any added explanatory power, and should therefore yield a non-significant coefficient. The results of the balancing, before and after controlling for the generalized propensity score are summarized in Table 3.3 using 95% credible intervals based on the models in section 3.3.2.

Table 3.3: Results of balancing before and after the accounting for the generalized propensity score with 95% credible intervals for the coefficient of the treatment variables for each covariate in the sample.

<table>
<thead>
<tr>
<th>Analysis Type</th>
<th>Height</th>
<th>Weight</th>
<th>Age at entry</th>
<th>Gender</th>
<th>TTE</th>
<th>CGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>lower</td>
<td>0.1819</td>
<td>0.1238</td>
<td>-1.5e-05</td>
<td>-1.7e-04</td>
<td>-1.7e-03</td>
</tr>
<tr>
<td></td>
<td>upper</td>
<td>0.2520</td>
<td>0.1921</td>
<td>1.7e-05</td>
<td>1.7e-05</td>
<td>1.4e-03</td>
</tr>
<tr>
<td>Overall (with GPS)</td>
<td>lower</td>
<td>0.1911</td>
<td>0.1307</td>
<td>-1.8e-05</td>
<td>-1.8e-05</td>
<td>-1.6e-03</td>
</tr>
<tr>
<td></td>
<td>upper</td>
<td>0.2625</td>
<td>0.2013</td>
<td>1.8e-05</td>
<td>1.7e-05</td>
<td>1.7e-05</td>
</tr>
<tr>
<td>Female</td>
<td>lower</td>
<td>0.1646</td>
<td>0.1297</td>
<td>-2.6e-05</td>
<td>-3.4e-03</td>
<td>-2.9e-03</td>
</tr>
<tr>
<td></td>
<td>upper</td>
<td>0.2547</td>
<td>0.2142</td>
<td>2.7e-05</td>
<td>1.3e-03</td>
<td>9.4e-03</td>
</tr>
<tr>
<td>Female (with GPS)</td>
<td>lower</td>
<td>0.1654</td>
<td>0.1295</td>
<td>-3.3e-05</td>
<td>-3.9e-03</td>
<td>-6.0e-03</td>
</tr>
<tr>
<td></td>
<td>upper</td>
<td>0.2545</td>
<td>0.2178</td>
<td>3.1e-05</td>
<td>1.8e-03</td>
<td>5.8e-03</td>
</tr>
<tr>
<td>Male</td>
<td>lower</td>
<td>0.1638</td>
<td>0.0879</td>
<td>-4.5e-05</td>
<td>-4.2e-05</td>
<td>-0.0148</td>
</tr>
<tr>
<td></td>
<td>upper</td>
<td>0.2569</td>
<td>0.1834</td>
<td>4.2e-05</td>
<td>4.2e-05</td>
<td>-0.0041</td>
</tr>
<tr>
<td>Male (with GPS)</td>
<td>lower</td>
<td>0.1548</td>
<td>0.0851</td>
<td>-5.1e-05</td>
<td>-5.1e-05</td>
<td>-0.0165</td>
</tr>
<tr>
<td></td>
<td>upper</td>
<td>0.2665</td>
<td>0.1794</td>
<td>4.6e-05</td>
<td>4.9e-05</td>
<td>-0.0021</td>
</tr>
</tbody>
</table>

The results presented in Table 3.3 summarize that prior to adjustment for the generalized propensity score, the height and weight are unbalanced across the board, while the age at entry into the system, gender (in the overall model), total number of traumatic events and the caregiver ratios are balanced other than for the male children in the sample. Unfortunately, despite controlling for the generalized propensity score, the height and weight remain unbalanced in all three cases while the caregiver ratio remains unbalanced for the male subgroup only.

There are two possible methods that can be used to help correct this lack of balance. First, we considered a more aggressive trimming strategy of the type that has been employed in the related literature [24]. However, this is not a viable option since complete data is already limited. Instead as a hedge against confounding created by ignoring these variables we opted to add the height, weight and the caregiver ratio into the outcome model (3.11)
therefore explicitly controlling for it in the estimation of the average dose-response function.

Along with verifying covariate balance, it is vital that no values of the generalized propensity score are so extreme that observations with comparable values are impossible to find in the sample i.e. assessing the common support or overlap assumption. For observations that are not comparable in terms of their generalized propensity score, the inference will be unreliable as no comparable observations are available to help infer causal comparisons. We restrict the final analysis to those observations for which the common support condition is satisfied i.e. our results focus on a subsample of the observations where the values of the generalized propensity score are within a comparable range of values [19, 29, 48].

To assess the overlap condition, the classic approach comes from analyzing binary treatments using the propensity score. The overlap in the covariate distributions is gauged by looking at the distributions of the estimated propensity score in each treatment group and restricting the analysis to regions where the propensity score is commonly supported. In contrast, extensions to continuous treatments, checking the overlap conditions is not as straightforward, since there are a large (possibly infinite) number of treatment groups and therefore generalized propensity scores to compare. A somewhat simple extension of this idea is presented in [24], and the approach in this dissertation is closely related.

**Figure 3.3:** Density estimates with rugs for estimated generalized propensity score by binned treatment quintiles. Panel (a) The distribution of the generalized propensity score for the entire sample. Panel (b) The distribution of the generalized propensity score for the male children in the sample. Panel (c) The distribution of the generalized propensity for the female children in the sample.
We coarsen the range of the treatment into quintiles. For each of these treatment quintiles that we denote $Q_1, \ldots Q_5$, we consider the ranges of the generalized propensity score that are estimated and trim observations that are not commonly supported. The ranges of the generalized propensity score within each treatment quintile are summarized in Table 3.4 and their estimated distributions are presented in Figure 3.3. In spirit, the approach we have presented here is similar to past work, albeit our approach yields a less aggressive trimming strategy which is necessary given the limited amount of complete data that we are working with.

Table 3.4: Ranges of the generalized propensity score within each of the treatment quintiles. The ranges overall and the ranges by gender are both tabulated here.

<table>
<thead>
<tr>
<th>Analysis Type</th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
<th>$Q_4$</th>
<th>$Q_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>lower</td>
<td>0.214</td>
<td>0.073</td>
<td>0.032</td>
<td>0.217</td>
</tr>
<tr>
<td></td>
<td>upper</td>
<td>0.912</td>
<td>0.917</td>
<td>0.915</td>
<td>0.912</td>
</tr>
<tr>
<td>Male</td>
<td>lower</td>
<td>0.140</td>
<td>0.276</td>
<td>0.276</td>
<td>0.218</td>
</tr>
<tr>
<td></td>
<td>upper</td>
<td>0.902</td>
<td>0.913</td>
<td>0.916</td>
<td>0.912</td>
</tr>
<tr>
<td>Female</td>
<td>lower</td>
<td>0.171</td>
<td>0.114</td>
<td>0.091</td>
<td>0.215</td>
</tr>
<tr>
<td></td>
<td>upper</td>
<td>0.910</td>
<td>0.918</td>
<td>0.917</td>
<td>0.913</td>
</tr>
</tbody>
</table>

It warrants mention here that individuals were not removed from the sample unless they either had missing data (as noted in section 3.2) or had a single measurement of the covariates that was deemed too extreme. In the trimming we have conducted, the latter has not been the case. Our trimming is restricted to observations that are not comparable across all five quintiles simultaneously. The resulting common-support restricted samples are summarized in Table 3.5. The results presented in this dissertation will be based on this smaller, trimmed version of the data.

Table 3.5: Summary of analysis of retained observations after overlap checks by trimming.

<table>
<thead>
<tr>
<th>Analysis Type</th>
<th>Observation Trimming Summary</th>
<th>Individual Trimming Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>482 observations from 499 observations</td>
<td>180 retained from 180 individuals</td>
</tr>
<tr>
<td>Male</td>
<td>176 retained from 190 observations</td>
<td>67 retained from 67 individuals</td>
</tr>
<tr>
<td>Female</td>
<td>278 retained from 309 observations</td>
<td>113 retained from 113 individuals</td>
</tr>
</tbody>
</table>
3.4 Inference on the Dose Response Function

3.4.1 Results

Using the model in the previous section, the dose-response function is estimated at 100 different values of the length of stay in the Udayan Ghar Program i.e. \( \omega \) that correspond to the percentiles of the observed distribution of the treatment variable given in Figure 3.1.

We generate a series of plots in Figure 3.4 that illustrate the dose-response functions that we have estimated for three cases: (1) the overall dose response function (2) for male occupants only and (3) for female occupants only. The results that we have presented are accompanied by 95% credible intervals obtained as a byproduct of the Bayesian specification of the models employed. These are based on 10,000 posterior draws for the value of the average dose-response function at each treatment value. The intervals that we have provided account for uncertainty that arises from all stages of the analysis, including the estimation of the generalized propensity score.

Our results provide important insights into the efficacy of the Udayan Ghar Program. The overall average dose-response function for all the children residing in the Udayan Ghar Program is given in Figure 3.4(a). This dose-response function provides a few features of interest that warrant mention. First, over the window of observed treatments, the Piers-Harris score is expected to increase from \( \approx 45 \) units to \( \approx 51.5 \) units. From Table 3.6, we can see how this growth rate is not linear – there is higher growth in the standardized Piers-Harris score at the highest treatment quantiles (3, 4 and 5) moving from \( \approx 46 \) to \( \approx 48 \) units relative to the first two (1, 2 and 3) quantiles where we are stable at \( \approx 45 \) units. We next decompose this behavior by gender which is a prime question for various stakeholders in the Udayan Ghar Program.

The model implies that males in the sample follow a more more monotone trajectory than the women. They start off at a higher point on the Piers-Harris scale \( \approx 45 \) and finish at a higher level \( \approx 52 \) as illustrated in Figure 3.4(b) relative to the females. Looking at the summary of growth provided in Table 3.6 we can see that the expected increments are
very consistent with time spent in the Udayan Ghar Program. The males are expected to show growth in ego resilience and self concept faster than the females in the sample since we start to see higher Piers-Harris scores. After the first two quantiles, we see a consistent growth of $\approx 1.5$ units on the standard Piers-Harris scale in each treatment quantile.

By comparison, the female children in the sample are expected to have a slower response to the treatment. They experience improvement in the standardized Piers-Harris moving from $\approx 43$ units to $\approx 51$ units over the entire treatment range that we evaluate in this analysis. Like the male children in the sample they do experience consistent increments, albeit these are generally $\approx 1.5$. This is clear from the average dose-response function in Figure 3.4(c). We see that the females experience burn-in, which aligns with past work in global mental health research in self-concept and ego-resilience for women. Considering this at a less fine grained level, in the first three treatment quantiles, the effects of the treatment on the averages of the Piers-Harris values are minor (a growth of approximately $\approx 0.7$ units), while in the final two quantiles, the predicted Piers-Harris values grow more sharply.

We conclude that the Udayan Ghar Program has a net positive impact on the children that reside in their homes. There are differences in this effect that arise by gender in how the children respond to the residential care provided in terms of their ego-resilience and self-concept. However, these results are built upon an assumption of unconfoundedness that needs to be assessed in order to determine the reliability of our findings. The final
Table 3.6: Summary of averaged dose-response by treatment grid bins at average treatments in each quintile of the grid values. This clearly indicates the variation between the male and female children in the sample.

<table>
<thead>
<tr>
<th>Quintile</th>
<th>Average Treatment</th>
<th>Piers-HarrisOverall</th>
<th>Piers-HarrisMale</th>
<th>Piers-HarrisFemale</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14.172</td>
<td>45.280</td>
<td>46.148</td>
<td>43.878</td>
</tr>
<tr>
<td>2</td>
<td>40.344</td>
<td>45.829</td>
<td>47.177</td>
<td>44.559</td>
</tr>
<tr>
<td>3</td>
<td>61.608</td>
<td>46.442</td>
<td>48.419</td>
<td>45.301</td>
</tr>
<tr>
<td>4</td>
<td>88.345</td>
<td>47.445</td>
<td>50.095</td>
<td>46.405</td>
</tr>
<tr>
<td>5</td>
<td>121.392</td>
<td>49.107</td>
<td>51.653</td>
<td>48.053</td>
</tr>
</tbody>
</table>

3.5 Discussion and Future Work

The objective of this dissertation is to determine whether there is some effect on self-concept and ego-resilience as measured by the Piers-Harris score that can be associated with residing in the Udayan Ghar Program. Our analysis concludes that there are positive psychological returns that can be attributed to spending time in the Udayan Ghar Program. Furthermore, we identify heterogeneities associated with the different lengths of stay in the Udayan Ghar Program across the male and female subpopulations. We find that the female children in the sample, compared to male children, experience a burn-in period in terms of their ego-resilience and self-concept as it is impacted by the program. For the male children, the dose-response function tends to be somewhat more linear, tending to show very consistent increments in their outcome of interest. There is however a large degree of overlap in the behavior of the two genders. Our findings are further validated by concrete theory in developmental psychology and global mental health [9] where similar trends have been proposed.

We employed a parametric estimator for the dose-response function based on the generalized propensity score that uses the continuous nature of the treatment. In our model specification, we controlled for features that are measured for each child as they begin their tenure at the Udayan Ghar Program including their age at entry and trauma history as well biological measurements such as height and weight in conjunction with environmental
factors.

These results have two important policy implications. First, the estimated dose-response function indicates that there are clear benefits to children residing in the system for longer. Hence, retention efforts are mostly likely beneficial, particularly if the children are brought on at early ages into the program. Second, given the distinctive behavior of male and female children in the sample, a more targeted effort to ensure that female children are able to integrate better into the program is undoubtedly necessary, in order to minimize their experienced burn-in. Collectively with other on the ground efforts, this analysis can help understand and contribute to how NGO and government support of vulnerable and at risk populations in developing economies can be further supported and improved[9].

Despite the promise of our analysis, there are some important limitations that warrant mention, ordered here in terms of priority. First, we need to note that thus far we are accounting for a single household (i.e. environmental) level variable, the ratio of caregivers to pupils; Accounting for environmental factors outside of this might be a treasure-trove of statistical importance – these might potentially change which observations are considered to be too extreme and are therefore trimmed from the data. We could potentially improve the power of our analysis by incorporating this data especially if it uncovers other sources of treatment effect heterogeneity. Second, we need to attempt more flexible modeling. Parametric models such as the partial means via linear regression are limited in how much they can adapt to the data. At the core of the analysis we are still assuming two linear relationships – the first between the treatment and the pre-treatment covariates and second between the generalized propensity score and the outcome. This is a very strong assumption particularly in the context of the models at the outcome stage. Third, we need to develop more sophisticated flexible priors that can be adapted for observed data to help model unmeasured confounding. Finally, there are other subpopulations of interest to us that we currently do not have sufficient data for such as children that enter the program at various stages of psychological development proxied by age. These are some of the avenues that we aim to explore in future work.
Chapter 4

Sensitivity Analysis for Unmeasured Confounding with Continuous Treatments for Multistage-Clustered Data

4.1 Introduction

The assumption of unconfoundedness or ignorable treatment assignments is the key identifying assumption in causal inference under both binary and continuous treatment regimes. Colloquially speaking, it states that all potential confounders are measured and can therefore be controlled for. This assumption always holds in randomized experiments, but in observational studies, its violations can leave the robustness of the analysis open to criticism. This is an inherently untestable assumption, but rather than abandoning causal inference, we can assess the robustness of causal results to substantive violations by means of a sensitivity analysis as introduced in [73]. Our goal is to build confidence in the findings of observational studies by delineating between studies where the results are relatively robust against potential unmeasured confounders and instances when this is not the case.

Sensitivity analyses are generally approached in two ways: parametrically as exemplified in work by [14, 73] or non-parametrically as in [82, 32, 69]. Both strategies have their own merits and drawbacks, and we begin with a discussion of each of these.

Parametric sensitivity analysis techniques, suffer from concerns regarding their flexibility. By design, they are limited in that they only permit the exploration of sensitivity based on a range of assumptions built into the model that ties the unmeasured confounder to the treatment and the outcome stages of the analysis. This simplification of the relationship, may present an inaccurate depiction of how the unmeasured confounder impacts the two
stages of causal inference. As a result, to a high extent, the sensitivity analysis conducted in this fashion will be subject to concerns of model misspecification. Furthermore, this may lead researchers to be more concerned with violations of ignorability than is warranted.

Non-parametric techniques on the other hand, rely on matching between control and treatment groups followed by non-parametric testing on the matched samples as exemplified in work by [82] to assess the sensitivity to unmeasured confounding. While these approaches avoid the strong assumptions of parametric methods for sensitivity analysis, they have their own limitations [14]. An overarching concept under this umbrella is the creation of matched samples that has the penchant for being an extremely laborious task, particularly in larger datasets with many features measured over many observations. Furthermore [40] assert that non-parametric techniques are sensitive to the choice of test statistic employed. Finally, there is an absence of work on non-parametric techniques for continuous treatment regimes where the matching step is not clearly defined.

Our data as introduced in chapter 3, has three complications that merit the proposal of a new technique. First, our application deals with a continuous treatment variable. Classic methods of sensitivity analysis such as those presented in [73] as well as Bayesian variants [58, 34] study the effects of unmeasured confounding in the context of binary treatments only. Second, our motivating application has multiple stages of clustering due to repeated measurements nested within homes which makes the specification of the model likelihood more complex (see appendix 5). While a basic framework for sensitivity analysis under continuous regimes is presented in [14] it neither utilizes the generalized propensity score, nor does it extend to hierarchical settings such as ours. Third, since the estimand of interest is the dose-response function rather than a single parameter, understanding the impact of violations of unconfoundedness requires a more involved evaluation strategy. Our technique in this chapter aims to address all three concerns.

Our focus in this chapter is on a parametric method that draws on the ideas of Bayesian sensitivity analysis presented in [58, 34, 14] which can be naturally extended to continuous treatment regimes in hierarchical settings. We propose the simulation of the unmeasured
confounder from its conditional distribution and utilize its imputed values in the estimation of the treatment and outcome stages of the model. By using the *conditional* values of the unmeasured confounder, under various sensitivity parameters, we can capture the effects of unmeasured confounding on the shape of the dose-response curve. The impacts of unmeasured confounding can then be assessed first by visual comparison, and second by means of formal testing. For the latter, we propose a two fold strategy that combines Bayesian posterior simulation with formal non-parametric testing as well as ideas from posterior model comparison. This helps determine the impact of unmeasured confounding on the distribution of the causal estimand – the dose response function.

The approach that we present makes four important contributions to the sensitivity analysis literature. First, our focus is in this chapter is on continuous treatments where the estimand of interest the average dose-response curve which has hitherto been absent from the relevant literature. Second, there is very limited work thus far on sensitivity analyses in hierarchical settings, where the unmeasured confounder can manifest at various stages of the data. Third, our method is used in conjunction with the generalized propensity score which is also hierarchically estimated. Finally, we propose a new non-parametric evaluation strategy where the effects of the unmeasured confounding can be assessed by simulation from the posterior distribution of the dose-response function.

The remainder of this chapter is organized as follows: section 4.2 discusses the unconfoundedness assumption for continuous treatments and section 4.3 presents the setup for conducting the sensitivity analysis under our proposed technique. Using a simple simulation study, we demonstrate how simulation from the conditional distribution of the unmeasured confounder can be used to model its impacts on inference in section 4.4. Finally, we present results on the Udayan Care Data from Chapter 3, in section 4.5. Our conclusions and areas that we would like to explore in the future are discussed at length in section 4.6.
4.2 Unconfoundedness for Continuous Treatments

In a myriad of studies aimed at understanding some outcome, the focus is typically on one cause, i.e. the exposure. Along with the variables that measure the outcome and the primary exposure of interest, investigators collect information on other suspected causes or potential confounders to rule them out. We can characterize this relationship as follows, where \( W \) denotes the vector of treatment levels, \( Y \) denotes the vector of outcomes and \( X \) the measured confounders,

\[
W \rightarrow X \rightarrow Y
\]

When analysis is conducted, this common cause i.e. \( X \) can be controlled for, thereby making causal inference possible since \( Y(\omega) \perp W|X \); for all \( \omega \in W \). This eliminates any systematic self-selection into levels of the treatment based on unobservable characteristics. In the language of directed graphs as shown above [62], conditioning on \( X \) indicates that the backdoor path from the exposure to the outcome that went through the common cause is blocked. Since this backdoor path is blocked, the confounding effect has been removed.

However, by its very nature, the process of data collection is extremely challenging since it is never possible to identify and measure all potential confounders, and some of these remain unmeasured, which gives the following alternative characterization,

\[
W \rightarrow X, U \rightarrow Y
\]

where \( U \) denotes an unobserved or unmeasured confounder. Therefore, the assumption rephrased for this setting is that \( Y(\omega) \perp W|X, U \); for all \( \omega \in W \). By design however, while \( X \) can be controlled for in the analysis, \( U \) cannot, which means the backdoor path from exposure to outcome is not completely blocked. Failure to adequately account for \( U \) means that there is self-selection into levels of the treatment meaning that \( Y(\omega) \not\perp \).
\( W | X \); for all \( \omega \in \mathbb{W} \). However, this assumption cannot be directly tested which necessitates sensitivity analysis and the next section details this technique.

### 4.3 Assessing Unconfoundedness

#### 4.3.1 Setup

We propose a likelihood based technique akin to \([50, 14]\), that we supplement with a substantive prior on the unmeasured confounder. This allows us to simulate its values from its full conditional distribution. This idea, termed as, Bayesian sensitivity analysis has been explored in the past in \([58]\). The remainder of the parameters can then be sampled conditional on the simulated values of the unmeasured confounder thereby capturing its influence on the inference we garner for the dose-response function. This concept is closely related to the data augmentation strategies for imputation discussed in \([2]\). Since this method relies on the likelihood, it can easily be generalized to the type of multi-level data that we are dealing with in our application to the Udayan Ghar Program.

This setup relies on specifying a joint distribution of \( Y, W, \) and \( U \) as defined in the previous section. We define and factorize this distribution as follows,

\[
f(Y, W, U | X) = f(Y | W, U, X) f(W | U, X) f(U | X)
\]  

(4.1)

where \( f(Y | W, U, X) \) and \( f(W | U, X) \) denote the likelihood over the two observed quantities \( Y \) and \( W \) incorporating the unmeasured confounding. We can, characterize two types of relationships for the unmeasured and measured confounders with \( U \), first, that \( U \perp X \), meaning we specify \( f(U | X) \) which can be used to meaningfully characterize how the unmeasured confounder may be related to the observed \( X \) and second where \( U \perp X \) for which we specify a marginal distribution \( f(U) \). Under both distributions that act as priors, using the joint likelihood an implied full conditional distribution over the unmeasured confounder can be derived allowing us to simulate its values. Earlier work, such as that of \([73]\) rely on
integration to bridge the observed data likelihood to the full likelihood – we use conditional simulation in its stead. Once the values of the unmeasured confounder have been sampled, the remainder of the parameters can be sampled conditional on it. We will summarize this algorithm in context later.

The simplicity of parametric approaches can be advantageous since the effects of unmeasured confounding are specified by how \( U \) relates to \( Y \) and \( W \) in the likelihood. A choice has to be made in terms of the form in which \( U \) enters the likelihood, and second in terms of sensitivity parameters that are easy to interpret, and easy to calibrate. For our application, the effect of the unmeasured confounder is characterized by two sensitivity parameters: \( \mathcal{L}_W \) which describes how the unmeasured confounder relates to the treatment assignment stage and \( \mathcal{L}_Y \) that analogously describes the relationship of the unmeasured confounder to the outcome stage. We will consider two functional forms of \( U \) for our analysis along with a grid of sensitivity parameters.

The notation we use here is based on the data presented in the previous chapter, which we restate here for completeness. Let the homes in the analysis be indexed \( k = 1, \ldots, K \) with the children in each home being indexed \( j = 1, \ldots, N_k \) and the units of measurement for the \( j^{th} \) child in the \( k^{th} \) home be indexed \( i = 1, \ldots, N_{kj} \). Under this indexing, let \( Y_{kji}(\omega) \) denote the potential outcome of a treatment \( \omega \in \mathcal{W} \) where \( \mathcal{W} \) is an interval corresponding to the continuous treatment. \( Y_{kji}(\omega) \) can also be considered an individual dose-response curve. For each unit, we observe, a vector of pre-treatment covariates, \( X_{kji} \), an observed treatment level \( W_{kji} \) and the observed outcome for the level of the treatment that is actually received, \( Y_{kji} \). The causal estimand of interest is the average dose-response function: \( \mu(\omega) = \mathbb{E}[Y_{kji}(\omega)], \) for any \( \omega > 0 \).

Based on the factorization presented in (4.1) and the sensitivity parameters, the impact of the unmeasured confounder on the treatment stage is specified as,

\[
W_{kji} = \beta_0 + X_{kj} \gamma + g_W(U_{kji}) \mathcal{L}_W + \tau_k + \nu_{kj} + \epsilon_{kji};
\]
\[ \epsilon_{kji} \sim N(0, \sigma^2_\epsilon); \; \nu_{kj} \sim N(0, \sigma^2_\nu); \; \tau_k \sim N(0, \sigma^2_\kappa) \] (4.2)

and impacts the outcome stage of the analysis via,

\[ Y_{kji} = \alpha_0 + W_{kji}\psi_1 + W_{kji}^2\psi_2 + W_{kji}^3\psi_3 + R_{kji}\psi_4 + R_{kji}^2\psi_5 + R_{kji}^3\psi_6 + W \cdot R_{kji}\psi_7 + g_Y(U_{kji})\mathcal{L}_Y + \delta_k + \xi_{kj} + \epsilon_{kji}; \]

\[ \epsilon_{kji} \sim N(0, \sigma^2_\epsilon); \; \xi_{kj} \sim N(0, \sigma^2_\xi); \; \delta_k \sim N(0, \sigma^2_\delta) \] (4.3)

where \( g_Y \) and \( g_W \) are the functional forms of the unmeasured confounder that enter the likelihood under the hierarchical model in the previous chapter. The sensitivity parameters in our specified framework are very clearly interpretable as the conditional associations between the unmeasured confounder and regression function of the two stages of the analysis, i.e. these are regression coefficients measuring how the treatment and control are expected to change for unit changes in \( g_W \) and \( g_Y \). When the two sensitivity parameters (\( \mathcal{L}_W \) in (4.2) and \( \mathcal{L}_Y \) in (4.3) are set to zero, we return to the original models in (3.7) and (3.11) – the case that we will use as a baseline. The sensitivity parameters we use will be selected based on the estimated coefficients for height and weight given in Table 3.2. The priors on the regression parameters are the same as specified in section 3.3.2 in Chapter 3.

We have considered two types of priors to characterize unmeasured confounding. We start first, assuming a single continuous unmeasured confounder at the observation level\(^1\) for which we place a Gaussian distribution on \( U \),

\[ U_{kji} \stackrel{\text{IID}}{\sim} N(0, \sigma^2_U) \] (4.4)

with the functions \( g_W(\cdot) \) and \( g_Y(\cdot) \) assumed to be cubic polynomials,

\[ g_W(U_{kji}) = a_1U_{kji} + a_2(U_{kji})^2 + a_3(U_{kji})^3 \]

\(^1\)We have assumed that this unmeasured confounding is at the measurement level, but our approach can also be used for assessing the impacts of unmeasured confounding at the household or observation level.
\[ g_Y(U_{kji}) = b_1 U_{kji} + b_2 (U_{kji})^2 + b_3 (U_{kji})^3 \]

This form was selected based on subject matter expertise from global health research where growth curves are used to characterize developmental and risk metrics for mental disorders. For instance, in our application of interest, neural development is an important feature that researchers have expressed an interest in understanding with respect to its effects on ego-resilience and self-concept. It is anticipated to demonstrate rapid growth during youth, followed by pruning at later age, followed by degeneration in later years. Another example of similar but negatively related behavior is expected from the development of mental health disorders.

Second, we also study a single binary unmeasured confounder, again at the observation level, for which we place a logistic prior on \( U \),

\[
U_{kji} | X_{kji} \overset{\text{HD}}{\sim} \text{Bern}(\pi_{U_{kji}})
\]

\[
\pi_{U_{kji}} = \logit^{-1}\{h(X_{kji})\}
\]

where \( g_W(U_{kji}) = U_{kji} \cdot X_{kji} \) and \( g_Y(U_{kji}) = C \cdot U_{kji} \cdot W_{kji} \) and \( h(X_{kji}) \) is a linear function. These forms are motivated by a key demographic variable that is currently missing in the data: psychological development subpopulations. Much like gender, these are anticipated to have impacts to the measures of self-concept and ego-resilience in conjunction with the treatment and the biometric data measured. Therefore, we have formulated the prior to be dependent on the developmental features. The impact of the unmeasured confounder at treatment stage is in conjunction with height and weight via an interaction term while its own behavior is determined by height and weight as well. At the outcome stage, the unmeasured confounder interacts with the treatment itself.

Under both of these approaches, the algorithm for simulating the dose-response function accounting for unmeasured confounding can be summarized as follows,
Set initial values: $\beta^{(0)}, \gamma^{(0)}, \alpha^{(0)}, \psi^{(0)}$ and $U^{(0)}$

For $t = 1, \ldots, T$:

S1 Sample $U^{(t)}$ from $f(U|\beta^{(t-1)}, \gamma^{(t-1)}, \alpha^{(t-1)}, \psi^{(t-1)}, X, W, Y)$

S2 Sample $\beta^{(t)}$ from $f(\beta_0|\gamma^{(t-1)}, \alpha^{(t-1)}, \psi^{(t-1)}, X, W, Y, U^{(t)})$ and $\gamma^{(t)}$ from $f(\gamma|\beta^{(t)}, \alpha^{(t-1)}, \psi^{(t-1)}, X, W, Y, U^{(t)})$

S2(a) Sample the GPS($t$)

S3 Sample $\alpha^{(t)}$ from $f(\alpha_0|\gamma^{(t-1)}, \beta^{(t)}, \psi^{(t-1)}, X, W, Y, U^{(t)})$ and $\psi^{(t)}$ from $f(\psi|\beta^{(t)}, \alpha^{(t)}, \gamma^{(t)}, X, W, Y, U^{(t)})$

S4 Estimate the dose-response function $\hat{\mu}(\omega) = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{N_k} \sum_{j=1}^{N_k} \sum_{i=1}^{N_{kj}} \hat{E}[Y_{kji}|W = w, R_{kji}]^{(t)}$

Appendix 6 shows the density of the full conditional distribution (up to a normalizing constant) for both cases represented by equations (4.4) and (4.5) that can be incorporated into the the sampling scheme to be used for inference.

Due to the complexity of assessing sensitivity to unmeasured confounding with continuous treatments we employ three means of evaluation. First, we visually compare how the unmeasured confounding impacts our causal estimand of interest i.e. the dose response curve. Our assessment looks at the baseline where there is no unmeasured confounding and super-imposes this estimated curve with versions where the impacts of unmeasured confounding is varied at the treatment and outcome stages. Second, we augment this visual comparison using KS-testing [30]. We assess the impact to the posterior distributions of the parameters of the outcome model relative to the baseline as the impact of unmeasured confounding varies at the two stages. Finally, we develop a new Bayesian summarization strategy using simulation from the posterior distribution of the dose-response function.

We formalize the KS-testing scheme as follows: Assume that for any of the parameters of the outcome model denoted $\theta_Y = (\alpha_0, \psi_1, \ldots, \psi_7)$, we want to make pairwise comparisons between the posterior distributions of each parameter at the baseline versus at each unmeasured confounding case. Assume that we generally denote $F_{\mathcal{L}(W,Y)}$ to be the posterior distribution of any of these parameters, where the subscript denotes what pair of sensitivity parameters being considered at the treatment and outcome stages respectively and the superscript, the parameter being compared. Therefore we test the following hypothesis,
In the next section, we present a discussion on the evaluation of the dose-response function directly to quantify the effects of violations of unconfoundedness, for which we develop a new technique.

4.3.2 Summarizing Differences in Dose-Response Functions

Recycling the notation from above, assume that we simulate \( \mu(\omega) \), the average dose-response curve discussed in Chapter 3, from its posterior distribution \( H_{\mathcal{L}(W,Y)} \), where the subscript, as before, denotes the pair of sensitivity parameters being considered. We are interested in comparing overlap of the distributions of the dose-response function under various degrees of unmeasured confounding controlled by the sensitivity parameters relative to the baseline case.

Assume that we simulate \( T \) draws from the distribution \( H_{\mathcal{L}(W,Y)} \) that we denote \( \{\mu(\omega)_{\mathcal{L}(W,Y)}\}_{t=1}^{T} \) and analogous draws from the baseline unconfounded distribution \( H_{\mathcal{L}(0,0)} \) that we denote \( \{\mu(\omega)_{\mathcal{L}(0,0)}\}_{t=1}^{T} \). Each draw from the baseline distribution has a natural pairing in the confounded distribution. Therefore, we can define the differences of the draws,

\[
\mu(\omega)^{D}_t = \mu(\omega)^{L}_{\mathcal{L}(W,Y)} - \mu(\omega)^{L}_{\mathcal{L}(0,0)}
\]

and the mean difference as,

\[
\mu(\omega)_D = \frac{1}{T} \sum_{t=1}^{T} \mu(\omega)^D_t
\]

and the radius, \( \mathcal{R} \) as being the distance between the mean difference and the origin,
\[ R = \text{dist}(\mu(\omega)_{D}, 0) \]

The radius \( R \), defined here acts as a threshold for assessing how likely the two dose-response functions are to have come from the same distribution and summarizes their average overlap. We threshold the average difference against the origin since intuitively that is the \textit{ideal} difference if confounded and baseline dose-response functions are on average the same. Using this summary, we can estimate the probability with which the two distributions are different as,

\[ P = \frac{1}{T} \sum_{t=1}^{T} 1(R < \text{dist}(\mu(\omega)_{D}, \mu(\omega)_{D})) \]

In the expression above, we are determining how many simulated differences \( \{\mu(\omega)_{D}\}_{t=1}^{T} \) lie within the ball defined by the distance between the origin and the mean difference of the dose-response functions. If the two distributions are not vastly different from each other, we expect that more of the distances should be outside the ball defined by \( R \). On the other hand, if the two distributions are substantially different from each other, more of the differences should lie within the ball indicating that on average the differences are larger than zero.

In the representation above, we have not specified what type of distance measure to use. In our application, we use the euclidean distance, and therefore, \( R \) is the \( L_2 \) norm of the average difference of the dose-response function. However, this approach can be generalized to other distance measures as well, albeit this distance should be well defined for functions.

Validation for this technique in the form of visual diagnostics is given in 8.

Our proposed technique offers four advantages over past work on sensitivity analysis in causal inference. First, our approach is tailored to assessments of unmeasured confounding for hierarchical dose-response functions using the generalized propensity score. Second, using posterior simulation under the Bayesian paradigm, we assess the effects of unmeasured
confounding at a distributional level in two ways: indirectly via the parameters of the outcome model and directly by using the proposed scheme on the draws of the dose-response function. Therefore our understanding of unmeasured confounding is more holistic than the assessment of point estimates and standard errors alone. Finally, this approach has built in flexibility – by using suitable priors, we assess unmeasured confounding of various types i.e. binary or continuous.

The causal analysis is considered relatively robust to unmeasured confounding if the posterior distributions for the parameters of interest and the estimated dose-response curve are not significantly different from the baseline both visually and via our proposed tests. It is pertinent to mention that sensitivity analyses showing favorable results are not evidence implying that the unconfoundedness assumption is satisfied. However, unfavorable sensitivity analyses can cast considerable doubt on the findings of a causal analysis. It is therefore vital to consider substantive ways in which unmeasured confounding can effect the findings of an analysis and attempt to conduct sensitivity analyses in a fashion that reflects that.

4.4 Simulation Study to Demonstrate Conditional Sampling of the Unmeasured Confounder

The objective of this simulation study, derived from [14], is to help establish the usefulness of conditional simulation in connecting the observed and full data likelihoods. For our method to be a useful representation of the effects of unmeasured confounding, controlling for values of the confounder directly and controlling for its values by imputation via conditional simulation need to yield similar results, particularly when compared against the case where the unmeasured confounder is completely ignored. We will consider the continuous case of unmeasured confounding denoted $U_C$ in the following setup.
**Data Generation Scheme:** We start by simulating the following $p = 5$ covariates as independent standard normal covariates.

$$X_k \sim \text{Normal}(0,1); \ k = 1, \ldots, 5$$

and the unmeasured confounder,

$$U_C \sim \text{Normal}(0,0.5)$$

Next, we simulate the treatments based on the covariates and the unmeasured confounders as follows,

$$\mu_W = 0.25 \sum_{k=1}^{5} X_k + \mathcal{L}_C^W U_C$$

$$W \mid X_k \sim \text{Normal}(\mu_W, 1); \ k = 1, \ldots, 5$$

where the parameter $\mathcal{L}_C^W$ is the sensitivity parameter that control the impact of the unmeasured confounder at the treatment level. Finally we generate the outcomes based on the simulated covariates (via the true generalized propensity score, denoted as $R$) and treatments,

$$R = \frac{1}{\sqrt{2\pi}} \exp \frac{(W - \mu_W)^2}{-2}$$

$$\mu_Y = 10 \cdot W + 0.2 \cdot R + 6 \cdot W \cdot R + \mathcal{L}_C^Y U_C$$

$$Y \mid W, X_k \sim \text{Normal}(\mu_Y, 1)$$

where the parameter $\mathcal{L}_C^Y$ denotes the sensitivity parameter that control the impact of the unmeasured confounders at the outcome level. The use of the generalized propensity score delineates this simulation study from the work presented in [14] since its use is at the core of our application.
Assessment  We aim to apply our proposed method of sensitivity analysis to the estimation of dose-response functions. Therefore, we want to assess the variation in the estimation of the outcome model parameters that determine the shape of the dose-response function, under various values of the sensitivity parameters at the two stages of the data generating process.

We generate outcome model parameter estimates from 1000 simulations of size $n = 250$, with the sensitivity parameters set to $L^Y_C = (0, 1, 2)$ and $L^W_C = (-2, -1, 0, 1, 2)$ for the unmeasured confounder. These estimates are compared using side-by-side box and whisker plots to determine how the result vary when (1) directly controlling for the unmeasured confounder, (2) controlling for the unmeasured confounder using our proposed simulation technique and (3) ignoring the unmeasured confounder. An example of these comparative plots is given in Figure 4.1.
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**Figure 4.1:** Selection of plots for assessment of introduced method using simulated data with $L^Y_C = 1$ and $L^W_C = -2$.

Based on the plots presented in 4.1, we are can understand a few different properties of unmeasured confounding as modeled by conditional simulation. First, in this very controlled setting, we observe that the behavior of the estimated parameters is very similar
between the direct control of the unmeasured confounder, and controlling for it via conditional simulation. Second, when the confounder is ignored in the analysis, the parameter estimates are drastically altered. The conditional values of the unmeasured confounder lead to estimates that are somewhere between the estimates when the confounder is ignored versus direct control. Finally, what we notice is that the effects are most prominent when the parameter that we are interested in gauging the impact on is large. Therefore, we can conclude that the method of conditional simulation is an effective one in bridging the complete and observed data likelihoods. In the next section, we use this as the backbone for assessing the impacts of unmeasured confounding on our motivating dataset.

4.5 Results

4.5.1 Assessing the Impacts of Unmeasured Confounding for the Udayan Ghar Data

The results that we present in this section are based on the data from the Udayan Ghar Program. The assessment is focused on the dose-response curve and the parameters of the outcome stage of the model in equation (3.11), under various values of $L_W$ and $L_Y$ relative to the baseline $L_W = L_Y = 0$. The objective is to determine how the inference we garner is changed in terms of the estimated dose-response curve and the parameters of the outcome model as the impact of unmeasured confounding is varied. As discussed in section 4.3, the two types of functional forms for the unmeasured confounding that we have considered are both representations of how the dose-response function can be impacted by binary and continuous unmeasured confounding.

The values of the sensitivity parameters are set to be $L_W = (-2, -1, -0.5, 0.5, 1, 2)$ and $L_Y = (0.25, 0.5, 1, 2)$. These values were derived from the coefficients of the height and weight in the baseline setting. We evaluate all possible pairings of the sensitivity parameters under the settings defined above for each type of unmeasured confounding that we want to
investigate.

First, we visually inspect the impact of unmeasured confounding on the dose-response function in Figure 4.2 if the continuous unmeasured confounder behaves like the developmental indices common in the motivating literature. Relative to the baseline, there are two important findings that we highlight. First, we see that as the sensitivity parameters are varied at the outcome stage, the dose response curve originates at a lower level and terminates at a lower level as well therefore we observe a shift. However, as the sensitivity parameters are varied at the treatment level, we see minor changes in the slope of the curve at various points relative to the baseline. In general we observe a flattening at the ends, since this is the region where the dose-response function is most likely to be susceptible to concerns of confounding due to limited data.
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**Figure 4.2:** Impacts of unmeasured confounding under the polynomial case. Each panel corresponds from left to right and top to bottom values of \( L_Y = (0.25, 0.5, 1, 2) \).

Next, we consider the impact of unmeasured confounding if the confounder is binary.
Our functional form was chosen to represent a variable that interacts with observed covariates (thereby defining subpopulation like behavior) and the treatments – this was akin to the gender specific heterogeneity identified in Chapter 3. We aimed to mimic the likely fashion in which the developmental group data that the researchers were interested in investigating, could impact the analysis. The corresponding dose-response functions are given in Figure 4.3. In general, we find that the dose-response functions are dampened in this instance with the baseline gains in ego-resilience and self-concept being more optimistic than what is likely if developmental unmeasured confounders exist.
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**Figure 4.3:** Impacts of unmeasured confounding under the binary case. Each panel corresponds from left to right and top to bottom values of $L_Y = (0.25, 0.5, 1, 2)$.

To supplement the visual analysis, the results of the KS-testing for both cases are summarized in Tables 4.1 and 4.2 to help assess nuances not easily noticeable in the visualizations. What we see is that the posterior distributions of the parameters are significantly different from the baseline, albeit there is a clearer impact of the continuous unmeasured confounder relative to the binary case as expected from the two dose-response curves pre-
sented earlier. However, since these parameters are marginalized out, we will use technique we proposed in the last section as a means of considering an alternative summarization scheme that assess variation in the posterior distributions of the dose-response curves directly.

Table 4.1: KS-testing p-values for polynomial unmeasured confounding for the posterior distributions of the parameters of the outcome model relative to the baseline case.

<table>
<thead>
<tr>
<th>( \mathcal{L}_Y )</th>
<th>( \mathcal{L}_W )</th>
<th>( \alpha_0 )</th>
<th>( \psi_1 )</th>
<th>( \psi_2 )</th>
<th>( \psi_3 )</th>
<th>( \psi_4 )</th>
<th>( \psi_5 )</th>
<th>( \psi_6 )</th>
<th>( \psi_7 )</th>
<th>( \psi_8 )</th>
<th>( \psi_9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>0.15</td>
<td>0.06</td>
<td>0.33</td>
<td>0.66</td>
<td>0.38</td>
<td>0.10</td>
<td>1.00</td>
<td>0.45</td>
<td>0.63</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>-1</td>
<td>0.38</td>
<td>0.29</td>
<td>0.57</td>
<td>0.38</td>
<td>0.08</td>
<td>0.03</td>
<td>0.08</td>
<td>0.15</td>
<td>0.08</td>
<td>0.00</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.63</td>
<td>0.02</td>
<td>0.29</td>
<td>0.72</td>
<td>0.72</td>
<td>0.10</td>
<td>0.21</td>
<td>0.38</td>
<td>0.45</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.45</td>
<td>0.88</td>
<td>0.63</td>
<td>0.48</td>
<td>0.25</td>
<td>0.21</td>
<td>0.05</td>
<td>0.88</td>
<td>0.07</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.63</td>
<td>0.23</td>
<td>0.29</td>
<td>0.33</td>
<td>0.40</td>
<td>0.17</td>
<td>0.81</td>
<td>0.78</td>
<td>0.18</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.40</td>
<td>0.38</td>
<td>0.29</td>
<td>0.57</td>
<td>0.43</td>
<td>1.00</td>
<td>0.12</td>
<td>0.04</td>
<td>0.20</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.00</td>
<td>0.21</td>
<td>0.00</td>
<td>0.00</td>
<td>0.97</td>
<td>0.03</td>
<td>0.84</td>
<td>0.75</td>
<td>0.06</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-1</td>
<td>0.00</td>
<td>0.02</td>
<td>0.20</td>
<td>0.15</td>
<td>0.91</td>
<td>0.60</td>
<td>0.29</td>
<td>0.86</td>
<td>0.23</td>
<td>0.00</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.25</td>
<td>0.43</td>
<td>0.07</td>
<td>0.01</td>
<td>0.88</td>
<td>0.10</td>
<td>0.69</td>
<td>0.75</td>
<td>0.23</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.51</td>
<td>0.05</td>
<td>0.45</td>
<td>0.66</td>
<td>0.86</td>
<td>0.94</td>
<td>0.03</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.31</td>
<td>0.05</td>
<td>0.08</td>
<td>0.03</td>
<td>0.94</td>
<td>0.08</td>
<td>0.45</td>
<td>0.40</td>
<td>0.97</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.45</td>
<td>0.33</td>
<td>0.33</td>
<td>0.03</td>
<td>0.33</td>
<td>0.13</td>
<td>0.78</td>
<td>0.75</td>
<td>0.01</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.00</td>
<td>0.54</td>
<td>0.00</td>
<td>0.00</td>
<td>0.11</td>
<td>0.01</td>
<td>0.01</td>
<td>0.08</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>0.88</td>
<td>0.25</td>
<td>0.38</td>
<td>0.63</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.09</td>
<td>0.29</td>
<td>0.00</td>
<td>0.00</td>
<td>0.23</td>
<td>0.20</td>
<td>0.02</td>
<td>0.21</td>
<td>0.45</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.01</td>
<td>0.40</td>
<td>0.00</td>
<td>0.00</td>
<td>0.17</td>
<td>0.05</td>
<td>0.43</td>
<td>0.25</td>
<td>0.01</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.25</td>
<td>0.00</td>
<td>0.00</td>
<td>0.54</td>
<td>0.02</td>
<td>0.05</td>
<td>0.05</td>
<td>0.02</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.13</td>
<td>0.78</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Visualizations of these posterior draws using kernel density estimates [80] are given in given in Appendix [7]. The goal of presenting these is to grant the reader a visual aid as to what drives the variation in the KS-testing results in the cases considered. A recurring feature to notice is that the impact on the dose-response functions is more substantial in both cases considered, when there is a higher degree of unmeasured confounding at the
outcome stage particularly at the levels of the sensitivity parameters that are nearly twice as large as the coefficients estimated for height and weight in Table 3.2.

**Table 4.2**: KS-testing p-values for binary unmeasured confounding for the posterior distributions of the parameters of the outcome model relative to the baseline case.

<table>
<thead>
<tr>
<th>$\mathcal{L}_Y$</th>
<th>$\mathcal{L}_W$</th>
<th>$\alpha_0$</th>
<th>$\psi_1$</th>
<th>$\psi_2$</th>
<th>$\psi_3$</th>
<th>$\psi_4$</th>
<th>$\psi_5$</th>
<th>$\psi_6$</th>
<th>$\psi_7$</th>
<th>$\psi_8$</th>
<th>$\psi_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>-1</td>
<td>0.15</td>
<td>0.65</td>
<td>0.44</td>
<td>0.07</td>
<td>0.85</td>
<td>0.35</td>
<td>0.20</td>
<td>0.41</td>
<td>0.19</td>
<td>0.67</td>
</tr>
<tr>
<td>0.25</td>
<td>-1</td>
<td>0.32</td>
<td>0.78</td>
<td>0.28</td>
<td>0.19</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.89</td>
<td>0.55</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.15</td>
<td>0.38</td>
<td>0.92</td>
<td>0.08</td>
<td>0.38</td>
<td>0.70</td>
<td>0.55</td>
<td>0.03</td>
<td>0.63</td>
<td>0.65</td>
<td>0.49</td>
</tr>
<tr>
<td>0.5</td>
<td>0.38</td>
<td>0.92</td>
<td>0.08</td>
<td>0.38</td>
<td>0.70</td>
<td>0.55</td>
<td>0.03</td>
<td>0.63</td>
<td>0.65</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.01</td>
<td>0.70</td>
<td>0.49</td>
<td>0.92</td>
<td>0.15</td>
<td>0.70</td>
<td>0.44</td>
<td>0.72</td>
<td>0.02</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>0.51</td>
<td>0.70</td>
<td>0.57</td>
<td>0.44</td>
<td>0.65</td>
<td>0.23</td>
<td>0.06</td>
<td>0.00</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.03</td>
<td>0.98</td>
<td>0.08</td>
<td>0.49</td>
<td>0.93</td>
<td>0.39</td>
<td>0.57</td>
<td>0.72</td>
<td>0.00</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-1</td>
<td>0.03</td>
<td>0.21</td>
<td>0.53</td>
<td>0.24</td>
<td>0.78</td>
<td>0.36</td>
<td>0.53</td>
<td>0.76</td>
<td>0.18</td>
<td>0.63</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.63</td>
<td>0.99</td>
<td>0.07</td>
<td>0.20</td>
<td>0.98</td>
<td>0.48</td>
<td>0.99</td>
<td>0.70</td>
<td>0.63</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.15</td>
<td>0.57</td>
<td>0.05</td>
<td>0.01</td>
<td>0.44</td>
<td>0.35</td>
<td>0.91</td>
<td>0.28</td>
<td>0.08</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.28</td>
<td>0.63</td>
<td>0.15</td>
<td>0.06</td>
<td>0.85</td>
<td>0.49</td>
<td>0.81</td>
<td>0.49</td>
<td>0.05</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.27</td>
<td>0.78</td>
<td>0.02</td>
<td>0.03</td>
<td>0.33</td>
<td>0.38</td>
<td>0.24</td>
<td>0.29</td>
<td>0.33</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.27</td>
<td>0.16</td>
<td>0.00</td>
<td>0.04</td>
<td>0.32</td>
<td>0.63</td>
<td>0.88</td>
<td>0.13</td>
<td>0.32</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>0.06</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>0.96</td>
<td>0.70</td>
<td>0.23</td>
<td>0.80</td>
<td>0.03</td>
<td>0.72</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.25</td>
<td>0.48</td>
<td>0.00</td>
<td>0.00</td>
<td>0.12</td>
<td>0.41</td>
<td>0.12</td>
<td>0.89</td>
<td>0.81</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.27</td>
<td>0.28</td>
<td>0.00</td>
<td>0.00</td>
<td>0.67</td>
<td>0.83</td>
<td>0.74</td>
<td>0.63</td>
<td>0.83</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.05</td>
<td>0.04</td>
<td>0.05</td>
<td>0.91</td>
<td>0.44</td>
<td>0.48</td>
<td>0.13</td>
<td>0.01</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>0.25</td>
<td>0.00</td>
<td>0.04</td>
<td>0.63</td>
<td>0.89</td>
<td>0.78</td>
<td>0.78</td>
<td>0.19</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.00</td>
<td>0.12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.17</td>
<td>0.49</td>
<td>0.49</td>
<td>0.41</td>
<td>0.02</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>0.00</td>
<td>0.14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.68</td>
<td>0.30</td>
<td>0.25</td>
<td>0.44</td>
<td>0.01</td>
<td>0.36</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.35</td>
<td>0.19</td>
<td>0.00</td>
<td>0.00</td>
<td>0.97</td>
<td>0.35</td>
<td>0.65</td>
<td>0.86</td>
<td>0.44</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.00</td>
<td>0.70</td>
<td>0.00</td>
<td>0.00</td>
<td>0.22</td>
<td>0.25</td>
<td>0.98</td>
<td>0.70</td>
<td>0.15</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.06</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.57</td>
<td>0.78</td>
<td>0.08</td>
<td>0.44</td>
<td>0.30</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.08</td>
<td>0.14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.38</td>
<td>0.30</td>
<td>0.28</td>
<td>0.12</td>
<td>0.80</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

The last stage in the assessment of unmeasured confounding attempts to determine how the distribution of the actual dose-response function changes as we vary the degree of unmeasured confounding. We provide summarizations of these findings in Tables 4.3 and 4.4 for the polynomial and binary cases respectively.

By design if the draws from the distributions are comparable, the estimated probabilities should be small i.e. closer to zero. In the case of the continuous unmeasured confounder, if the $\mathcal{L}_Y$ is small, then the distributions are not very dissimilar – however as this value becomes larger, the unmeasured confounding starts to have a more substantial
Table 4.3: Analysis of polynomial unmeasured confounding using the proposed summary scheme.

<table>
<thead>
<tr>
<th>$\mathcal{L}_W$</th>
<th>$\mathcal{L}_Y = +0.25$</th>
<th>$\mathcal{L}_Y = +0.50$</th>
<th>$\mathcal{L}_Y = +1.0$</th>
<th>$\mathcal{L}_Y = +2.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-2.0$</td>
<td>0.00</td>
<td>0.07</td>
<td>0.30</td>
<td>0.28</td>
</tr>
<tr>
<td>$-1.0$</td>
<td>0.00</td>
<td>0.06</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>$-0.5$</td>
<td>0.00</td>
<td>0.06</td>
<td>0.28</td>
<td>0.22</td>
</tr>
<tr>
<td>$+0.5$</td>
<td>0.00</td>
<td>0.05</td>
<td>0.24</td>
<td>0.37</td>
</tr>
<tr>
<td>$+1.0$</td>
<td>0.00</td>
<td>0.06</td>
<td>0.30</td>
<td>0.24</td>
</tr>
<tr>
<td>$+2.0$</td>
<td>0.00</td>
<td>0.06</td>
<td>0.28</td>
<td>0.31</td>
</tr>
</tbody>
</table>

effect on the inference even at lower values of $\mathcal{L}_W$. These results align with the results of the visual analysis: when the sensitivity parameters are large, the overlap between the uncertainty intervals of the confounded curves versus the baseline start to show less and less overlap, which indicates that the results are becoming substantially different. However, these probabilities are still relatively low, i.e. even at the highest levels of the sensitivity parameters, the underlying distributions of the two dose-response functions are not likely (less than 50%) to be different.

Table 4.4: Analysis of binary unmeasured confounding using the proposed summary scheme.

<table>
<thead>
<tr>
<th>$\mathcal{L}_W$</th>
<th>$\mathcal{L}_Y = +0.25$</th>
<th>$\mathcal{L}_Y = +0.50$</th>
<th>$\mathcal{L}_Y = +1.0$</th>
<th>$\mathcal{L}_Y = +2.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-2.0$</td>
<td>0.00</td>
<td>0.03</td>
<td>0.20</td>
<td>0.74</td>
</tr>
<tr>
<td>$-1.0$</td>
<td>0.01</td>
<td>0.03</td>
<td>0.21</td>
<td>0.73</td>
</tr>
<tr>
<td>$-0.5$</td>
<td>0.00</td>
<td>0.03</td>
<td>0.21</td>
<td>0.73</td>
</tr>
<tr>
<td>$+0.5$</td>
<td>0.01</td>
<td>0.03</td>
<td>0.22</td>
<td>0.73</td>
</tr>
<tr>
<td>$-1.0$</td>
<td>0.01</td>
<td>0.03</td>
<td>0.22</td>
<td>0.74</td>
</tr>
<tr>
<td>$-2.0$</td>
<td>0.01</td>
<td>0.03</td>
<td>0.23</td>
<td>0.73</td>
</tr>
</tbody>
</table>

In the case of the binary unmeasured confounder, our analysis indicates that our causal results are less robust particularly at higher levels of the outcome sensitivity parameters. However, while the confounded curves appear shifted from the baseline their overall behavior does not change – there is still an expected increase in the predicted Piers-Harris scores. We see these results through our proposed testing strategy as well. Supplementing the visual analysis, at higher levels of $\mathcal{L}_Y$, our summarization indicates that distributions for the curves are likely to be different. Our findings are also supported by the last panel in Table 4.2. The next section provides some closing remarks on future work we are interested
in exploring.

4.6 Discussion and Future Work

The analysis that we have conducted in Chapter 3 relies on the identifying assumption that the treatment assignment is unconfounded. Motivated by the complex hierarchical structure of the data and by the causal estimand of interest, we developed and applied a new sensitivity analysis technique and a new summarization strategy based on posterior simulation to assess the robustness of our findings against violations of this key identifying assumption.

Using visual evidence and the two stages of testing we have a number of insights into the violations of the unconfoundedness assumption in our application. We find that if the unmeasured confounder is continuous, and behaves in a fashion similar to other physical and psychological growth metrics, the dose response curve is susceptible to changes at the extremities where data is limited. If on the other hand, the unmeasured confounder is binary, its effect appears to be more to dampen the effectiveness of the residential care program. We find that in both instances, the overall trajectory of the dose-response function remains largely positive – therefore our conclusion remains that the Udayan Ghar Program does provide positive psychological returns to its residents. Furthermore, the extent of the variation as a result of induced unmeasured confounding leaves the results in the same categorization of the Piers-Harris scale which means that practically, our results are unchanged.

There are however, several areas where this technique will require further development. First, we need to develop more sophisticated flexible distributions that can be adapted for observed data to substantively represent unmeasured confounding. We have only considered two possible cases which are largely motivated by the application. Second, there are other subpopulations of interest to us that we currently do not have sufficient data for, such as children that enter the program at various stages of psychological development proxied
by age – a confounder that we considered as motivation for our sensitivity analysis. Third, under the summarization framework we propose, we considered the analysis under one possible distance measure that we were also able to validate. We are interested in investigating more flexible methods to select the distance measure used for various applications. These are concepts we aim to explore in our future work.
Causal inference using statistical methods is arguably a Bayesian problem, particularly when considered under the potential outcomes framework posited by the Rubin-Neyman Causal Model. Naturally, statistical inference is most useful when our goal is understanding the effects of various policy or treatment interventions i.e. causal effect estimation where the aforementioned model grants both an intuitive definition of causal effects as well as a high degree of model flexibility. Furthermore, given the importance of uncertainty quantification in said problems, working under the Bayesian paradigm is doubly suitable.

While the potential outcomes framework does provide an intuitive formulation of treatment effects, it can mask underlying complications that warrant more sophisticated statistical thinking, particularly in the realm of observational causal inference problems. This dissertation has attempted to tackle three distinct issues that underlie questions in observational causal inference and extend the potential outcomes framework to help address these.

In a slew of causal inference problems, the focus has been the estimation of average treatment effects that ignore covariate level driven idiosyncrasies. However, based on recent developments in the literature, we conclude that heterogeneous treatment effects are more the norm than the exception. In chapter 2, we start by developing a flexible technique for heterogeneous treatment effect estimation that uses Bayesian non-parametric methods. The method we propose uses a two component mixture of Gaussian processes to capture covariate driven treatment effect heterogeneity through the conditional average treatment effect.

Addressing non-binary treatment effects, in Chapter 3, we proposed a methodology for estimating the effects of a continuous treatment in a hierarchical data setting where the
estimand of interest is a dose-response function. This method was motivated by the analysis of data that aimed to assess the effects of a new foster care system—units of observation are measured multiple times, and these are nested within residential cohorts. Our work is distinct from past work since it attempts to take the hierarchical nature of a dose-response curve into account; earlier work has focused on either dose-response function estimation in non-hierarchical settings, or estimating binary treatment effects from multistage clustered data. Our focus is on combining ideas from both.

The final methodological development that we posit in Chapter 4 is the development of a new Bayesian sensitivity analysis technique for assessing how violations of unconfoundedness can impact causal findings under continuous treatment regimes. The technique that we have proposed can be integrated into any MCMC sampling scheme where the unmeasured confounder can be sampled from its full conditional distribution subject to sensitivity parameter settings. Using this framework, we can explore the impacts of unmeasured confounding of various types e.g. binary or continuous. We were able to demonstrate that this technique, subject to model specification considerations, is able to generate draws of the unmeasured confounder that behave much in the same way as directly controlling for the it. We supplemented this with a new means of posterior comparison to summarize the overlap between the confounded and the unconfounded dose-response function distributions providing a novel assessment scheme for unconfoundedness.

However, it is important, in the spirit of ongoing research to recognize the limitations of the work that we have presented in this dissertation. First, in modeling treatment effect heterogeneity, we have showed how we can use the flexibility of Bayesian non-parametric regression to estimate and identify causal estimands that vary with covariate levels. In doing so, we found that prior calibration is of paramount importance and while we developed some heuristic strategies to help reduce prior sensitivity, it does remain a non-negligible concern. As a result, we feel that a concrete mechanism to help calibrate the priors for our proposed model is vital.

A second concern develops with respect to the sensitivity analysis method for uncon-
foundedness that we have proposed. While our method for simulating unmeasured confounders from their conditional distributions performs well in the specified setting, it does place emphasis on a correctly specified model. As a next step, we are interested in exploring unconfoundedness under flexible models. Furthermore, the comparisons that we have presented in this dissertation are not formal Bayesian hypothesis tests. For our findings to be stated as such, we need to reformulate these as such using ideas of Bayes factors. These areas present the concrete directions for future work that we are interested in exploring.
Appendices
.1 Proof of Equivalence

We now show that the transformation presented in section 2.2 in expectation recovers the CATE i.e.

\[ E_Y[Y_i^* \mid X_i = x] = \tau(x). \]

**Proof.** First observe that

\[ Y_i = Y_i(W_i) = W_iY_i(1) + (1 - W_i)Y_i(0). \]

By the definition of the TRV

\[ A = E_Y[Y_i^* \mid X_i = x, D] = E_Y \left[ \frac{W_i - e_i}{e_i(1 - e_i)} Y_i \mid X_i = x, D \right], \]

\[ = \frac{1}{e_i(1 - e_i)} \left( E_Y[Y_iW_i \mid X_i = x, D] - e_i E_Y[Y_i \mid X_i = x, D] \right). \]

Due to the ignorability of the treatment assignment the following holds

\[ A = \frac{1}{1 - e_i} E_Y[Y_i \mid X_i = x, W_i = 1, D] - \frac{1}{1 - e_i} E_Y[Y_i \mid X_i = x, D]. \]

By iterating expectations the following holds:

\[ A = \frac{1}{1 - e_i} E_Y[Y_i \mid W_i = 1, X_i = x, D] - \frac{1}{1 - e_i} E_Y[Y_i \mid W_i = 1, X_i = x, D] - E_Y[Y_i \mid W = 0, X_i = x, D]. \]

Collecting the first two terms provides the desired result

\[ A = E_Y[Y_i \mid W_i = 1, X_i = x, D] - E_Y[Y_i \mid W_i = 0, X_i = x, D]. \]

\[ \square \]

.2 Derivation of Model

The derivation of the model presented in the dissertation begins with the transformation of interest given as follows, with \( Y_i \) denoting the observed response, \( W_i \) the assigned treatment
and $e_i = P(W_i = 1|X_i = x)$

$$Y_i^* = \frac{W_i - e_i}{e_i(1 - e_i)} Y_i$$

In addition, we define the two regression functions for the outcome, one under the treatment and one under the control,

\[(Y_i|W_i = 0) = f_0(X_i) + \epsilon_i(0)\]
\[(Y_i|W_i = 1) = f_1(X_i) + \epsilon_i(1)\]

Using the transformation, and substituting the regression functions under the two cases i.e. when $W_i = 1$ and when $W_i = 0$ and assuming further that $\epsilon(1), \epsilon(0) \iid N(0, \sigma^2)$, we can define with probability $e_i,$

\[(Y_i^*|W_i = 1) = \frac{f_1(X_i) - e_i f_1(X_i) + e_i f_0(X_i)}{e_i} + f_1(X_i) - f_0(X_i) + \frac{\epsilon_i(1)}{e_i}\]
\[= f_1(X_i) - f_0(X_i) + (1 - e_i) \left( \frac{f_1(X_i)}{e_i} + \frac{f_0(X_i)}{1 - e_i} \right) + \frac{\epsilon_i(1)}{e_i}\]
\[= g(X_i) + (1 - e_i) h(X_i) + \frac{\epsilon_i(1)}{e_i}\]

and similarly, with probability $1 - e_i$ that,

\[(Y_i^*|W_i = 0) = \frac{- (1 - e_i) f_1(X_i) + (1 - e_i) f_0(X_i) - f_0(X_i)}{e_i} + f_1(X_i) - f_0(X_i) - \frac{\epsilon_i(0)}{1 - e_i}\]
\[= f_1(X_i) - f_0(X_i) + (-e_i) \left( \frac{f_1(X_i)}{e_i} + \frac{f_0(X_i)}{1 - e_i} \right) - \frac{\epsilon_i(0)}{1 - e_i}\]
\[= g(X_i) + (-e_i) h(X_i) + \frac{\epsilon_i(0)}{e_i - 1}\]

This yields the mixture model model that we have presented in Chapter 2,

$$Y_i^* = g(X_i) + \epsilon_i$$
\[\epsilon_i \sim (\epsilon_i)\text{Normal}(\frac{(1 - e_i) h(X_i)}{e_i}, \sigma^2) + (1 - e_i)\text{Normal}(-e_i h(X_i), \frac{\sigma^2}{(1 - e_i)^2})\]
Table .1: Comparison of conditional average treatment effects by decile of standardized income, along with 95% uncertainty intervals using alternative models.

<table>
<thead>
<tr>
<th>Avg.Income</th>
<th>Decile</th>
<th>tot fit</th>
<th>ct</th>
<th>BART</th>
<th>RF</th>
<th>lwr</th>
<th>tot</th>
<th>upr</th>
<th>tot</th>
<th>lwr</th>
<th>fit</th>
<th>upr</th>
<th>tot</th>
<th>lwr</th>
<th>fit</th>
<th>upr</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.137</td>
<td>0.470</td>
<td>0.234</td>
<td>0.637</td>
<td>0.118</td>
<td>0.420</td>
<td>0.089</td>
<td>0.678</td>
<td>0.087</td>
<td>0.741</td>
<td>0.202</td>
<td>1.103</td>
<td>-1.166</td>
<td>1.394</td>
<td>0.082</td>
<td>0.772</td>
<td></td>
</tr>
<tr>
<td>-0.167</td>
<td>0.470</td>
<td>0.234</td>
<td>0.637</td>
<td>0.118</td>
<td>0.420</td>
<td>0.089</td>
<td>0.678</td>
<td>0.087</td>
<td>0.741</td>
<td>0.202</td>
<td>1.103</td>
<td>-1.166</td>
<td>1.394</td>
<td>0.082</td>
<td>0.772</td>
<td></td>
</tr>
<tr>
<td>-0.119</td>
<td>0.470</td>
<td>0.256</td>
<td>0.669</td>
<td>0.176</td>
<td>0.427</td>
<td>0.097</td>
<td>0.707</td>
<td>0.094</td>
<td>0.776</td>
<td>0.341</td>
<td>1.108</td>
<td>-1.228</td>
<td>1.391</td>
<td>0.083</td>
<td>0.794</td>
<td></td>
</tr>
<tr>
<td>-0.167</td>
<td>0.470</td>
<td>0.234</td>
<td>0.637</td>
<td>0.118</td>
<td>0.420</td>
<td>0.089</td>
<td>0.678</td>
<td>0.087</td>
<td>0.741</td>
<td>0.202</td>
<td>1.103</td>
<td>-1.166</td>
<td>1.394</td>
<td>0.082</td>
<td>0.772</td>
<td></td>
</tr>
<tr>
<td>-0.167</td>
<td>0.470</td>
<td>0.234</td>
<td>0.637</td>
<td>0.118</td>
<td>0.420</td>
<td>0.089</td>
<td>0.678</td>
<td>0.087</td>
<td>0.741</td>
<td>0.202</td>
<td>1.103</td>
<td>-1.166</td>
<td>1.394</td>
<td>0.082</td>
<td>0.772</td>
<td></td>
</tr>
<tr>
<td>-0.167</td>
<td>0.470</td>
<td>0.234</td>
<td>0.637</td>
<td>0.118</td>
<td>0.420</td>
<td>0.089</td>
<td>0.678</td>
<td>0.087</td>
<td>0.741</td>
<td>0.202</td>
<td>1.103</td>
<td>-1.166</td>
<td>1.394</td>
<td>0.082</td>
<td>0.772</td>
<td></td>
</tr>
<tr>
<td>-0.167</td>
<td>0.470</td>
<td>0.234</td>
<td>0.637</td>
<td>0.118</td>
<td>0.420</td>
<td>0.089</td>
<td>0.678</td>
<td>0.087</td>
<td>0.741</td>
<td>0.202</td>
<td>1.103</td>
<td>-1.166</td>
<td>1.394</td>
<td>0.082</td>
<td>0.772</td>
<td></td>
</tr>
<tr>
<td>-0.167</td>
<td>0.470</td>
<td>0.234</td>
<td>0.637</td>
<td>0.118</td>
<td>0.420</td>
<td>0.089</td>
<td>0.678</td>
<td>0.087</td>
<td>0.741</td>
<td>0.202</td>
<td>1.103</td>
<td>-1.166</td>
<td>1.394</td>
<td>0.082</td>
<td>0.772</td>
<td></td>
</tr>
<tr>
<td>-0.167</td>
<td>0.470</td>
<td>0.234</td>
<td>0.637</td>
<td>0.118</td>
<td>0.420</td>
<td>0.089</td>
<td>0.678</td>
<td>0.087</td>
<td>0.741</td>
<td>0.202</td>
<td>1.103</td>
<td>-1.166</td>
<td>1.394</td>
<td>0.082</td>
<td>0.772</td>
<td></td>
</tr>
</tbody>
</table>

.3 Comparison of SHIW Data

This section presents comparative analysis using various methods for the CATE estimation for the SHIW data using the Gaussian process mixture in section 2.4.3. Point estimates of the CATE along with 95% uncertainty intervals for each decile of income, along with the average value of income in that decile are presented in Table 3.

.4 Exploratory Data Analysis

The missingness in each of the covariates is summarized in Table 2. The height, weight and total number of traumatic events contain the most missingness, although the extent of this is a third in the number of traumatic events relative to the other two variables.

Table .2: Percentage of Missingness in the Data from the Total of 180 Observations.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Percentage of Missingness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Piers Harris (Standardized)</td>
<td>&lt;5%</td>
</tr>
<tr>
<td>Homes</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>Age at Entry (Yrs.)</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>Caregiver Ratio</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>Height (Centimeters)</td>
<td>63%</td>
</tr>
<tr>
<td>Weight (Kilograms)</td>
<td>63%</td>
</tr>
<tr>
<td>Total Traumatic Events</td>
<td>22%</td>
</tr>
</tbody>
</table>

The summary statistics of the covariates before and after imputation are given in Table 3 with the mean of 50 iterations of the algorithm used. We can surmise that the imputation leaves the data relatively unchanged.

We examine the post-imputation covariates considered in this analysis for three cases: (1) Jointly for all occupants, (2) for male occupants only and (3) for female occupants only.
Table 3: Comparison of covariate summary measurements before and after imputation using MICE.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Mean (Complete)</th>
<th>SD (Complete)</th>
<th>Mean (Imputed)</th>
<th>SD (Imputed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Piers Harris (Standardized)</td>
<td>47.09</td>
<td>8.86</td>
<td>47.17</td>
<td>8.87</td>
</tr>
<tr>
<td>Treatment (Months)</td>
<td>64.40</td>
<td>38.24</td>
<td>64.40</td>
<td>38.24</td>
</tr>
<tr>
<td>Age at Entry (Yrs.)</td>
<td>7.76</td>
<td>2.82</td>
<td>7.78</td>
<td>2.82</td>
</tr>
<tr>
<td>Gender</td>
<td>0.62</td>
<td>0.49</td>
<td>0.62</td>
<td>0.49</td>
</tr>
<tr>
<td>Caregiver Ratio</td>
<td>5.20</td>
<td>1.48</td>
<td>5.20</td>
<td>1.48</td>
</tr>
<tr>
<td>Height (Centimeters)</td>
<td>150.00</td>
<td>14.38</td>
<td>151.23</td>
<td>12.65</td>
</tr>
<tr>
<td>Weight (Kilograms)</td>
<td>42.66</td>
<td>13.11</td>
<td>42.68</td>
<td>12.49</td>
</tr>
<tr>
<td>Total Traumatic Events</td>
<td>2.91</td>
<td>1.25</td>
<td>2.82</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Figure 1: Exploratory analysis of the age and biometric data measured for each child in the Udayan Ghar Program. Panel (a) Age of entry (in days). Panel (b) Height at entry (in centimeters). Panel (c) Weight at entry (in kilograms).

With respect to the age of entry (Figure 1(a)), we can see that the data ranges from 0 years to 16 years. When we consider the variation in age of entry between male and female children, we can see that there is considerable overlap with the range of values for male children and female children – 2 years to 15 years for males, versus < 1 year to 16 years for females. Note that the male children have a higher mean (7.916 years versus 7.689 years) but a marginally lower standard deviation than the female children (2.738 years versus 2.872 years).

For the height measured (Figure 1(b)), we see the same type of summaries by gender. The female children in the sample tend to be shorter (ranging between 105 cm and 173 cm) relative to their male counterparts (ranging between 97 cm to 180 cm), with a mean of 146 cm for the females and 156 cm for the males. Finally, females have a lower standard deviation than the males (13 cm versus 14 cm). It is worth noting that the distribution is somewhat left skewed – more children in the sample tend to be larger in height than
Figure 2: Exploratory analysis of traumatic events. Panel (a) The distribution of number of traumatic events for the entire sample. Panel (b) Counts of traumatic events for males Panel (c) Counts of traumatic events for females.

shorter. The weight of the children (Figure 1(c)) is where the male and female children tend to be the most similar. On average the males in the sample are heavier than the women (mean of 47 kgs versus 39 kgs), albeit not by a large amount. The range of values that we observe have overlap (11 kgs to 73 kgs for the females versus 11 kgs to 88 kgs for the males) and the standard deviations of the weight are very similar (14 kgs for for males versus 12 for females). Finally, in Figure 2 we summarize the total number of traumatic events experienced by the individual students. The female and male children on average experience approximately 3 traumatic events in their lifetimes, with a standard deviation that is also very similar (1.25 events). However, the distribution of these events for the two genders is somewhat different, with the men in the sample more frequently experiencing a higher number of traumatic events relative to the women. The ranges for men and women are also similar (0 to 5 events for men and 0 to 6 events for women).

The data also includes a single environmental variable – the ratio of the residents in a home to the total number of caregivers present (Figure 3). This variable is meant to summarize the quality of the residence, with a small ratio indicating a higher quality of living. We see that on average the ratio is slightly higher for the female homes (5.31) relative to the male homes (5.01) with similar variation; the standard deviation for the female homes is 1.6 relative to the males homes at 1.2. This higher variation is also reflected in observed ranges (2 to 10 for females) and (3 to 7 for males). Only the difference in heights is statistically significantly different between the men and women in the sample; the women
Figure 3: Exploratory analysis of caregiver ratios. Panel (a) The distribution of the ratio of caregivers to house residents for the entire sample. Panel (b) Ratio for males Panel (c) Ratio for females.

in the sample are significantly shorter.

## 5 Implied Joint Distributions of the Hierarchical Model Specification

We assumed that $W_{kji}$ denotes the $i^{th}$ measurement for the $j^{th}$ observation in the $k^{th}$ home. Here, we will jointly denote this as the vector $W$. Therefore, the joint distribution for $W$ conditional on the model given in section 3.3.2 in (3.7), where $\beta_0$ denotes the intercept, $X$ denotes the design matrix, and $\gamma$ denotes the regression coefficients is given as,

$$ W|\beta, X, \sigma^2, \sigma_v^2, \sigma_{v_{ki}}^2 \sim \text{Normal}_N(\mu_W, \Sigma_W) $$

$$ \mu_W = \beta_0 1 + X\gamma $$ (1)

$$ \Sigma_W = \begin{cases} 
\sigma^2 + \sigma_v^2 + \sigma_{v_{ki}}^2 & \text{Measurement Level} \\
\sigma_v^2 + \sigma_{v_{ki}}^2 & \text{Observation Level} \\
\sigma_{v_{ki}}^2 & \text{Home Level} 
\end{cases} $$

Therefore, the dependencies arising due to the two-stage clustering of the data, are addressed via the block-diagonal matrix $\Sigma_W$. Analogously, at the outcome level, we jointly represent the vector of responses as $Y$ and $R$ the generalized propensity score, with the
same indices over home, observation and measurement level. The joint distribution under
the model in (3.11) with $\alpha_0$ denoting intercept and $\psi_i = \{\psi_i\}_{i=1}^7$ denoting the regression
coefficients is given as,

$$Y|\alpha_0, \psi, W, X, R, \sigma^2_\varepsilon, \sigma^2_\xi, \sigma^2_\delta \sim \text{Normal}(\mu_Y, \Sigma_Y)$$

$$\mu_Y = \alpha_0 + W_1 \psi_1 + W_2 \psi_2 + W_3 \psi_3 + R_4 + R_5 \psi_5 + R_6 \psi_6 + W \cdot R \psi_7 \quad (2)$$

$$\Sigma_W = \begin{cases} 
\sigma^2_\varepsilon + \sigma^2_\xi + \sigma^2_\delta & \text{Measurement Level} \\
\sigma^2_\xi + \sigma^2_\delta & \text{Observation Level} \\
\sigma^2_\delta & \text{Home Level} 
\end{cases}$$

These two joint distributions as given in (1) and (2) are implied by the hierarchical
structures of the two models based on how the random effects have been specified. Appendix
6 uses these to develop a full-conditional distribution for the values of an unmeasured
confounder $U$ that we are interested in studying the impact of.

.6 Sampling the Unmeasured Confounder $U$

The sensitivity analysis framework that we presented in section 4.3, relies on the simulation
of the unmeasured confounder from its full conditional posterior distribution. Based on the
model framework that we have presented for the analysis of our data, we can specify the
following hierarchy,

$$Y|\theta_Y, W, X, U, \mathcal{L}_Y \sim \text{Normal}(\mu_Y, \Sigma_Y)$$

$$W|\theta_W, X, U, \mathcal{L}_W \sim \text{Normal}(\mu_W, \Sigma_W)$$

with two possible prior specifications, based on the type of unmeasured confounding
that we are interested in studying that are given as follows,
\[ U \sim \text{Normal}(0, \sigma_U^2 I) \] \hspace{1cm} (4)

\[ U_{kji} \sim \text{Bernoulli}(\pi_{U_{kji}}) \] \hspace{1cm} (5)

\[ \pi_{U_{kji}} = \logit^{-1}(h(X_{kji})) \]

where \( U \) denotes the vector of unmeasured confounders, and \( Y, W \) and \( X \), are as defined earlier. We use vector notation here again for ease and for consistency with appendix 5. The parameter vectors \( \mu_Y \), and \( \mu_W \) incorporate \( U \), under (4.2) and (4.3) and are defined as,

\[ \mu_Y = \alpha_0 1 + W \psi_1 + W^2 \psi_2 + W^3 \psi_3 + R \psi_4 + R^2 \psi_5 + R^3 \psi_6 + W \cdot R \psi_7 + g_Y(U) \mathcal{L}_Y \]

\[ \mu_W = \beta_0 1 + X \gamma + g_W(U) \mathcal{L}_W \]

and the two covariance matrices \( \Sigma_Y \) and \( \Sigma_W \) along with parameter vector \( \psi \) are defined as in appendix 5.

The unmeasured confounder \( U \), appears in \( \mu_Y \) directly via \( \mathcal{L}_Y \) and indirectly through the generalized propensity score via \( \mathcal{L}_W \) as follows for each entry in the vector \( R \),

\[ R_{kji} = \exp \left\{ \frac{(e_{kji}^{(W)} - L_W g_W(U_{kji}))^2}{-2} \right\} \]

where \( e_{kji}^{(W)} = W_{kji} - \beta_0 - X_{kji} \gamma \) is the partial residual at the treatment stage. The vector of partial residuals is denoted as \( e^{(W)} \). At the outcome stage, we define two matrices to help concisely rephrase the model,

\[ \bar{R} = [R, R^2, R^3] \]

\[ \bar{W} = [W, W^2, W^3] \]
The partial residual at the outcome stage is therefore defined as $e_{kji}^{(Y)} = Y_{kji} - \alpha_0 - [W_{kji}, W_{kji}^2, W_{kji}^3]^T \psi_{1:3}$, and its vector form $\mathbf{e}^{(Y)}$. The two collections of partial residuals are meant to identify the parts of the treatment and outcome models that are not directly tied to the unmeasured confounder $\mathbf{U}$.

In order to derive the full conditional posterior distribution we utilize the notation defined above to first express the joint distribution, first assuming that unmeasured confounding is of the form in (4),

$$f(\mathbf{Y}, \mathbf{W}, \mathbf{U}|\theta_Y, \theta_W, \mathbf{X}) \propto \exp \left\{ \frac{\left( \mathbf{e}^{(Y)} - \mathbf{R} \psi_{4:6} - \psi_T \mathbf{W} \cdot \mathbf{R} - \mathcal{L}_Y \mathbf{g}_Y(\mathbf{U}) \right)^T \Sigma_{Y}^{-1} \left( \mathbf{e}^{(Y)} - \mathbf{R} \psi_{4:6} - \psi_T \mathbf{W} \cdot \mathbf{R} - \mathcal{L}_Y \mathbf{g}_Y(\mathbf{U}) \right)}{-2} \right\} \times \exp \left\{ \frac{\left( \mathbf{e}^{(W)} - \mathcal{L}_W \mathbf{g}_W(\mathbf{U}) \right)^T \Sigma_{W}^{-1} \left( \mathbf{e}^{(W)} - \mathcal{L}_W \mathbf{g}_W(\mathbf{U}) \right)}{-2} \right\} \times \exp \left\{ \frac{\mathbf{U}^T \mathbf{U}}{-2\sigma^2} \right\} \tag{6}\right.$$

We can use (8) to derive the density for the full conditional distribution (up to a normalizing constant) for $\mathbf{U}$, that can be used to sample its values, conditional on the model parameters $\theta_Y$ and $\theta_W$ and the two sensitivity parameters. This yields,

$$f(\mathbf{U}|\theta_Y, \theta_W, \mathbf{X}, \mathbf{Y}, \mathbf{W}) \propto \exp \left\{ \frac{\mathbf{g}_Y(\mathbf{U})^T (\Sigma_{Y}^{-1}) \mathbf{g}_Y(\mathbf{U}) + \mathbf{g}_W(\mathbf{U})^T (\Sigma_{W}^{-1}) \mathbf{g}_W(\mathbf{U}) + \mathbf{U}^T \left( \frac{1}{\sigma^2} \right) \mathbf{U}}{-2} \right\} \frac{\mathcal{L}_Y \Sigma_{Y}^{-1} \mathbf{e}^{(Y)} - \mathcal{L}_Y \Sigma_{Y}^{-1} \mathbf{R} \psi_{4:6} - \mathcal{L}_Y \Sigma_{Y}^{-1} \psi_T \mathbf{W} \cdot \mathbf{R} + \mathbf{g}_W(\mathbf{U})^T \mathcal{L}_W \Sigma_{W}^{-1} \mathbf{e}^{(W)} + \left( \mathbf{R} \psi_{4:6} \right)^T \Sigma_{Y}^{-1} \mathbf{e}^{(Y)} - 2 \left( \mathbf{R} \psi_{4:6} \right)^T \Sigma_{Y}^{-1} \psi_T \mathbf{W} \cdot \mathbf{R} + \left( \psi_T \mathbf{W} \cdot \mathbf{R} \right)^T \Sigma_{Y}^{-1} \mathbf{W} \cdot \mathbf{R} - 2 \psi_T \mathbf{W} \cdot \mathbf{R}^T \Sigma_{Y}^{-1} \mathbf{e}^{(Y)}}{-2} \right\} \tag{7}$$

Similarly, under the unmeasured confounding in (5), the joint distribution is given as,

$$f(\mathbf{Y}, \mathbf{W}, \mathbf{U}|\theta_Y, \theta_W, \mathbf{X}) \propto \exp \left\{ \frac{\left( \mathbf{e}^{(Y)} - \mathbf{R} \psi_{4:6} - \psi_T \mathbf{W} \cdot \mathbf{R} - \mathcal{L}_Y \mathbf{g}_Y(\mathbf{U}) \right)^T \Sigma_{Y}^{-1} \left( \mathbf{e}^{(Y)} - \mathbf{R} \psi_{4:6} - \psi_T \mathbf{W} \cdot \mathbf{R} - \mathcal{L}_Y \mathbf{g}_Y(\mathbf{U}) \right)}{-2} \right\} \times \exp \left\{ \frac{\left( \mathbf{e}^{(W)} - \mathcal{L}_W \mathbf{g}_W(\mathbf{U}) \right)^T \Sigma_{W}^{-1} \left( \mathbf{e}^{(W)} - \mathcal{L}_W \mathbf{g}_W(\mathbf{U}) \right)}{-2} \right\} \times \exp \left\{ \frac{\mathbf{U}^T \mathbf{U}}{-2\sigma^2} \right\} \tag{8}\right.$$

98
\[ \prod_{k=1}^{K} \prod_{j=1}^{N_k} \prod_{i=1}^{N_{kj}} \logit^{-1}(h(X_{kji}))^{U_{kji}} \cdot (1 - \logit^{-1}(h(X_{kji})))^{(1-U_{kji})} \]

which implies a similar density of the full conditional distribution (again, up to a normalizing constant) as (7),

\[ f(U|\theta_Y, \theta_W, X, Y, W) \propto \exp \left\{ g_Y(U)^T (\mathcal{L}_Y^2 \Sigma_Y^{-1}) g_Y(U) + g_W(U)^T (\mathcal{L}_W^2 \Sigma_W^{-1}) g_W(U) \right\} \]

\[ -2(g_Y(U)^T (\mathcal{L}_Y \Sigma_Y^{-1} e(Y) - \mathcal{L}_Y \Sigma_Y^{-1} R \psi_4, 6 - \mathcal{L}_Y \Sigma_Y^{-1} \psi_7 W \cdot R) + g_W(U)^T \mathcal{L}_W \Sigma_W^{-1} e(W)) + \]

\[ \psi_7^2 (W \cdot R)^T \Sigma_Y^{-1} (W \cdot R) - 2 \psi_7 (W \cdot R)^T \Sigma_Y^{-1} e(Y) \}

\[ \times \prod_{k=1}^{K} \prod_{j=1}^{N_k} \prod_{i=1}^{N_{kj}} \logit^{-1}(h(X_{kji}))^{U_{kji}} \cdot (1 - \logit^{-1}(h(X_{kji})))^{(1-U_{kji})} \]

The unnormalized density of the full conditional distributions, given in (7) and (9), can be incorporated as an additional sampling step within the overall MCMC algorithm. This can help the researcher assess the impact of unmeasured confounding on the results of an analysis by bridging the observed and full data likelihoods. However, sampling values of the unmeasured confounder cannot be handled using Gibbs steps since the two full conditional distributions are not of standard forms. Hence, we need to use a Metropolis-Hastings step within the overall MCMC sampler to generate these values [16]. The priors that we use for the unmeasured confounder can be used as the proposal distributions. In the case of the Gaussian prior, if we had directly controlled for the covariates rather than the generalized propensity score at the outcome stage, we could leverage conjugacy and directly use Gibbs steps, as in [14].

The analyst has to make two key choices here: the forms used for \( g(U) \) and the sensitivity parameters selected (\( \mathcal{L}_Y \) and \( \mathcal{L}_W \)). These choices are both crucial since they represent how unmeasured confounding factors into the treatment and outcome stages. These must be thoughtfully selected to fully understand the robustness of the analysis to unmeasured confounding in substantive ways. We propose using a flexible form for \( g(U) \) e.g. as a cubic polynomial function in the case of continuous unmeasured confounding and
setting the sensitivity parameters as a grid around a range of values based on the average values of the other coefficients in the model. For instance, in our motivating application, we expected that the response variable would exhibit a slow burn-in during childhood, followed by rapid growth and then a slowdown in adult years as a function of various developmental growth metrics. As a consequence, a cubic polynomial function was a natural choice.

.7 Figures for Sensitivity Analysis

Figure .4: Kernel density estimation of coefficients of the treatment stage model under the polynomial unmeasured confounder with $L_Y = 0.25$ (a) Intercept (b) Linear treatment term (c) Quadratic treatment term (d) Cubic treatment term (e) Linear GPS term (f) Quadratic GPS term (g) Cubic GPS term (h) Interaction Term (i) Height Term (j) Weight Term.

.8 Summarization Diagnostics

In the application of our summarization strategy, we proposed the use of the $L_2$ norm as the distance measure for our analysis. However, depending on the differences for the dose-response function drawn in general, it may be that this is an inappropriate choice. Therefore, as a means of validation, we want to assess what the shape of our differences is.
In Figure 5 we present visual diagnostics for \( \mathcal{L}_Y = 2 \) and \( \mathcal{L}_W = 2 \), under the binary and continuous unmeasured confounding that we considered. The top panels ((a) and (b)) show the distribution of the distances relative to the radius, \( \mathcal{R} \), while the bottom panels ((c) and (d)) show the projection onto the principal components to make the shape of the simulated differences easy to visualize.

First, using the plots in figure 5(a) and (b), we can see the differences in the extreme case between the binary and continuous cases of unmeasured confounding. Relative to the continuous case, considerably more points are concentrated within the ball, indicating that there is more impact of unmeasured confounding in the latter. Second, in both the projections presented in figure 5(c) and (d), we can assess the shape of the distances, and determine whether the shape generated by the \( L_2 \) norm is appropriate for the application. As we can see, the points are approximately distributed in a ball-like pattern, which validates our use of the \( L_2 \) norm in our application.
Figure .6: Kernel density estimation of coefficients of the treatment stage model under the polynomial unmeasured confounder with $L_Y = 1$ (a) Intercept (b) Linear treatment term (c) Quadratic treatment term (d) Cubic treatment term (e) Linear GPS term (f) Quadratic GPS term (g) Cubic GPS term (h) Interaction Term (i) Height Term (j) Weight Term.

Figure .7: Kernel density estimation of coefficients of the treatment stage model under the polynomial unmeasured confounder with $L_Y = 2$ (a) Intercept (b) Linear treatment term (c) Quadratic treatment term (d) Cubic treatment term (e) Linear GPS term (f) Quadratic GPS term (g) Cubic GPS term (h) Interaction Term (i) Height Term (j) Weight Term.
Figure 8: Kernel density estimation of coefficients of the treatment stage model under the binary unmeasured confounder with \( \mathcal{L}_Y = 0.25 \) (a) Intercept (b) Linear treatment term (c) Quadratic treatment term (d) Cubic treatment term (e) Linear GPS term (f) Quadratic GPS term (g) Cubic GPS term (h) Interaction Term (i) Height Term (j) Weight Term.

Figure 9: Kernel density estimation of coefficients of the treatment stage model under the binary unmeasured confounder with \( \mathcal{L}_Y = 0.5 \) (a) Intercept (b) Linear treatment term (c) Quadratic treatment term (d) Cubic treatment term (e) Linear GPS term (f) Quadratic GPS term (g) Cubic GPS term (h) Interaction Term (i) Height Term (j) Weight Term.
Figure .10: Kernel density estimation of coefficients of the treatment stage model under the binary unmeasured confounder with $L_Y = 1$ (a) Intercept (b) Linear treatment term (c) Quadratic treatment term (d) Cubic treatment term (e) Linear GPS term (f) Quadratic GPS term (g) Cubic GPS term (h) Interaction Term (i) Height Term (j) Weight Term.

Figure .11: Kernel density estimation of coefficients of the treatment stage model under the binary unmeasured confounder with $L_Y = 2$ (a) Intercept (b) Linear treatment term (c) Quadratic treatment term (d) Cubic treatment term (e) Linear GPS term (f) Quadratic GPS term (g) Cubic GPS term (h) Interaction Term (i) Height Term (j) Weight Term.
Figure .12: Computing probabilistic differences using simulation (a) relative distances versus the radius in the polynomial case (b) relative distances versus the radius in the binary case (c) projection of sampled onto the principal components in the polynomial case (d) projection of sampled differences onto the principal components in the binomial case.
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