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Abstract

Deep latent-variable models have been widely adopted to model various types of data, due to its ability to: 1) infer rich high-level information from the input data (especially in a low-resource setting); 2) result in a generative network that can synthesize samples unseen during training. In this dissertation, I will present the contributions I have made to leverage the general framework of latent-variable model to various natural language processing problems, which is especially challenging given the discrete nature of text sequences. Specifically, the dissertation is divided into two parts.

In the first part, I will present two of my recent explorations on leveraging deep latent-variable models for natural language understanding. The goal here is to learn meaningful text representations that can be helpful for tasks such as sentence classification, natural language inference, question answering, etc. Firstly, I will propose a variational autoencoder based on textual data to digest unlabeled information. To alleviate the observed posterior collapse issue, a specially-designed deconvolutional decoder is employed as the generative network. The resulting sentence embeddings greatly boost the downstream tasks performances. Then I will present a model to learn compressed/binary sentence embeddings, which is storage-efficient and applicable to on-device applications.

As to the second part, I will introduce a multi-level Variational Autoencoder (VAE) to model long-form text sequences (with as many as 60 words). A multi-level generative network is leveraged to capture the word-level, sentence-level coherence, respectively. Moreover, with a hierarchical design of the latent space, long-form and coherent texts can be more reliably produced (relative to baseline text VAE models). Semantically-rich latent representations are also obtained in such an unsupervised manner. Human evaluation further demonstrates the superiority of the proposed method.
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Chapter 1

Introduction

Natural language processing is a core to many AI systems, such as machine translation, virtual assistant, document understanding platform, etc. With deep learning becoming the current dominant paradigm for natural language processing, this field has attracted much attention in recent years. Some major successes include machine translation, language modeling, natural language inference, question answering, etc, where models based on deep neural networks have consistently demonstrated state-of-the-art empirical results.

1.1 Latent-variable models for text processing

Sequence-to-sequence models [SVL14] are the most common strategy for obtaining robust sentence representations, as these are capable of leveraging information from unlabeled data. These models first encode the input sentence \( x \) (composed of \( T \) words, \( w_{1:T} \)) into a fixed-length vector \( z = g(x) \), and then reconstruct/generate the output sequence from \( z \). Specifically, in the autoencoder setup, the output of the decoder is the reconstruction of the input sentence \( x \), denoted \( \hat{x} \) with words \( \hat{w}_{1:T} \),

\[
p(\hat{x}|x) = p(\hat{w}_{1:T}|w_{1:N})
\]

\[
= p(\hat{w}_1|z = g(x)) \prod_{t=2}^{T} p(\hat{w}_t|z = g(x), \hat{w}_{1:t-1}) ,
\]

where \( g(\cdot) \) is a deterministic, generally nonlinear transformation of \( x \). The deterministic \( g(x) \) may result in poor model generalization, especially when only a limited number of labeled data are available for training. Below we consider a probabilistic representation for \( z \), i.e., \( p(z|x) \).
Recently [MYB16a] introduced a Neural Variational Inference (NVI) framework for text modeling, in which they infer a stochastic latent variable \( z \sim q(z|x) \) to model the input text, constructing an inference network to approximate the true posterior distribution \( p(z|x) \). This strategy endows latent variable \( z \) with a better ability to generalize [MYB16a]. Conditioning on the latent code \( z \), a decoder network \( p(x|z) \) maps \( z \) back to reconstruct the original sequence, \( x \). Given a set of observed sentences (training set), the parameters of this model are learned by maximizing the marginal \( p(x) \). Since this is intractable in most cases, a variational lower bound is typically employed as the objective to be maximized [KW13]:

\[
L_{vae} = \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x|z)] - D_{KL}(q_\phi(z|x)\|p(z))
\]

\[
= E_{q_\phi(z|x)}[\log p_\theta(x|z) + \log p(z) - \log q_\phi(z|x)]
\]

\[
\leq \log \int p_\theta(x|z)p(z)dz = \log p_\theta(x) ,
\]  

(1.2)

where \( \theta \) and \( \phi \) denote decoder and encoder parameters, respectively. The lower bound \( L_{vae}(\theta, \phi; x) \) is maximized w.r.t. both encoder and decoder parameters. Intuitively, the model aims to minimize the reconstruction error as well as to regularize the posterior distribution \( q_\phi(z|x) \) as to not diverge too much from the prior \( p(z) \). This neural variational inference framework has achieved significant success on other types of data, such as images [GDG+15, PGH+16a].

1.2 Challenges with the NVI framework for text

Extracting sentence features for text with the above NVI framework has been shown to be difficult [BVV+16a, YHSBK17a]. For an unsupervised latent-variable model, which is often referred to as a variational autoencoder [KW13], the parameters are optimized by minimizing the reconstruction error of sentences, as well as regularizing the posterior distribution \( q_\phi(z|x) \) to be close to the prior \( p(z) \), as in (4.1) via \( D_{KL}(q_\phi(z|x)\|p(z)) \). There-
therefore, we can think of the variational autoencoder as a regularized version of a standard
(deterministic) autoencoder (sequence-to-sequence model), due to the additional penalty
term coming from KL divergence loss.

Although the KL divergence in (4.1) term plays a key role in training latent-variable
models with the NVI framework, it has been reported that, when applied to text data (sen-
tences), the KL loss tends to be insignificantly small during training [BVV+16a]. As a
result, the encoder matches the Gaussian prior regardless of the input, and the decoder
doesn’t take advantage of information from the latent variable $z$. Moreover, it has been
reported that poor results in this setting may be attributed to the autoregressive nature of
the LSTM decoder [CKS+16, BVV+16a]. While decoding, the LSTM imposes strong
conditional dependencies between consecutive words, thus, from (1.1), the information
from $z$ becomes less impactful during learning. Motivated by these issues, [YHSBK17a]
employed dilated CNNs, instead of the LSTM, as a sentence decoder for a latent-variable

Figure 1.1: (a) Diagram of deconvolutional sequence decoder, comparing with (b) LSTM
sequence decoder.
model. In [YHSBK17a] the latent variable $z$ is able to encode more semantic information, because of the smaller contextual capacity of the dilated CNN decoder. However, optimization challenges remain, because ground-truth words are employed while training, as the dilated CNN is an autoregressive decoder. Consequently, the inferred latent codes cannot be considered as global features of a sentence, since they do not necessarily encode all the information needed to reconstruct an entire sequence.

### 1.3 VAE for text generation

VAEs trained under the neural variational inference (NVI) framework, has been widely used for generating text sequences: [BVV+16b, YHSBK17b, SSB17b, MYB16a, SSL+17a, MGB17a, ZZE17, SSL+17e, GHOL18, KWM+18, YZHN18, KRV+18, BMVP18, CTLG18, DKC+18, SB18].

By encouraging the latent feature space to match a prior distribution within an encoder-decoder architecture, the learned latent variable could potentially encode high-level semantic features and serve as a global representation during the decoding process [BVV+16b]. The generated results are also endowed with better diversity due to the sampling procedure of the latent codes [ZZE17]. Generative Adversarial Networks (GANs) [YZWY17, HYL+17, ZGF+17a, FGD18, CDT+18], is another type of generative models that are commonly used for text generation. However, existing works have mostly focused on generating one sentence (or multiple sentences with at most twenty words in total). The task of generating relatively longer units of text has been less explored.

### 1.4 VAE for learning discrete representations

Models with discrete random variables have attracted much attention in the deep learning community [JGP16, MMT16, vdOV+17, LSHT17, SN17]. Some of these structures are
more natural choices for language or speech data, which are inherently discrete. More specifically, [vdOV+17] combined VAEs with vector quantization to learn discrete latent representation, and demonstrated the utility of these learned representations on images, videos, and speech data. [LSHT17] leveraged both pairwise label and classification information to learn discrete hash codes, which exhibit state-of-the-art performance on image retrieval tasks.

For natural language processing (NLP), although significant research has been made to learn continuous deep representations for words or documents [MSC+13, KZS+15b, SWW+18], discrete neural representations have been mainly explored in learning word embeddings [SN17]. In these recent works, words are represented as a vector of discrete numbers, which are very efficient storage-wise, while showing comparable performance on several NLP tasks, relative to continuous word embeddings. However, discrete representations that are learned in an end-to-end manner at the sentence or document level have been rarely explored. Also there is a lack of strict evaluation regarding their ness. Our work focuses on learning discrete (binary) representations for text documents. Further, we employ semantic hashing (fast similarity search) as a mechanism to evaluate the quality of learned binary latent codes.

Inspired by these observations, this dissertation makes several contributions to the aforementioned issues. Specifically, Section 2 focuses on how to design a latent-variable model for semi-supervised learning, where unlabeled needs to be effectively exploited with limited number of labeled samples. Natural language inference and paraphrase identification has been chosen to evaluate the proposed methods. Section 3 proposes to learn binarized sentence embeddings with deep latent-variable models. This type of representations is storage-efficient, and thus can be employed for on-device NLP applications. It is demonstrated experimentally that our model make effective use of unlabeled data, and greatly improve over strong baseline models. In Section 4, we introduce a multi-level
variational autoencoder for long-form text generation. The model not only contains a hierarchical decoder (where both word-level and sentence-level coherence can be captured), but also assume a hierarchical latent space, and thus endow the learned representations with more flexibility. Finally, in Section 5, I show that the idea of learning binarized sentence representations can be extended to a more general scenario, where a pre-trained sentence encoder can be utilized for a wide variety of downstream NLP tasks.
Chapter 2

Deconvolutional Latent-Variable Model for Text Sequence Matching

In this chapter, I will introduce a latent-variable model for text matching, inferring sentence representations by jointly optimizing generative and discriminative objectives. To alleviate typical optimization challenges in latent-variable models for text, we employ deconvolutional networks as the sequence decoder (generator), providing learned latent codes with more semantic information and better generalization. Our model, trained in an unsupervised manner, yields stronger empirical predictive performance than a decoder based on Long Short-Term Memory (LSTM), with less parameters and considerably faster training. Further, we apply it to text sequence-matching problems. The proposed model significantly outperforms several strong sentence-encoding baselines, especially in the semi-supervised setting.

2.1 Introduction

The ability to infer the degree of match between two text sequences, and determine their semantic relationship, is of central importance in natural language understanding and reasoning [BGWB14]. With recent advances in deep neural networks, considerable research has focused on developing end-to-end deep learning models for text sequence matching [HLLC14a, WJ16, RGH15+, WHF17, SMLC17a]. State-of-the-art models typically first encode the text sequences into hidden units via a Long Short term Memory (LSTM) model or a Convolutional Neural Network (CNN), and techniques like attention mechanisms [RGH15+] or memory networks [HBCW15] are subsequently applied for the final sequence matching, usually addressed as a classification problem. However, the word-by-
word matching nature of these models typically gives rise to high computational complexity, either $O(T^2)$ [WJ16] or $O(T)$ [RGH+15], where $T$ is the sentence length. Therefore, these approaches are computationally expensive and difficult to scale to large datasets or long text sequences.

Another class of models for matching natural language sentences is based on sentence encoding methods, where each sentence is mapped to a vector (embedding), and two such vectors are used for predictions of relationships between the corresponding two sentences [BGR+16, MML+15]. In this case the matching complexity is independent of sentence length. However, it has been found that is hard to encode the semantic information of an entire sequence into a single vector [BAPM15b].

For these models, it is important to learn an informative sentence representation with two properties: (i) it preserves its fundamental details, e.g., $n$-gram fragments within the sequence of text; (ii) the learned representation should contain discriminative information regarding its relationship with the target sequence. So motivated, we propose to infer the embedding for each sentence with deep generative models, due to their ability to make effective use of unlabeled data and learn abstract features from complex data [KMRW14a, YHSBK17a, PGH+16a, WPV+18]. Moreover, the objective of a generative model addresses generation/reconstruction, and thus learns latent codes that naturally preserve essential information of a sequence, making them particularly well suited to sentence matching.

Recent advances in neural variational inference have manifested deep latent-variable models for text [MYB16a]. The general idea is to map the sentence into a continuous latent variable, or code, via an inference network (encoder), and then use the generative network (decoder) to reconstruct the input sentence conditioned on samples from the latent code (via its posterior distribution). As a first attempt, [BVV+16a] proposed a Variational Auto-Encoder (VAE)-based generative model for text, with LSTM networks [HS97] as the
sequence decoder. However, due to the recurrent nature of the LSTM decoder, the model tends to largely ignore information from the latent variable; the learned sentence embedding contains little information from the input, even with several training modifications [BVV+16a]. To mitigate this issue, [YHSBK17a] proposed to use a dilated CNN, rather than an LSTM, as a decoder in their latent-variable model. Since this decoder is less dependent on the contextual information from previous words, the latent-variable representation tends to encode more information from the input sequence.

Unfortunately, regardless of whether LSTMs or dilated CNNs are used as the generative network, ground-truth words need to be fed into the decoder during training, which has two potential issues: (i) given the powerful recursive and autoregressive nature of these decoders, the latent-variable model tends to ignore the latent vector altogether, thus reducing to a pure language model (without external inputs) i.e., latent representations are not effective during training [BVV+16a; CKS+16]; (ii) the learned latent vector does not necessarily encode all the information needed to reconstruct the entire sequence, since additional guidance is provided while generating every word, i.e., exposure bias [RCAZ15].

We propose deconvolutional networks as the sequence decoder in a latent-variable model, for matching natural language sentences. Without any recurrent structure in the decoder, the typical optimization issues associated with training latent-variable models for text are mitigated. Further, global sentence representations can be effectively learned, since no ground-truth words are made available to the decoder during training.

In the experiments, we first evaluate our deconvolution-based model in an unsupervised manner, and examine whether the learned embedding can automatically distinguish different writing styles. We demonstrate that the latent codes from our model are more informative than LSTM-based models, while achieving higher classification accuracy. We then apply our latent-variable model to text-sequence matching tasks, where predictions are made only based on samples from the latent variables. Consequently, without any prior
knowledge on language structure, such as that used in traditional text analysis approaches (e.g., via a parse tree), our deconvolutional latent-variable model outperforms several competitive baselines, especially in the semi-supervised setting.

Our main contributions are as follows:

i) We propose a neural variational inference framework for matching natural language sentences, which effectively leverages unlabeled data and achieves promising results with little supervision.

ii) We employ deconvolutional networks as the sequence decoder, alleviating the optimization difficulties of training latent-variable models for text, resulting in more informative latent sentence representations.

iii) The proposed deconvolutional latent-variable model is highly parallelizable, with less parameters and much faster training than LSTM-based alternatives.

2.2 Background

2.2.1 Matching natural language sentences

Assume we have two sentences for which we wish to compute the degree of match. For notational simplicity, we describe our model in the context of Recognizing Textual Entailment (RTE) [RGH+15], thus we denote the two sequences as $P$ for premise and $H$ for hypothesis, where each sentence pair can be represented as $(p_i, h_i)$, for $i = 1, 2, 3..., N$, where $N$ is the total number of pairs. The goal of sequence matching is to predict judgement $y_i$ for the corresponding sentence pair, by modeling the conditional distribution $p(y_i|p_i, h_i)$, where $y_i \in \{\text{entailment, contradiction, neutral}\}$. \textit{Entailment} indicates that $p_i$ and $h_i$ can be inferred from each other, \textit{contradiction} suggests they have opposite semantic meanings, while \textit{neutral} means $p_i$ and $h_i$ are irrelevant to each other. This framework can be generalized to other natural language processing applications, such as paraphrase identification,
where \( y_i = 1 \) if \( p_i \) is a paraphrase of \( h_i \), and \( y_i = 0 \) otherwise. In this regard, text sequence matching can be viewed as either a binary or multi-class classification problem \([YHBP14]\).

Although word/phrase-level attention \([RGH+15]\) or matching strategies \([WJ16]\) are often applied to text sequence-matching problems, we only consider sentence encoding-based models, because of their promising low complexity. Specifically, our model is based on the siamese architecture \([BGL+94]\), which consists of a twin network that processes natural language sentence pairs independently (the parameters of the twin network are tied); there is no interaction before both sentence representations are inferred. A classification layer is built on top of the two latent representations, for final prediction (matching).

The shared encoder network can be designed as any form of nonlinear transformation, including Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs) or Multi-Layer Perceptrons (MLPs). However, to effectively match natural language sentences with the siamese architecture, the key is to learn informative sentence representations through the encoder network. To this end, below we describe use of CNNs in the context of a latent-variable model.

### 2.3 Model

#### 2.3.1 Deconvolutional sequence decoder

Deconvolutional networks, also known as transposed convolutional layers, are typically used in deep learning models to up-sample fixed-length latent representations or high-level feature maps \([ZKTF10]\). Although widely adopted in image generative models, deconvolutional networks have been rarely applied to generative models for text. To understand the form of the decoder needed for text, we first consider the associated convolutional encoder (\([Kim14]\, [ZSW+17]\)). The text is represented as a matrix, with “width” dictated by the sentence length and “height” dictated by the dimensionality of the word embeddings. With \( K_1 \) convolutional filters at layer 1 of the model, after one-dimensional (1D) convolution be-
tween the 2D filters and 2D sentence embedding matrix (convolution in the direction of the word index, or “time”), $K_1$ 1D signals are manifested. Using these $K_1$ 1D feature maps, a similar process repeats to substantiate subsequent layers in the deep model. Hence, at layer $l$ of the model, there are $K_l$ 1D signals manifested from $K_l$ 1D convolutions between $K_l$ 2D filters and the 2D feature-map from layer $l - 1$.

The encoder discussed above starts at the “bottom” with the sentence-embedding matrix, and works upward to the latent code $z$. The decoder works downward, starting at $z$ and arriving at the sentence-embedding matrix. Specifically, the decoder network takes as input $z \in \mathbb{R}^M$ sampled from the inference (encoder) network $q_\phi(z|x)$. For an $L$-layer decoder model, the feature maps at layer $L$ (just beneath the latent code $z$) are manifested by $K_L$ filter matrices $f_i^{(L)} \in \mathbb{R}^{H_L \times M}$, for $i = 1, 2, ..., K_L$, where $H_L$ corresponds to the number of components in the temporal (word) dimension. Each 2D matrix $f_i^{(L)}$ is multiplied by column vector $z$ (transpose convolution), yielding $K_L$ 1D feature maps. This yields an $H_L \times K_L$ feature-map matrix at layer $L$ (followed by ReLU pointwise nonlinearity). To yield the layer $L - 1$ feature map matrix, the process repeats, using filters $f_i^{(L-1)} \in \mathbb{R}^{H_{L-1} \times K_L}$, for $i = 1, 2, ..., K_{L-1}$, with which $K_{L-1}$ 1D convolutions are performed with the feature-map matrix from layer $L$ (convolutions in the temporal/word dimension). This again yields a feature-map matrix at layer $L - 1$, followed by ReLU nonlinearity.

This process continues sequentially, until we arrive at the bottom of the decoder network, yielding a final matrix from which the sentence-embedding matrix is approximated. To be explicit, in Fig. [1.1] let $z'$ and $z''$ represent the feature-map matrices at the top-two layers of a three-layer model. Let $z'''$ represent the matrix recovered at the bottom layer of the network through the above process, with “height” corresponding to the dimension of the word-embedding. Suppose $E$ is the word-embedding matrix for our vocabulary, and $\hat{w}_i$ the $i$th word in the reconstructed sentence. We compute the probability that $\hat{w}_i$ is word
\[ p(\hat{w}_i = s) = \frac{\exp\{\tau^{-1} \cos(z''', E[s])\}}{\sum_{s' \in V} \exp\{\tau^{-1} \cos(z''', E[s'])\}}, \tag{2.1} \]

where \(\cos(a, b)\) is the cosine similarity between vectors \(a\) and \(b\), \(V\) is the vocabulary which contains all possible words and \(E[s]\) represents the column of \(E\) corresponding to word \(s\); \(z'''\) is the \(i\)-th column of the up-sampled representation \(z'''\). Parameter \(\tau\) controls the sparsity of resulting probabilities, which we denote as the temperature parameter. We set \(\tau = 0.01\) in our experiments.

The multilayer coarse-to-fine process (latent variable vector to embedding matrix) implied by repeatedly applying the above decoder process illustrated in Figure 1.1(a)) has two advantages: i) it reflects the natural hierarchical tree structure of sentences, thus may better represent syntactic features, which is useful when reconstructing sentences; ii) the deconvolutional network allows for efficient parallelization while generating each fragment of a sentence, and thus can be considerably faster than an LSTM decoder.

As shown in Figure 1.1, the training procedures for deconvolutional (a) and LSTM (b) decoders are intrinsically different. In the latter, ground-truth words of the previous time steps are provided while training the network. In contrast, the deconvolutional network generates the entire sentence (in block) from \(z\) alone. Because of this distinction, the LSTM decoder, as an autoregressive model with powerful recurrence, tends to explain all structure in the data, with little insight from the latent variables which only provide information at the beginning of the sentence, thus acting merely as a prior.

### 2.3.2 Deconvolutional latent-variable models

In this section we incorporate the deconvolutional sequence decoder described in the previous section in our latent-variable model for text. Because of the coarse-to-fine generation process described above, the model does not have partial access to observed data (ground-truth words) during the generation process, as in an LSTM, thus the latent-variable model
must learn to encode as much information as possible from the input alone. Moreover, in this way the learned latent code can be truly viewed as a global feature representation of sentences, since it contains all the essential information to generate the text sequence. In the following, we describe the proposed deconvolutional latent-variable models, in the context of both unsupervised and supervised (including semi-supervised) learning.

**Unsupervised sequence learning**

To demonstrate the effectiveness of our proposed model, we explore training it in an unsupervised manner. Specifically, for a input sentence \( x \), the latent code is inferred through an encoder network \( q_\phi(z|x) \) implemented as

\[
\begin{align*}
\mu &= g_1(f_{\text{cnn}}(x; \phi_{10}); \phi_{11}), \\
\log \sigma &= g_2(f_{\text{cnn}}(x; \phi_{20}); \phi_{21}) \\
\varepsilon &\sim \mathcal{N}(0, I), \\
z &= \mu + \varepsilon \odot \sigma,
\end{align*}
\]

(2.2)

where \( f_{\text{cnn}}(x; \phi_{10}) \) denotes the transformation function of the encoder, accomplished via learning a CNN with input \( x \) and parameters \( \phi_{10} \), and \( \odot \) represents the Hadamard vector product. The posterior mean \( \mu \) and variance \( \sigma \) are generated through two non-linear transformations \( g_1(\cdot) \) and \( g_2(\cdot) \), both parameterized as neural networks; \( g_1(y; \phi_{11}) \) has input \( y \) and parameters \( \phi_{11} \). Note that (2.2) is \( q_\phi(z|x) \) in (4.1), where \( \phi = \{ \phi_{10}, \phi_{11}, \phi_{20}, \phi_{21} \} \).

Then \( z \) is sampled with the re-parameterization trick \([KW13]\) to facilitate model training. The sampled \( z \) is then fed into a deconvolutional sequence decoder described above, to reconstruct the corresponding input sentences. The model is trained by optimizing the variational lower bound in (4.1), without any discriminative information.

**Supervised sequence matching**

We apply our latent-variable model to text sequence-matching problems, employing the discriminative information encoded in latent code \( z \) (see Figure 2.1). For a sentence pair \((p_i, h_i)\), the latent code for each sequence is inferred as in (2.2), where the parameters of
Figure 2.1: Our deconvolutional latent-variable model for text sequence matching.

The encoder network for \( z_p \) and \( z_h \), premise and hypothesis, respectively, are shared. They are decoded by two shared-weight deconvolution networks, to recover the corresponding input sentence.

To infer the label, \( y \), the two latent features are again sampled from the inference network and processed by a matching layer, to combine the information in the two sentences. This matching layer, defined as heuristic matching layer by [MML+15], can be specified as:

\[
m = [z_p; z_h; z_p - z_h; z_p \odot z_h],
\]

These matching features are stacked together into \( m \in \mathbb{R}^M \), for \( z_p, z_h \in \mathbb{R}^M \), and fed into a classifier. The classifier is a two-layer MLP followed by a fully-connected softmax layer, that outputs the probabilities for each label (entailment, contradiction and neutral), to model the conditional distribution \( p_\psi(y|z_p, z_h) \), with parameters \( \psi \).

To allow the model to explore and balance between maximizing the variational lower
bound and minimizing the sequence matching loss, a joint training objective is employed:

\[
\mathcal{L}^{\text{label}} = - \mathcal{L}_{\text{vae}}(\theta, \phi; p_i) - \mathcal{L}_{\text{vae}}(\theta, \phi; h_i) + \alpha \mathcal{L}_{\text{match}}(\psi; z_p, z_h, y),
\]

where \(\psi\) refers to parameters of the MLP classifier and \(\alpha\) controls the relative weight between the generative loss, \(\mathcal{L}_{\text{vae}}(\cdot)\), and sequence matching loss, \(\mathcal{L}_{\text{match}}(\cdot)\), defined as the cross-entropy loss. When implementing this model, we anneal the value of \(\alpha\) during training from 0 to 1 (the annealing rate is treated as a hyperparameter), so that the latent variable learned can gradually focus less on the reconstruction objective, only retaining those features that are useful for sequence matching, \textit{i.e.}, minimizing the second term.

**Extension to semi-supervised learning**

Our latent-variable model can be readily extended to a semi-supervised scenario, where only a subset of sequence pairs have corresponding class labels. Suppose the empirical distributions for the labeled and unlabeled data are referred to as \(\tilde{p}_l(P, H, y)\) and \(\tilde{p}_u(P, H)\), respectively. The loss function for unlabeled data can be expressed as:

\[
\mathcal{L}^{\text{unlabel}} = - \mathcal{L}_{\text{vae}}(\theta, \phi; p_i) - \mathcal{L}_{\text{vae}}(\theta, \phi; h_i).
\]

Therefore, the overall objective for the joint latent-variable model is:

\[
\mathcal{L}_{\text{joint}} = \mathbb{E}_{(p_i, h_i, y) \sim \tilde{p}_l} [\mathcal{L}^{\text{label}}(p_i, h_i, y)] + \mathbb{E}_{(p_i, h_i) \sim \tilde{p}_u} [\mathcal{L}^{\text{unlabel}}(p_i, h_i)].
\]

To minimize \(\mathcal{L}_{\text{joint}}\) w.r.t. \(\theta, \phi\) and \(\psi\), we employ Monte Carlo integration to approximate the expectations in (2.3). In this case unlabeled data are leveraged in the objective via the standard VAE lower bound. During training, all parameters are jointly updated with stochastic gradient descent (SGD).
2.4 Experiments

2.4.1 Experimental Setup

Our deconvolutional latent-variable model can be trained in an unsupervised, supervised or semi-supervised manner. In this section we first train the model in an unsupervised way, with a mixed corpus of scientific and informal writing styles, and evaluate the sentence embeddings by checking whether they can automatically distinguish different sentence characteristics, i.e., writing styles. Further, we apply our models to two standard text sequence matching tasks: Recognizing Textual Entailment (RTE) and paraphrase identification, in a semi-supervised setting. The summary statistics of both datasets are presented in Table 4.10.

For simplicity, we denote our deconvolutional latent-variable model as DeConv-LVM in all experiments. To facilitate comparison with prior work, several baseline models are implemented: (i) a basic Siamese model with CNNs as the encoder for both sentences, with sharing configurations and weights; (ii) an auto-encoder with CNN as the sequence encoder and DeConv as decoder; 3) a latent-variable model using a CNN as the inference network, and the generative network is implemented as an LSTM (denoted LSTM-LVM).

We use 3-layer convolutional neural networks for the inference/encoder network, in order to extract hierarchical representation of sentences ([HLLC14a]). Specifically, for all layers we set the filter window size ($W$) as 5, with a stride of 2. The feature maps ($K$) are set as 300, 600, 500, for layers 1 through 3, respectively. In our latent-variable models, the 500-dimension feature vector is then fed into two MLPs to infer the mean and variance of the latent variable $z$. The generative/decoder network is implemented as 3-layer deconvolutional networks, to decode the samples from latent variable $z$ of size $M = 500$.

The model is trained using Adam [KB14a] with a learning rate of $3 \times 10^{-4}$ for all parameters. Dropout [SHK+14a] is employed on both word embedding and latent variable
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Test</th>
<th>Classes</th>
<th>Vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quora</td>
<td>384348</td>
<td>10000</td>
<td>2</td>
<td>10k</td>
</tr>
<tr>
<td>SNLI</td>
<td>549367</td>
<td>9824</td>
<td>3</td>
<td>20k</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of text sequence matching datasets.

layers, with rates selected from \{0.3, 0.5, 0.8\} on the validation set. We set the mini-batch size to 32. In semi-supervised sequence matching experiments, \(L_2\) norm of the weight vectors is employed as a regularization term in the loss function, and the coefficient of the \(L_2\) loss is treated as a hyperparameter and tuned on the validation set. All experiments are implemented in Tensorflow [AAB+16], using one NVIDIA GeForce GTX TITAN X GPU with 12GB memory.

2.4.2 Unsupervised Sentence Embedding

To investigate the effectiveness of our latent-variable model, we first train it in an unsupervised manner, using the dataset in [ZGF+17b], where sentences from two corpora, *i.e.*, BookCorpus dataset [ZKZ+15] and the arXiv dataset, are merged together in equal proportion. The motivation here is to check whether the latent codes learned in our model can automatically distinguish between different writing styles, *i.e.*, sentences with scientific or informal styles represented by BookCorpus and arXiv dataset, respectively. In this experiment, our model is trained by optimizing the variational lower bound in (4.1), without any label/discriminative information provided. We compare our model with another latent-variable model using LSTM as the decoder, to especially highlight the contribution of the deconvolutional network to the overall setup. To ensure a fair comparison, we employ the same model architecture for the LSTM-based latent-variable model (LSTM-LVM), except for the decoder utilized. The LSTM hidden-state dimension is set to 500, with the latent variable \(z\) fed to decoder as input at every time step.

After the models converge, we randomly sample 5000 sentences from the test set and
Figure 2.2: t-SNE embeddings of latent codes (left: DeConv-LVM, right: LSTM-LVM) for BookCorpus and arXiv sentences.

<table>
<thead>
<tr>
<th>Model</th>
<th># params</th>
<th>Time</th>
<th>KL</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-LVM</td>
<td>$\sim16$ million</td>
<td>39m 41s</td>
<td>4.6</td>
<td>91.7</td>
</tr>
<tr>
<td>DeConv-LVM</td>
<td>$\sim12$ million</td>
<td>8m 23s</td>
<td>31.7</td>
<td>96.2</td>
</tr>
</tbody>
</table>

Table 2.2: Quantitative comparison between latent-variable models with LSTM and deconvolutional networks as the sentence decoder.

map their 500-dimensional latent embeddings, $z$, to a 2D vector using t-SNE [MH08]. The embedding plots for DeConv-LVM (left) and LSTM-LVM (right) are shown in Figure 2.2.

For both cases, the plot shape of sampled latent embeddings is very close to a circle, which means the posterior distribution $p(z|x)$ matches the Gaussian prior $p(z)$ well. More importantly, when we use deconvolutional networks as the decoder, disentangled latent codes for the two writing styles can be clearly observed in the majority of prior space. This indicates that the semantic meanings of a sentence are encoded into the latent variable $z$, even when we train the model in an unsupervised manner. On the contrary, the latent codes of LSTM-LVM inferred for different writing styles tend to mix with each other, and cannot be separated as easily as in the case of Deconv-LVM, suggesting that less information may be encoded into the embeddings.

To better understand the advantages of deconvolutional networks as the decoder in the
latent-variable models, we perform a quantitative comparison between the latent codes in DeConv-LVM and LSTM-LVM. In Table 2.2 we show the number of parameters, training time for 10,000 iterations, and the percentage of KL loss in the total loss for both models. Moreover, we extract sentence features from each model, and train a linear classifier on top, to distinguish between scientific and informal writing styles. The sentence embeddings are fixed during training, in order to elucidate the quality of latent codes learned in an unsupervised manner. 1000 sentences are sampled from the training set to learn the classifier and the classification accuracy is calculated on the whole test set. DeConv-LVM (96.2%) performs better than LSTM-LVM (91.7%), again indicating that the latent codes of DeConv-LVM are more informative. This observation corresponds well with the fact that the percentage of KL loss in DeConv-LVM (31.7%) is much larger than in LSTM-LVM (4.6%), where larger KL divergence loss can be considered as a sign that more useful information has been encoded in the latent variable $z$ [BVV+16a, YHSBK17a]. Further, we observe that DeConv-LVM has relatively few parameters compared to LSTM-LVM, making it a promising latent-variable model for text.

### 2.4.3 Recognizing Textual Entailment (RTE)

Motivated by the superior performance of our deconvolutional latent-variable model on unsupervised learning, we further apply it to text sequence matching, in a semi-supervised scenario. We consider the task of recognizing text entailment on the Stanford Natural Language Inference (SNLI) dataset [BAPM15b].

To check the generalization ability of our latent variable learned, we experimented with different amounts of labeled training data (other sentence pairs in the training set are used as unlabeled data). The results are shown in Figure 2.3. Compared to the LSTM baseline models in [BAPM15b] and our basic CNN implementation, both our autoencoder and latent-variable models make use of the unlabeled data and achieve better results than
simply train an encoder network, i.e., LSTM, CNN, only with the labeled data. More importantly, the DeConv-LVM we propose outperforms LSTM-LVM in all cases, consistent with previous observations that the latent variable $z$ in our DeConv-LVM tends to be more informative. Note that when using all labeled data when training, DeConv-AE (81.6%) performs a bit better than DeConv-LVM (80.9%), which is not surprising since DeConv-LVM introduces a further constraint on the latent features learned (close to prior distribution) and may not be optimal when a lot of labeled data are available for training.

To directly compare with [KZR+17] on semi-supervised learning experiments, we follow their experiment setup where 28k, 59k, 120k labeled examples are used for training. According to Table 2.3, it turns out that our DeConv-AE model is a competitive baseline, and outperform their LSTM-AE results. Moreover, our DeConv-LVM achieves even better results than DeConv-AE and LSTM-LVM, suggesting that the deconvolution-based latent-variable model we propose makes effective use of unsupervised information. Further, we see that the gap tends to be larger when the number of labeled data is smaller, further demonstrating that DeConv-LVM is a promising strategy to extract useful informa-
<table>
<thead>
<tr>
<th>Model</th>
<th>28k</th>
<th>59k</th>
<th>120k</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM ([KZR+17])</td>
<td>57.9</td>
<td>62.5</td>
<td>65.9</td>
</tr>
<tr>
<td>LSTM-AE ([KZR+17])</td>
<td>59.9</td>
<td>64.6</td>
<td>68.5</td>
</tr>
<tr>
<td>LSTM-ADAE ([KZR+17])</td>
<td>62.5</td>
<td>66.8</td>
<td>70.9</td>
</tr>
<tr>
<td>CNN (random)</td>
<td>58.7</td>
<td>62.7</td>
<td>65.6</td>
</tr>
<tr>
<td>CNN (Glove)</td>
<td>60.3</td>
<td>64.1</td>
<td>66.8</td>
</tr>
<tr>
<td>DeConv-AE</td>
<td>62.1</td>
<td>65.5</td>
<td>68.7</td>
</tr>
<tr>
<td>LSTM-LVM</td>
<td>64.7</td>
<td>67.5</td>
<td>71.1</td>
</tr>
<tr>
<td>DeConv-LVM</td>
<td><strong>67.2</strong></td>
<td><strong>69.3</strong></td>
<td><strong>72.2</strong></td>
</tr>
</tbody>
</table>

*Table 2.3*: Semi-supervised recognizing textual entailment accuracy on SNLI dataset, in percentage.

2.4.4 Paraphrase Identification

We investigate our deconvolutional latent-variable model on the paraphrase identification task with the Quora Question Pairs dataset, following the same dataset split as [WHF17]. We consider cases where 1k, 5k, 10k, 25k labeled examples are used for training. As illustrated in Table 2.4, a CNN encoder with Glove pre-trained word embeddings consistently outperforms that with randomly initialized word embeddings, while the autoencoder model achieves better results than only training a CNN encoder, corresponding with findings in [DL15a].

More importantly, our latent-variable models show even higher accuracy than autoencoder models, demonstrating that they effectively utilize the information of unlabeled data and that they represent an effective strategy for paraphrase identification task. Our DeConv-LVM again performs better than LSTM-LVM in all cases, indicating that the deconvolutional decoder can leverage more benefits from the latent-variable model. However, we can also see the trend that with larger number of labeled data, the gaps between these
<table>
<thead>
<tr>
<th>Model</th>
<th>1k</th>
<th>5k</th>
<th>10k</th>
<th>25k</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN (random)</td>
<td>56.3</td>
<td>59.2</td>
<td>63.8</td>
<td>68.9</td>
</tr>
<tr>
<td>CNN (Glove)</td>
<td>58.5</td>
<td>62.4</td>
<td>66.1</td>
<td>70.2</td>
</tr>
<tr>
<td>LSTM-AE</td>
<td>59.3</td>
<td>63.8</td>
<td>67.2</td>
<td>70.9</td>
</tr>
<tr>
<td>DeConv-AE</td>
<td>60.2</td>
<td>65.1</td>
<td>67.7</td>
<td>71.6</td>
</tr>
<tr>
<td>LSTM-LVM</td>
<td>62.9</td>
<td>67.6</td>
<td>69.0</td>
<td>72.4</td>
</tr>
<tr>
<td>DeConv-LVM</td>
<td><strong>65.1</strong></td>
<td><strong>69.4</strong></td>
<td><strong>70.5</strong></td>
<td><strong>73.7</strong></td>
</tr>
</tbody>
</table>

**Table 2.4**: Paraphrase identification accuracy on Quora Question Pairs dataset, in percentages.

models are smaller. This may be attributed to the fact that when lots of labeled data are available, discriminative information tends be the dominant factor for better performance, while the information from unlabeled data becomes less important.

### 2.5 Related Work

The proposed framework is closely related to recent research on incorporating NVI into text modeling [BVV⁺16a, MYB16a, XSDT17a, ZXS⁺16a, SSL⁺17c]. [BVV⁺16a] presented the first attempt to utilize NVI for language modeling, but their results using an LSTM decoder were largely negative. [MYB16a] applied the NVI framework to an unsupervised bags-of-words model. However, from the perspective of text representation learning, their model ignores word-order information, which may be suboptimal for downstream supervised tasks. [XSDT17a] employed a variational autoencoder with the LSTM-LSTM architecture for semi-supervised sentence classification. However, as illustrated in our experiments, as well as in [YHSBK17a], the LSTM decoder is not the most effective choice for learning informative and discriminative sentence embeddings.

The NVI framework has also been employed for text-generation problems, such as machine translation [ZXS⁺16a] and dialogue generation [SSL⁺17c], with the motivation to
improve the diversity and controllability of generated sentences. Our work is distinguished from this prior research in two principal respects: (i) We leveraged the NVI framework for latent variable models to text sequence matching tasks, due to its ability to take advantage of unlabeled data and learn robust sentence embeddings; (ii) we employed deconvolutional networks, instead of the LSTM, as the decoder (generative) network. We demonstrated the effectiveness of our framework in both unsupervised and supervised (including semi-supervised) learning cases.

2.6 Conclusion

We have presented a latent variable model for matching natural language sentences, with deconvolutional networks as the sequence encoder. We show that by jointly optimizing the variational lower bound and matching loss, the model is effective at inferring robust sentence representations for determining their semantic relationship, even with limited amount of labeled data. State-of-the-art experimental results on two semi-supervised sequence matching tasks are achieved, demonstrating the advantages of our approach. This work provides a promising strategy towards training effective and fast latent-variable models for text data.
Chapter 3

NASH: Toward End-to-End Neural Architecture for Generative Semantic Hashing

Semantic hashing has become a powerful paradigm for fast similarity search in many information retrieval systems. While fairly successful, previous techniques generally require two-stage training, and the binary constraints are handled ad-hoc. In this chapter, I will present an end-to-end Neural Architecture for Semantic Hashing (NASH), where the binary hashing codes are treated as Bernoulli latent variables. A neural variational inference framework is proposed for training, where gradients are directly backpropagated through the discrete latent variable to optimize the hash function. We also draw connections between proposed method and rate-distortion theory, which provides a theoretical foundation for the effectiveness of the proposed framework. Experimental results on three public datasets demonstrate that our method significantly outperforms several state-of-the-art models on both unsupervised and supervised scenarios.

3.1 Introduction

The problem of similarity search, also called nearest-neighbor search, consists of finding documents from a large collection of documents, or corpus, which are most similar to a query document of interest. Fast and accurate similarity search is at the core of many information retrieval applications, such as plagiarism analysis [SzEP07], collaborative filtering [Kor08], content-based multimedia retrieval [LSDJ06] and caching [PBC+09]. Semantic hashing is an approach for fast similarity search [SH09, ZWCL10, WSSJ14]. By representing every document in the corpus as a similarity-preserving discrete (binary) hashing code, the similarity between two documents can be evaluated by simply calculating pair-
wise Hamming distances between hashing codes, *i.e.*, the number of bits that are different between two codes. Given that today, an ordinary PC is able to execute millions of Hamming distance computations in just a few milliseconds [ZWCL10], this semantic hashing strategy is very computationally attractive.

While considerable research has been devoted to text (semantic) hashing, existing approaches typically require two-stage training procedures. These methods can be generally divided into two categories: (*i*) binary codes for documents are first learned in an unsupervised manner, then *l* binary classifiers are trained via supervised learning to predict the *l*-bit hashing code [ZWCL10, XWT+15]; (*ii*) continuous text representations are first inferred, which are binarized as a second (separate) step during testing [WZST13, CF17]. Because the model parameters are not learned in an end-to-end manner, these two-stage training strategies may result in suboptimal local optima. This happens because different modules within the model are optimized separately, preventing the sharing of information between them. Further, in existing methods, binary constraints are typically handled *ad-hoc* by truncation, *i.e.*, the hashing codes are obtained via direct binarization from continuous representations after training. As a result, the information contained in the continuous representations is lost during the (separate) binarization process. Moreover, training different modules (mapping and classifier/binarization) separately often requires additional hyperparameter tuning for each training stage, which can be laborious and time-consuming.

In this paper, we propose a simple and generic neural architecture for text hashing that learns binary latent codes for documents in an *end-to-end* manner. Inspired by recent advances in neural variational inference (NVI) for text processing [MYB16a, YHSBK17a, SZH+18a], we approach semantic hashing from a generative model perspective, where binary (hashing) codes are represented as either deterministic or stochastic Bernoulli latent variables. The inference (encoder) and generative (decoder) networks are optimized jointly by maximizing a variational lower bound to the marginal distribution of input documents.
Figure 3.1: NASH for end-to-end semantic hashing. The inference network maps $x \rightarrow z$ using an MLP and the generative network recovers $x$ as $z \rightarrow \hat{x}$.

(corpus). By leveraging a simple and method to estimate the gradients with respect to discrete (binary) variables, the loss term from the generative (decoder) network can be directly backpropagated into the inference (encoder) network to optimize the hash function.

Motivated by the rate-distortion theory [Ber03, TSCH17], we propose to inject data-dependent noise into the latent codes during the decoding stage, which adaptively accounts for the tradeoff between minimizing rate (number of bits used, or code length) and distortion (reconstruction error) during training. The connection between the proposed method and rate-distortion theory is further elucidated, providing a theoretical foundation for the ness of our framework.

Summarizing, the contributions of this paper are: (i) to the best of our knowledge, we present the first semantic hashing architecture that can be trained in an end-to-end manner; (ii) we propose a neural variational inference framework to learn compact (regularized) binary codes for documents, achieving promising results on both unsupervised and supervised text hashing; (iii) the connection between our method and rate-distortion theory is established, from which we demonstrate the advantage of injecting data-dependent noise into the latent variable during training.
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3.2 The Proposed Method

3.2.1 Hashing under the NVI Framework

Inspired by the recent success of variational autoencoders for various NLP problems [MYB16a, BVV+15, YHSBK17a, MGB17b, SZH+18a, WGW+17], we approach the training of discrete (binary) latent variables from a generative perspective. Let $x$ and $z$ denote the input document and its corresponding binary hash code, respectively. Most of the previous text hashing methods focus on modeling the encoding distribution $p(z|x)$, or hash function, so the local/global pairwise similarity structure of documents in the original space is preserved in latent space [ZWCL10, WZS13, XWT+15, WSSJ14]. However, the generative (decoding) process of reconstructing $x$ from binary latent code $z$, i.e., modeling distribution $p(x|z)$, has been rarely considered. Intuitively, latent codes learned from a model that accounts for the generative term should naturally encapsulate key semantic information from $x$ because the generation/reconstruction objective is a function of $p(x|z)$. In this regard, the generative term provides a natural training objective for semantic hashing.

We define a generative model that simultaneously accounts for both the encoding distribution, $p(z|x)$, and decoding distribution, $p(x|z)$, by defining approximations $q_\phi(z|x)$ and $q_\theta(x|z)$, via inference and generative networks, $g_\phi(x)$ and $g_\theta(z)$, parameterized by $\phi$ and $\theta$, respectively. Specifically, $x \in \mathbb{Z}_+^{|V|}$ is the bag-of-words (count) representation for the input document, where $|V|$ is the vocabulary size. Notably, we can also employ other count weighting schemes as input features $x$, e.g., the term frequency-inverse document frequency (TFIDF) [MPH08]. For the encoding distribution, a latent variable $z$ is first inferred from the input text $x$, by constructing an inference network $g_\phi(x)$ to approximate the true posterior distribution $p(z|x)$ as $q_\phi(z|x)$. Subsequently, the decoder network $g_\theta(z)$ maps $z$ back into input space to reconstruct the original sequence $x$ as $\hat{x}$, approximating $p(x|z)$ as $q_\theta(x|z)$ (as shown in Figure 5.1). This cyclic strategy, $x \rightarrow z \rightarrow \hat{x} \approx x$, provides
the latent variable $z$ with a better ability to generalize [MYB16a].

To tailor the NVI framework for semantic hashing, we cast $z$ as a binary latent variable and assume a multivariate Bernoulli prior on $z$: $p(z) \sim \text{Bernoulli}(\gamma) = \prod_{i=1}^{l} \gamma_i^{z_i}(1 - \gamma_i)^{1-z_i}$, where $\gamma_i \in [0, 1]$ is component $i$ of vector $\gamma$. Thus, the encoding (approximate posterior) distribution $q_\phi(z|x)$ is restricted to take the form $q_\phi(z|x) = \text{Bernoulli}(h)$, where $h = \sigma(g_\phi(x))$, $\sigma(\cdot)$ is the sigmoid function, and $g_\phi(\cdot)$ is the (nonlinear) inference network specified as a multilayer perceptron (MLP). As illustrated in Figure 5.1 we can obtain samples from the Bernoulli posterior either deterministically or stochastically. Suppose $z$ is a $l$-bit hash code, for the deterministic binarization, we have, for $i = 1, 2, \ldots, l$:

$$z_i = 1_{\sigma(g_\phi(x)) > 0.5} = \frac{\text{sign}(\sigma(g_\phi^i(x)) - 0.5) + 1}{2}, \quad (3.1)$$

where $z$ is the binarized variable, and $z_i$ and $g_\phi^i(x)$ denote the $i$-th dimension of $z$ and $g_\phi(x)$, respectively. The standard Bernoulli sampling in (3.1) can be understood as setting a hard threshold at 0.5 for each representation dimension, therefore, the binary latent code is generated deterministically. Another strategy to obtain the discrete variable is to binarize $h$ in a stochastic manner:

$$z_i = 1_{\sigma(g_\phi(x)) > \mu_i} = \frac{\text{sign}(\sigma(g_\phi^i(x)) - \mu_i) + 1}{2}, \quad (3.2)$$

where $\mu_i \sim \text{Uniform}(0, 1)$. Because of this sampling process, we do not have to assume a pre-defined threshold value like in (3.1).

### 3.2.2 Training with Binary Latent Variables

To estimate the parameters of the encoder and decoder networks, we would ideally maximize the marginal distribution $p(x) = \int p(z)p(x|z)dz$. However, computing this marginal is intractable in most cases of interest. Instead, we maximize a variational lower bound.
This approach is typically employed in the VAE framework [KW13]:

\[
\mathcal{L}_{\text{vae}} = \mathbb{E}_{q_\phi(z|x)} \left[ \log \frac{q_\theta(x|z)p(z)}{q_\phi(z|x)} \right],
\]

\[
= \mathbb{E}_{q_\phi(z|x)} \left[ \log q_\theta(x|z) \right] - D_{\text{KL}}(q_\phi(z|x) \| p(z)),
\]

where the Kullback-Leibler (KL) divergence \( D_{\text{KL}}(q_\phi(z|x) \| p(z)) \) encourages the approximate posterior distribution \( q_\phi(z|x) \) to be close to the multivariate Bernoulli prior \( p(z) \). In this case, \( D_{\text{KL}}(q_\phi(z|x) \| p(z)) \) can be written in closed-form as a function of \( g_\phi(x) \):

\[
D_{\text{KL}} = g_\phi(x) \log \frac{g_\phi(x)}{\gamma} + (1 - g_\phi(x)) \log \frac{1 - g_\phi(x)}{1 - \gamma}.
\]

Note that the gradient for the KL divergence term above can be evaluated easily.

For the first term in (3.3), we should in principle estimate the influence of \( \mu_i \) in (3.2) on \( q_\theta(x|z) \) by averaging over the entire (uniform) noise distribution. However, a closed-form distribution does not exist since it is not possible to enumerate all possible configurations of \( z \), especially when the latent dimension is large. Moreover, discrete latent variables are inherently incompatible with backpropagation, since the derivative of the sign function is zero for almost all input values. As a result, the exact gradients of \( L_{\text{vae}} \) wrt the inputs before binarization would be essentially all zero.

To estimate the gradients for binary latent variables, we utilize the straight-through (ST) estimator, which was first introduced by [Hin12]. So motivated, the strategy here is to simply backpropagate through the hard threshold by approximating the gradient \( \partial z / \partial \phi \)}
as 1. Thus, we have:

\[
\frac{dE_{q_\theta(z|x)}[\log q_\theta(x|z)]}{\partial \phi} = \frac{dE_{q_\theta(z|x)}[\log q_\theta(x|z)]}{dz} \frac{dz}{d\sigma(g_\phi'(x))} \frac{d\sigma(g_\phi'(x))}{d\phi} \\
\approx \frac{dE_{q_\theta(z|x)}[\log q_\theta(x|z)]}{dz} \frac{d\sigma(g_\phi'(x))}{d\phi}
\]

(3.5)

Although this is clearly a biased estimator, it has been shown to be a fast and efficient method relative to other gradient estimators for discrete variables, especially for the Bernoulli case \cite{BLCT13, HCS+16, TSCH17}. With the ST gradient estimator, the first loss term in (4.1) can be backpropagated into the encoder network to fine-tune the hash function \(g_\phi(x)\).

For the approximate generator \(q_\theta(x|z)\) in (4.1), let \(x_i\) denote the one-hot representation of \(i\)th word within a document. Note that \(x = \sum_i x_i\) is thus the bag-of-words representation for document \(x\). To reconstruct the input \(x\) from \(z\), we utilize a softmax decoding function written as:

\[
q(x_i = w|z) = \frac{\exp(z^T E x_w + b_w)}{\sum_{j=1}^{||V||} \exp(z^T E x_j + b_j)},
\]

(3.6)

where \(q(x_i = w|z)\) is the probability that \(x_i\) is word \(w \in V\), \(q_\theta(x|z) = \prod_i q(x_i = w|z)\) and \(\theta = \{E, b_1, \ldots, b_{||V||}\}\). Note that \(E \in \mathbb{R}^{d \times ||V||}\) can be interpreted as a word embedding matrix to be learned, and \(\{b_i\}_{i=1}^{||V||}\) denote bias terms. Intuitively, the objective in (5.4) encourages the discrete vector \(z\) to be close to the embeddings for every word that appear in the input document \(x\). As shown in Section 3.4.3, meaningful semantic structures can be learned and manifested in the word embedding matrix \(E\).

### 3.2.3 Injecting Data-dependent Noise to \(z\)

To reconstruct text data \(x\) from sampled binary representation \(z\), a deterministic decoder is typically utilized \cite{MYB16a, CF17}. Inspired by the success of employing stochastic de-
coders in image hashing applications \cite{DGK17, TSCH17}, in our experiments, we found that injecting random Gaussian noise into \( z \) makes the decoder a more favorable regularizer for the binary codes, which in practice leads to stronger retrieval performance. Below, we invoke the rate-distortion theory to perform some further analysis, which leads to interesting findings.

Learning binary latent codes \( z \) to represent a continuous distribution \( p(x) \) is a classical information theory concept known as lossy source coding. From this perspective, semantic hashing, which compresses an input document into compact binary codes, can be casted as a conventional rate-distortion tradeoff problem \cite{TSCH17, BLS16}:

\[
\min \underbrace{- \log_2 R(z)}_{\text{Rate}} + \beta \underbrace{D(x, \hat{x})}_{\text{Distortion}}, \tag{3.7}
\]

where \textit{rate} and \textit{distortion} denote the code length, \textit{i.e.}, the number of bits used, and the distortion introduced by the encoding/decoding sequence, respectively. Further, \( \hat{x} \) is the reconstructed input and \( \beta \) is a hyperparameter that controls the tradeoff between the two terms.

Considering the case where we have a Bernoulli prior on \( z \) as \( p(z) \sim \text{Bernoulli}(\gamma) \), and \( x \) conditionally drawn from a Gaussian distribution \( p(x|z) \sim \mathcal{N}(Ez, \sigma^2 I) \). Here, \( E = \{ e_i \}_{i=1}^{|V|} \), where \( e_i \in \mathbb{R}^d \) can be interpreted as a codebook with \( |V| \) codewords. In our case, \( E \) corresponds to the word embedding matrix as in (5.4).

For the case of stochastic latent variable \( z \), the objective function in (4.1) can be written in a form similar to the rate-distortion tradeoff:

\[
\min \mathbb{E}_{q_\phi(z|x)} \left[ \underbrace{- \log q_\phi(z|x)}_{\text{Rate}} + \underbrace{\frac{1}{2\sigma^2} \|x - Ez\|_2^2}_{\beta \text{ Distortion}} \right] + C, \tag{3.8}
\]

where \( C \) is a constant that encapsulates the prior distribution \( p(z) \) and the Gaussian distribution normalization term. Notably, the trade-off hyperparameter \( \beta = \sigma^{-2} / 2 \) is closely
related to the variance of the distribution \( p(x|z) \). In other words, by controlling the variance \( \sigma \), the model can adaptively explore different trade-offs between the rate and distortion objectives. However, the optimal trade-offs for distinct samples may be different.

Inspired by the observations above, we propose to inject data-dependent noise into latent variable \( z \), rather than to setting the variance term \( \sigma^2 \) to a fixed value [DGK\textsuperscript{+}17, TSCH\textsuperscript{17}]. Specifically, \( \log \sigma^2 \) is obtained via a one-layer MLP transformation from \( g_\phi(x) \). Afterwards, we sample \( z' \) from \( \mathcal{N}(z, \sigma^2 I) \), which then replace \( z \) in (5.4) to infer the probability of generating individual words (as shown in Figure 5.1). As a result, the variances are different for every input document \( x \), and thus the model is provided with additional flexibility to explore various trade-offs between rate and distortion for different training observations. Although our decoder is not a strictly Gaussian distribution, as in (5.4), we found empirically that injecting data-dependent noise into \( z \) yields strong retrieval results, see Section 3.4.1.

### 3.2.4 Supervised Hashing

The proposed Neural Architecture for Semantic Hashing (NASH) can be extended to supervised hashing, where a mapping from latent variable \( z \) to labels \( y \) is learned, here parametrized by a two-layer MLP followed by a fully-connected softmax layer. To allow the model to explore and balance between maximizing the variational lower bound in (4.1) and minimizing the discriminative loss, the following joint training objective is employed:

\[
\mathcal{L} = -\mathcal{L}_{\text{vae}}(\theta, \phi; x) + \alpha \mathcal{L}_{\text{dis}}(\eta; z, y). \tag{3.9}
\]

where \( \eta \) refers to parameters of the MLP classifier and \( \alpha \) controls the relative weight between the variational lower bound (\( \mathcal{L}_{\text{vae}} \)) and discriminative loss (\( \mathcal{L}_{\text{dis}} \)), defined as the cross-entropy loss. The parameters \( \{\theta, \phi, \eta\} \) are learned end-to-end via Monte Carlo estimation.
3.3 Experimental Setup

3.3.1 Datasets

We use the following three standard publicly available datasets for training and evaluation: (i) Reuters21578, containing 10,788 news documents, which have been classified into 90 different categories. (ii) 20Newsgroups, a collection of 18,828 newsgroup documents, which are categorized into 20 different topics. (iii) TMC (stands for SIAM text mining competition), containing air traffic reports provided by NASA. TMC consists 21,519 training documents divided into 22 different categories. To make direct comparison with prior works, we employed the TFIDF features on these datasets supplied by \cite{CF17}, where the vocabulary sizes for the three datasets are set to 10,000, 7,164 and 20,000, respectively.

3.3.2 Training Details

For the inference networks, we employ a feed-forward neural network with 2 hidden layers (both with 500 units) using the ReLU non-linearity activation function, which transform the input documents, \textit{i.e.}, TFIDF features in our experiments, into a continuous representation. Empirically, we found that stochastic binarization as in (3.2) shows stronger performance than deterministic binarization, and thus use the former in our experiments. However, we further conduct a systematic ablation study in Section 3.4.2 to compare the two binarization strategies.

Our model is trained using Adam \cite{KB14a}, with a learning rate of \(1 \times 10^{-3}\) for all parameters. We decay the learning rate by a factor of 0.96 for every 10,000 iterations. Dropout \cite{SHK+14a} is employed on the output of encoder networks, with the rate selected from \(\{0.7, 0.8, 0.9\}\) on the validation set. To facilitate comparisons with previous methods, we set the dimension of \(z\), \textit{i.e.}, the number of bits within the hashing code) as 8, 16, 32, 64, or 128.
3.3.3 Baselines

We evaluate the ness of our framework on both unsupervised and supervised semantic hashing tasks. We consider the following unsupervised baselines for comparisons: Locality Sensitive Hashing (LSH) \cite{DIIM04}, Stack Restricted Boltzmann Machines (S-RBM) \cite{SH09}, Spectral Hashing (SpH) \cite{WTF09}, Self-taught Hashing (STH) \cite{ZWCL10} and Variational Deep Semantic Hashing (VDSH) \cite{CF17}.

For supervised semantic hashing, we also compare NASH against a number of baselines: Supervised Hashing with Kernels (KSH) \cite{LWJ12}, Semantic Hashing using Tags and Topic Modeling (SHTTM) \cite{WZS13} and Supervised VDSH \cite{CF17}. It is worth noting that unlike all these baselines, our NASH model is trained end-to-end in one-step.

3.3.4 Evaluation Metrics

To evaluate the hashing codes for similarity search, we consider each document in the testing set as a query document. Similar documents to the query in the corresponding training set need to be retrieved based on the Hamming distance of their hashing codes, \textit{i.e.} number of different bits. To facilitate comparison with prior work \cite{WZS13,CF17}, the performance is measured with precision. Specifically, during testing, for a query document, we first retrieve the 100 nearest/closest documents according to the Hamming distances of the corresponding hash codes (\textit{i.e.}, the number of different bits). We then examine the percentage of documents among these 100 retrieved ones that belong to the same label (topic) with the query document (we consider documents having the same label as relevant pairs). The ratio of the number of relevant documents to the number of retrieved documents (fixed value of 100) is calculated as the precision score. The precision scores are further averaged over all test (query) documents.
<table>
<thead>
<tr>
<th>Method</th>
<th>8 bits</th>
<th>16 bits</th>
<th>32 bits</th>
<th>64 bits</th>
<th>128 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSH</td>
<td>0.2802</td>
<td>0.3215</td>
<td>0.3862</td>
<td>0.4667</td>
<td>0.5194</td>
</tr>
<tr>
<td>S-RBM</td>
<td>0.5113</td>
<td>0.5740</td>
<td>0.6154</td>
<td>0.6177</td>
<td>0.6452</td>
</tr>
<tr>
<td>SpH</td>
<td>0.6080</td>
<td>0.6340</td>
<td>0.6513</td>
<td>0.6290</td>
<td>0.6045</td>
</tr>
<tr>
<td>STH</td>
<td>0.6616</td>
<td>0.7351</td>
<td>0.7554</td>
<td>0.7350</td>
<td>0.6986</td>
</tr>
<tr>
<td>VDSH</td>
<td>0.6859</td>
<td>0.7165</td>
<td>0.7753</td>
<td>0.7456</td>
<td>0.7318</td>
</tr>
<tr>
<td>NASH</td>
<td>0.7113</td>
<td>0.7624</td>
<td>0.7993</td>
<td>0.7812</td>
<td>0.7559</td>
</tr>
<tr>
<td>NASH-N</td>
<td>0.7352</td>
<td>0.7904</td>
<td>0.8297</td>
<td>0.8086</td>
<td>0.7867</td>
</tr>
<tr>
<td>NASH-DN</td>
<td><strong>0.7470</strong></td>
<td><strong>0.8013</strong></td>
<td><strong>0.8418</strong></td>
<td><strong>0.8297</strong></td>
<td><strong>0.7924</strong></td>
</tr>
</tbody>
</table>

Table 3.1: Precision of the top 100 retrieved documents on Reuters dataset (Unsupervised hashing).

Figure 3.2: Precision of the top 100 retrieved documents on Reuters dataset (Supervised hashing), compared with other supervised baselines.

### 3.4 Experimental Results

We experimented with four variants for our NASH model: (i) NASH: with deterministic decoder; (ii) NASH-N: with fixed random noise injected to decoder; (iii) NASH-DN: with data-dependent noise injected to decoder; (iv) NASH-DN-S: NASH-DN with supervised information during training.
### 3.4.1 Semantic Hashing Evaluation

Table [3.1] presents the results of all models on Reuters dataset. Regarding unsupervised semantic hashing, all the NASH variants consistently outperform the baseline methods by a substantial margin, indicating that our model makes the most use of unlabeled data and manage to assign similar hashing codes, *i.e.*, with small Hamming distance to each other, to documents that belong to the same label. It can be also observed that the injection of noise into the decoder networks has improved the robustness of learned binary representations, resulting in better retrieval performance. More importantly, by making the variances of noise adaptive to the specific input, our NASH-DN achieves even better results, compared with NASH-N, highlighting the importance of exploring/learning the trade-off between rate and distortion objectives by the data itself. We observe the same trend and superiority of our NASH-DN models on the other two benchmarks, as shown in Tables [3.3] and [3.4].

<table>
<thead>
<tr>
<th>Word</th>
<th>weapons</th>
<th>medical</th>
<th>companies</th>
<th>define</th>
<th>israel</th>
<th>book</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASH</td>
<td>gun</td>
<td>treatment</td>
<td>company</td>
<td>definition</td>
<td>israeli</td>
<td>books</td>
</tr>
<tr>
<td></td>
<td>guns</td>
<td>disease</td>
<td>market</td>
<td>defined</td>
<td>arabs</td>
<td>english</td>
</tr>
<tr>
<td></td>
<td>weapon</td>
<td>drugs</td>
<td>afford</td>
<td>explained</td>
<td>arab</td>
<td>references</td>
</tr>
<tr>
<td></td>
<td>armed</td>
<td>health</td>
<td>products</td>
<td>discussion</td>
<td>jewish</td>
<td>learning</td>
</tr>
<tr>
<td></td>
<td>assault</td>
<td>medicine</td>
<td>money</td>
<td>knowledge</td>
<td>jews</td>
<td>reference</td>
</tr>
<tr>
<td>NVDM</td>
<td>guns</td>
<td>medicine</td>
<td>expensive</td>
<td>defined</td>
<td>israeli</td>
<td>books</td>
</tr>
<tr>
<td></td>
<td>weapon</td>
<td>health</td>
<td>industry</td>
<td>definition</td>
<td>arab</td>
<td>reference</td>
</tr>
<tr>
<td></td>
<td>gun</td>
<td>treatment</td>
<td>company</td>
<td>printf</td>
<td>arabs</td>
<td>guide</td>
</tr>
<tr>
<td></td>
<td>militia</td>
<td>disease</td>
<td>market</td>
<td>int</td>
<td>lebanon</td>
<td>writing</td>
</tr>
<tr>
<td></td>
<td>armed</td>
<td>patients</td>
<td>buy</td>
<td>sufficient</td>
<td>lebanese</td>
<td>pages</td>
</tr>
</tbody>
</table>

Table 3.2: The five nearest words in the semantic space learned by NASH, compared with the results from NVDM [MYB16a].

Another observation is that the retrieval results tend to drop a bit when we set the length of hashing codes to be 64 or larger, which also happens for some baseline models. This phenomenon has been reported previously in [WKC12, LWJ+12, WZS13, CF17].
<table>
<thead>
<tr>
<th>Method</th>
<th>8 bits</th>
<th>16 bits</th>
<th>32 bits</th>
<th>64 bits</th>
<th>128 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unsupervised Hashing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSH</td>
<td>0.0578</td>
<td>0.0597</td>
<td>0.0666</td>
<td>0.0770</td>
<td>0.0949</td>
</tr>
<tr>
<td>S-RBM</td>
<td>0.0594</td>
<td>0.0604</td>
<td>0.0533</td>
<td>0.0623</td>
<td>0.0642</td>
</tr>
<tr>
<td>SpH</td>
<td>0.2545</td>
<td>0.3200</td>
<td>0.3709</td>
<td>0.3196</td>
<td>0.2716</td>
</tr>
<tr>
<td>STH</td>
<td>0.3664</td>
<td>0.5237</td>
<td>0.5860</td>
<td>0.5806</td>
<td>0.5443</td>
</tr>
<tr>
<td>VDSH</td>
<td>0.3643</td>
<td>0.3904</td>
<td>0.4327</td>
<td>0.1731</td>
<td>0.0522</td>
</tr>
<tr>
<td>NASH</td>
<td>0.3786</td>
<td>0.5108</td>
<td>0.5671</td>
<td>0.5071</td>
<td>0.4664</td>
</tr>
<tr>
<td>NASH-N</td>
<td>0.3903</td>
<td>0.5213</td>
<td>0.5987</td>
<td>0.5143</td>
<td>0.4776</td>
</tr>
<tr>
<td>NASH-DN</td>
<td><strong>0.4040</strong></td>
<td><strong>0.5310</strong></td>
<td><strong>0.6225</strong></td>
<td>0.5377</td>
<td>0.4945</td>
</tr>
<tr>
<td><strong>Supervised Hashing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KSH</td>
<td>0.4257</td>
<td>0.5559</td>
<td>0.6103</td>
<td>0.6488</td>
<td>0.6638</td>
</tr>
<tr>
<td>SHTTM</td>
<td>0.2690</td>
<td>0.3235</td>
<td>0.2357</td>
<td>0.1411</td>
<td>0.1299</td>
</tr>
<tr>
<td>VDSH-S</td>
<td>0.6586</td>
<td>0.6791</td>
<td>0.7564</td>
<td>0.6850</td>
<td>0.6916</td>
</tr>
<tr>
<td>VDSH-SP</td>
<td><strong>0.6609</strong></td>
<td>0.6551</td>
<td>0.7125</td>
<td>0.7045</td>
<td>0.7117</td>
</tr>
<tr>
<td>NASH-DN-S</td>
<td>0.6247</td>
<td><strong>0.6973</strong></td>
<td><strong>0.8069</strong></td>
<td><strong>0.8213</strong></td>
<td><strong>0.7840</strong></td>
</tr>
</tbody>
</table>

Table 3.3: Precision of the top 100 retrieved documents on 20Newsgroups dataset.

and the reasons could be twofold: (i) for longer codes, the number of data points that are assigned to a certain binary code decreases exponentially. As a result, many queries may fail to return any neighbor documents [WKC12]; (ii) considering the size of training data, it is likely that the model may overfit with long hash codes [CF17]. However, even with longer hashing codes, our NASH models perform stronger than the baselines in most cases (except for the 20Newsgroups dataset), suggesting that NASH can ly allocate documents to informative/meaningful hashing codes even with limited training data.

We also evaluate the ness of NASH in a supervised scenario on the Reuters dataset, where the label or topic information is utilized during training. As shown in Figure[3.2], our NASH-DN-S model consistently outperforms several supervised semantic hashing baselines, with various choices of hashing bits. Notably, our model exhibits higher Top-100 retrieval precision than VDSH-S and VDSH-SP, proposed by [CF17]. This may be at-
<table>
<thead>
<tr>
<th>Method</th>
<th>8 bits</th>
<th>16 bits</th>
<th>32 bits</th>
<th>64 bits</th>
<th>128 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSH</td>
<td>0.4388</td>
<td>0.4393</td>
<td>0.4514</td>
<td>0.4553</td>
<td>0.4773</td>
</tr>
<tr>
<td>S-RBM</td>
<td>0.4846</td>
<td>0.5108</td>
<td>0.5166</td>
<td>0.5190</td>
<td>0.5137</td>
</tr>
<tr>
<td>SpH</td>
<td>0.5807</td>
<td>0.6055</td>
<td>0.6281</td>
<td>0.6143</td>
<td>0.5891</td>
</tr>
<tr>
<td>STH</td>
<td>0.3723</td>
<td>0.3947</td>
<td>0.4105</td>
<td>0.4181</td>
<td>0.4123</td>
</tr>
<tr>
<td>VDSH</td>
<td>0.4330</td>
<td>0.6853</td>
<td>0.7108</td>
<td>0.4410</td>
<td>0.5847</td>
</tr>
<tr>
<td>NASH</td>
<td>0.5849</td>
<td>0.6573</td>
<td>0.6921</td>
<td>0.6548</td>
<td>0.5998</td>
</tr>
<tr>
<td>NASH-N</td>
<td>0.6233</td>
<td>0.6759</td>
<td>0.7201</td>
<td>0.6877</td>
<td>0.6314</td>
</tr>
<tr>
<td>NASH-DN</td>
<td><strong>0.6358</strong></td>
<td><strong>0.6956</strong></td>
<td><strong>0.7327</strong></td>
<td><strong>0.7010</strong></td>
<td><strong>0.6325</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>8 bits</th>
<th>16 bits</th>
<th>32 bits</th>
<th>64 bits</th>
<th>128 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>KSH</td>
<td>0.6608</td>
<td>0.6842</td>
<td>0.7047</td>
<td>0.7175</td>
<td>0.7243</td>
</tr>
<tr>
<td>SHTTM</td>
<td>0.6299</td>
<td>0.6571</td>
<td>0.6485</td>
<td>0.6893</td>
<td>0.6474</td>
</tr>
<tr>
<td>VDSH-S</td>
<td>0.7387</td>
<td>0.7887</td>
<td>0.7883</td>
<td>0.7967</td>
<td>0.8018</td>
</tr>
<tr>
<td>VDSH-SP</td>
<td><strong>0.7498</strong></td>
<td>0.7798</td>
<td>0.7891</td>
<td>0.7888</td>
<td>0.7970</td>
</tr>
<tr>
<td>NASH-DN-S</td>
<td>0.7438</td>
<td><strong>0.7946</strong></td>
<td><strong>0.7987</strong></td>
<td><strong>0.8014</strong></td>
<td><strong>0.8139</strong></td>
</tr>
</tbody>
</table>

Table 3.4: Precision of the top 100 retrieved documents on TMC dataset.

tributed to the fact that in VDSH models, the continuous embeddings are not optimized with their future binarization in mind, and thus could hurt the relevance of learned binary codes. On the contrary, our model is optimized in an end-to-end manner, where the gradients are directly backpropagated to the inference network (through the binary/discrete latent variable), and thus gives rise to a more robust hash function.

### 3.4.2 Ablation study

#### The effect of stochastic sampling

As described in Section 5.3.4, the binary latent variables $z$ in NASH can be either deterministically (via (3.1)) or stochastically (via (3.2)) sampled. We compare these two types of binarization functions in the case of unsupervised hashing. As illustrated in Figure 3.3
stochastic sampling shows stronger retrieval results on all three datasets, indicating that endowing the sampling process of latent variables with more stochasticity improves the learned representations.

![Graph](image.png)

**Figure 3.3**: The precisions of the top 100 retrieved documents for NASH-DN with stochastic or deterministic binary latent variables.

### The effect of encoder/decoder networks

<table>
<thead>
<tr>
<th>Category</th>
<th>Title/Subject</th>
<th>8-bit code</th>
<th>16-bit code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseball</td>
<td><em>Dave Kingman for the hall of fame</em></td>
<td>11101001</td>
<td>00101101100000110</td>
</tr>
<tr>
<td></td>
<td><em>Time of game</em></td>
<td>11111001</td>
<td>0010100100000111</td>
</tr>
<tr>
<td></td>
<td><em>Game score report</em></td>
<td>11101001</td>
<td>0010111010000110</td>
</tr>
<tr>
<td></td>
<td><em>Why is Barry Bonds not batting 4th?</em></td>
<td>11101101</td>
<td>0011110110000110</td>
</tr>
<tr>
<td>Electronics</td>
<td><em>Building a UV flashlight</em></td>
<td>10110100</td>
<td>0010001000101011</td>
</tr>
<tr>
<td></td>
<td><em>How to drive an array of LEDs</em></td>
<td>10110101</td>
<td>00100100010010101</td>
</tr>
<tr>
<td></td>
<td><em>2% silver solder</em></td>
<td>11010101</td>
<td>0010001000101011</td>
</tr>
<tr>
<td></td>
<td><em>Subliminal message flashing on TV</em></td>
<td>10110100</td>
<td>0010011000101001</td>
</tr>
</tbody>
</table>

**Table 3.5**: Examples of learned compact hashing codes on 20Newsgroups dataset.

Under the variational framework introduced here, the encoder network, *i.e.*, hash function, and decoder network are jointly optimized to abstract semantic features from documents. An interesting question concerns what types of network should be leveraged for each part of our NASH model. In this regard, we further investigate the effect of using
an encoder or decoder with different non-linearity, ranging from a linear transformation to two-layer MLPs. We employ a base model with an encoder of two-layer MLPs and a linear decoder (the setup described in Section 5.3.4), and the ablation study results are shown in Table 3.6.

<table>
<thead>
<tr>
<th>Network</th>
<th>Encoder</th>
<th>Decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td>linear</td>
<td>0.5844</td>
<td>0.6225</td>
</tr>
<tr>
<td>one-layer MLP</td>
<td>0.6187</td>
<td>0.3559</td>
</tr>
<tr>
<td>two-layer MLP</td>
<td>0.6225</td>
<td>0.1047</td>
</tr>
</tbody>
</table>

Table 3.6: Ablation study with different encoder/decoder networks.

It is observed that for the encoder networks, increasing the non-linearity by stacking MLP layers leads to better empirical results. In other words, endowing the hash function with more modeling capacity is advantageous to retrieval tasks. However, when we employ a non-linear network for the decoder, the retrieval precision drops dramatically. It is worth noting that the only difference between linear transformation and one-layer MLP is whether a non-linear activation function is employed or not.

This observation may be attributed the fact that the decoder networks can be considered as a similarity measure between latent variable $z$ and the word embeddings $E_k$ for every word, and the probabilities for words that present in the document is maximized to ensure that $z$ is informative. As a result, if we allow the decoder to be too expressive (e.g., a one-layer MLP), it is likely that we will end up with a very flexible similarity measure but relatively less meaningful binary representations. This finding is consistent with several image hashing methods, such as SGH [DGK+17] or binary autoencoder [CPR15], where a linear decoder is typically adopted to obtain promising retrieval results. However, our experiments may not speak for other choices of encoder-decoder architectures, e.g., LSTM-based sequence-to-sequence models [SVL14] or DCNN-based autoencoder [ZSW+17].
3.4.3 Qualitative Analysis

Analysis of Semantic Information

To understand what information has been learned in our NASH model, we examine the matrix $E \in \mathbb{R}^{d \times l}$ in (5.4). Similar to [MYB16a, LL12], we select the 5 nearest words according to the word vectors learned from NASH and compare with the corresponding results from NVDM.

As shown in Table 3.2, although our NASH model contains a binary latent variable, rather than a continuous one as in NVDM, it also groups semantically-similar words together in the learned vector space. This further demonstrates that the proposed generative framework manages to bypass the binary/discrete constraint and is able to abstract useful semantic information from documents.

Case Study

In Table 3.5, we show some examples of the learned binary hashing codes on 20News-groups dataset. We observe that for both 8-bit and 16-bit cases, NASH typically compresses documents with shared topics into very similar binary codes. On the contrary, the hashing codes for documents with different topics exhibit much larger Hamming distance. As a result, relevant documents can be efficiently retrieved by simply computing their Hamming distances.

3.5 Conclusion

This paper presents a first step towards end-to-end semantic hashing, where the binary/discrete constraints are carefully handled with a gradient estimator. A neural variational framework is introduced to train our model. Motivated by the connections between the proposed method and rate-distortion theory, we inject data-dependent noise into the Bernoulli latent
variable at the training stage. The effectiveness of our framework is demonstrated with extensive experiments.
Chapter 4

Towards Generating Long and Coherent Text with Multi-Level Latent Variable Models

Variational autoencoders (VAEs) have received much attention recently as an end-to-end architecture for text generation with latent variables. However, previous works typically focus on synthesizing relatively short sentences (up to 20 words), and the posterior collapse issue has been widely identified in text-VAEs. In this chapter, I will propose to leverage several multi-level structures to learn a VAE model for generating long, and coherent text. In particular, a hierarchy of stochastic layers between the encoder and decoder networks is employed to abstract more informative and semantic-rich latent codes. Besides, we utilize a multi-level decoder structure to capture the coherent long-term structure inherent in long-form texts, by generating intermediate sentence representations as high-level plan vectors. Extensive experimental results demonstrate that the proposed multi-level VAE model produces more coherent and less repetitive long text compared to baselines as well as can mitigate the posterior-collapse issue.

4.1 Introduction

The variational autoencoder (VAE) for text [BVV+16b] is a generative model in which a stochastic latent variable provides additional information to modulate the sequential text-generation process. VAEs have been used for various text processing tasks [SSB17b, ZZE17, KWM+18, DLH+18, HGOL18, SSC+18, XD18, WGX+19b]. While most recent work has focused on generating relatively short sequences (e.g., a single sentence or multiple sentences up to around twenty words), generating long-form text (e.g., a single or multiple paragraphs) with deep latent-variable models has been less explored.
i went here for a grooming and a dog . it was very good . the owner is very nice and friendly . the owner is really nice and friendly . i don t know what they are doing .

the staff is very friendly and helpful . the only reason i can t give them 5 stars . the only reason i am giving the ticket is because of the ticket . can t help but the staff is so friendly and helpful . can t help but the parking lot is just the same .

i have been going to this nail salon for over a year now . the last time i went there . the stylist was nice . but the lady who did my nails . she was very rude and did not have the best nail color i once had .

i am a huge fan of this place . my husband and i were looking for a place to get some good music . this place was a little bit pricey . but i was very happy with the service . the staff was friendly .

Table 4.1: Comparison of samples generated from two generative models on the Yelp reviews dataset.

Recurrent Neural Networks (RNNs) [BCB15, CAR16] have mainly been used for most text VAE models [BVV+16b]. However, it may be difficult to scale RNNs for long-form text generation, as they tend to generate text that is repetitive, ungrammatical, self-contradictory, overly generic and often lacking coherent long-term structure [HBF+18]. Two samples of text generated using standard VAE with an RNN decoder is shown in Table 4.1.

In this work, we propose various multi-level network structures for the VAE model (ml-VAE), to address coherency and repetitiveness challenges associated with long-form text generation. To generate globally-coherent long text sequences, it is desirable that both the higher-level abstract features (e.g., topic, sentiment, etc.) and lower-level fine-granularity details (e.g., specific word choices) of long text can be leveraged by the generative network. It’s difficult for a standard RNN to capture such structure and learn to plan-ahead.

To improve the model’s plan-ahead capability for capturing long-term dependency, following [RER+18a], our first multi-level structure defines a hierarchical RNN decoder as the generative network that learns sentence- and word-level representations. Rather than using the latent code to initialize the RNN decoder directly, we found it more effective when first passing the latent code to a higher-level (sentence) RNN decoder, that outputs
an embedding for the lower-level (word) RNN decoder that generates words. Since the
low-level decoder network cannot fall back on autoregression, it gains a stronger reliance
on the latent code to reconstruct the sequences.

Prior work has found that VAE training often suffers from posterior collapse, in which
the model ignores the latent code \([BVV^{+}16b]\). This issue is related to the fact that the
decoder network is usually parametrized with an autoregressive neural network, such as
RNNs with teacher forcing scheme \([BVV^{+}16b], YHSBK17b, GSC^{+}17, SSB17b, SZH^{+}18b]\).
Several strategies have been proposed (see optimization challenges in Section 4.4) to make
the decoder less autoregressive, so less contextual information is utilized by the decoder
network \([YHSBK17b], SZH^{+}18b]\). We argue that learning more informative latent codes
can enhance the generative model without the need to lessen the contextual information.

We propose leveraging a hierarchy of latent variables between the convolutional inference
(encoder) networks and a multi-level recurrent generative network (decoder). With mul-
tiple stochastic layers, the prior of bottom-level latent variable is inferred from the data,
rather than fixed as a standard Gaussian distribution as in typical VAEs \([KW13]\). The
induced latent code distribution at the bottom level can be perceived as a Gaussian mix-
ture, and thus is endowed with more flexibility to abstract meaningful features from the
input text. While recent work has explored structures for more informative latent codes
\([KWM^{+}18], GCHK18]\), \(ml\)-VAE is conceptually simple and easy to implement.

We evaluate \(ml\)-VAE on language modeling, unconditional and conditional text genera-
tion tasks. We show substantial improvements against several baseline methods in terms of
perplexity on language modeling and quality of generated samples based on BLEU statis-
tics and human evaluation.

### 4.2 Variational Autoencoder (VAE)

Let \(\mathbf{x}\) denote a text sequence, which consists of \(L\) tokens, \(i.e., x_1, x_2, \ldots, x_L\). A VAE en-
codes the text \(\mathbf{x}\) using a recognition (encoder) model, \(q_\phi(z|x)\), parameterizing an approxi-


\begin{equation}
L_{\text{vae}} = \mathbb{E}_{q_{\phi}(z|x)} \left[ \log \frac{p_{\theta}(x|z)p(z)}{q_{\phi}(z|x)} \right],
\end{equation}

This lower bound is composed of a reconstruction loss (first term) that encourages the inference network to encode information necessary to generate the data and a KL regularizer (second term) to push $q_{\phi}(z|x)$ towards the prior $p(z)$.

Although VAEs have been shown to be effective in a wide variety of text processing tasks (see related work), there are two challenges associated with generating longer sequences with VAEs: (i) they lack a long-term planning mechanism, which is critical for generating semantically-coherent long texts [SKS\textsuperscript{+}17]; and (ii) posterior collapse issue. Concerning (ii), it was demonstrated in [BVV\textsuperscript{+}16b] that due to the autoregressive nature of the RNN, the decoder tends to ignore the information from $z$ entirely, resulting in an extremely small KL term (see Section 4.4).
4.3 Multi-Level Generative Networks

4.3.1 Single Latent Variable (ml-VAE-S:)

Our first multi-level model improves upon standard VAE models by introducing a *plan-ahead* ability to sequence generation. Instead of directly making word-level predictions only conditioned on the semantic information from \( z \), a series of *plan vectors* are first generated based upon \( z \) with a *sentence-level* LSTM decoder [LLJ15b]. Our hypothesis is that an explicit design of (inherently hierarchical) paragraph structure can capture sentence-level coherence and potentially mitigate repetitiveness. Intuitively, when predicting each token, the decoder can use information from both the words generated previously and from sentence-level representations.

An input paragraph consist of \( M \) sentences, and each sentence \( t \) has \( N_t \) words, \( t=1,\ldots,M \). To generate the plan vectors, the model first samples a latent code \( z \) through a one-layer multi-layered perceptron (MLP), with ReLU activation functions, to obtain the starting state of the sentence-level LSTM decoder. Subsequent sentence representations, namely the *plan vectors*, are generated with the sentence-level LSTM in a sequential manner:

\[
    h^s_t = \text{LSTM}^{\text{sent}}(h^s_{t-1}, z),
\]

The latent code \( z \) can be considered as a paragraph-level abstraction, relating to information about the semantics of each generated subsequence. Therefore we input \( z \) at each time step of the sentence-level LSTM, to predict the sentence representation. Our single-latent-variable model sketched in Figure 4.3 of supplementary material.

The generated sentence-level plan vectors are then passed onto the word-level LSTM decoder to generate the words for each sentence. To generate each word of a sentence \( t \), the corresponding *plan vector*, \( h^s_t \), is concatenated with the word embedding of the previous word and fed to \( \text{LSTM}^{\text{word}} \) at every time step.\(^1\) Let \( w_{t,i} \) denote the \( i \)-th token of the \( t \)-th

\(^1\)We use teacher-forcing during training and greedy decoding at test time.
This process can be expressed as (for \( t = 1, 2, ..., M \) and \( i = 1, 2, 3, ..., N_t \)):
\[
    h_{t,i}^w = \text{LSTM}^{\text{word}}(h_{t,i-1}^w, h_{t,i}^s, W_e[w_{t,i-1}]),
    \tag{4.3}
\]
\[
    p(w_{t,i}|w_{t<i}, h_t^s) = \text{softmax}(V h_{t,i}^w),
    \tag{4.4}
\]

The initial state \( h_{t,0}^w \) of LSTM\(^{\text{word}}\) is inferred from the corresponding plan vector via an MLP layer. \( V \) represents the weight matrix for computing distribution over words, and \( W_e \) are word embeddings to be learned. For each sentence, once the special \_\text{END} \_token is generated, the word-level LSTM stops decoding \(^2\) LSTM\(^{\text{word}}\) decoder parameters are shared for each generated sentence.

### 4.3.2 Double Latent Variables (\textit{ml-VAE-D}):

Similar architectures of our single latent variable \textit{ml-VAE-S} model have been applied recently for multi-turn dialog response generation [SSL\(^+\)17a, PCK18], mainly focusing on short (one-sentence) response generation. Different from these works, our goal is to generate \textit{long text} which introduces additional challenges to the hierarchical generative network. We hypothesize that with the two-level LSTM decoder embedded into the VAE framework, the load of capturing global and local semantics are handled differently than the \textit{flat-VAEs} [CKS\(^+\)16]. While the multi-level LSTM decoder can capture relatively detailed information (\emph{e.g.}, word-level (local) coherence) via the word- and sentence-level LSTM networks, the latent codes of the VAE are encouraged to abstract more global and high-level semantic features of multiple sentences of long text.

Our double latent variable extension, \textit{ml-VAE-D}, is shown in Figure [5.1]. The inference network encodes upward through each latent variable to infer their posterior distributions, while the generative network samples downward to obtain the distributions over the latent variables. The distribution of the latent variable at the bottom is inferred from the top-layer latent codes, rather than fixed (as in a standard VAE model). This also introduces flexibility

\(^2\)Each sentence is padded with an \_\text{END} \_token.
to the model to abstract useful high-level features [GKA+16], which can then be leveraged by the multi-level LSTM network. Without loss of generality, here we choose to employ a two-layer hierarchy of latent variables, where the bottom and top layers are denoted as $z_1$ and $z_2$, respectively, which can be easily extended to multiple latent-variable layers.

Another important advantage of multi-layer latent variables in the VAE framework is related to the posterior collapse issue. Even though the single latent variable model (ml-VAE-S) defines a multi-level LSTM decoder, the posterior collapse can still exist since the LSTM decoder can still ignore the latent codes due to its autoregressive property. With the hierarchical latent variables, we propose a novel strategy to mitigate this problem, by making less restrictive assumptions regarding the prior distribution of the latent variable. Our model yields a larger KL loss term relative to flat-VAEs, indicating more informative latent codes.

The posterior distributions over the latent variables are assumed to be conditionally independent given the input $x$. We can represent the joint posterior distribution of the two latent variables as:

$$q_\phi(z_1, z_2 | x) = q_\phi(z_2 | x)q_\phi(z_1 | x)$$ (4.5)

Concerning the generative network, the latent variable at the bottom is sampled conditioned on the one at the top. Thus, we have:

$$p_\theta(z_1, z_2) = p_\theta(z_2)p_\theta(z_1 | z_2)$$ (4.6)

$D_{KL}(q_\phi(z | x) || p(z))$, the second term of the VAE objective, then becomes the KL divergence between joint posterior and prior distributions of the two latent variables. Under the assumptions of (4.5) and (4.6), the variational lower bound yields:

$$L_{\text{vae}} = E_{q(z_1 | x)}[\log p(x | z_1)] - D_{KL}(q(z_1, z_2 | x)||p(z_1, z_2))$$ (4.7)

3We assume $z_1$ and $z_2$ to be independent on the encoder side, since this specification will yield a closed-form expression for the KL loss between $p_\theta(z_1, z_2)$ and $q_\phi(z_1, z_2 | x)$.
Abbreviating \( p_\theta \) and \( q_\phi \) with \( p \) and \( q \), we get:

\[
D_{KL}(q(z_1, z_2|\mathbf{x})||p(z_1, z_2))
\]

\[
= \int q(z_2|\mathbf{x})q(z_1|\mathbf{x}) \log \frac{q(z_2|\mathbf{x})q(z_1|\mathbf{x})}{p(z_2)p(z_1|z_2)} dz_1 dz_2
\]

\[
= \int_{z_1, z_2} [q_\phi(z_2|\mathbf{x})q_\phi(z_1|\mathbf{x}) \log \frac{q_\phi(z_1|\mathbf{x})}{p_\theta(z_1|z_2)}
\]

\[
+ q(z_2|\mathbf{x})q(z_1|\mathbf{x}) \log \frac{q(z_2|\mathbf{x})}{p(z_2)}] dz_1 dz_2
\]

\[
= \mathbb{E}_{q(z_2|\mathbf{x})}[D_{KL}(q(z_1|\mathbf{x})||p(z_1|z_2))]
\]

\[
+ D_{KL}(q(z_2|\mathbf{x})||p(z_2))
\]  (4.8)

The left-hand side of (4.8) is the abbreviation of \( D_{KL}(q_\phi(z_1, z_2|\mathbf{x})||p(z_1, z_2)) \). Given the Gaussian assumption for both the prior and posterior distributions, both KL divergence terms can be written in closed-form.

To abstract meaningful representations from the input paragraphs, we choose a hierarchical CNN architecture for the inference/encoder networks for both single and double latent variable models. We use sentence-level CNNs to encode each sentence into a fixed-length vector, which are then aggregated and send to paragraph-level CNN encoder. The inference networks parameterizing \( q(z_1|\mathbf{x}) \) and \( q(z_2|\mathbf{x}) \) share the same parameters as the lower-level CNN.

The single-variable \( ml \)-VAE-S model feeds the paragraph feature vector into the linear layers to infer the mean and variance of the latent variable \( z \). In the double-variable model \( ml \)-VAE-D, the feature vector is transformed with two MLP layers, and then is used to compute the mean and variance of the top-level latent variable.

### 4.4 Related Work
Optimization Challenges. The “posterior collapse” issue associated with training text-VAEs was first outlined by [BVV+16b]. They used two strategies, *KL divergence annealing* and *word dropout*, however, none of them help to improve the perplexity compared to a plain neural language model. [YHSBK17b] argue that the small KL term relates to the strong autoregressive nature of an LSTM generative network, and they proposed to utilize a dilated CNN as a decoder to improve the informativeness of the latent variable. [ZLE18] proposed to augment the VAE training objective with an additional mutual information term. This yields an intractable integral in the case where the latent variables are continuous. Recent work [HSNB19, FLL+19] has shown that advanced scheduling can mitigate the posterior collapse issue. We instead introduce more flexible priors and hierarchical encoder and decoder structures to deal with posterior collapse.

Hierarchical Structures. Natural language is inherently hierarchical (characters form a word, words form a sentence, sentences form a paragraph, paragraphs from a document, etc.). Previous work used multi-level LSTM encoders [YYD+16] or hierarchical autoencoders [LLJ15a] to learn hierarchical representations for long text or defined a stochastic latent variable for each sentence at decoding time [SSL+17a]. In contrast, our model encodes the entire paragraph into one *single* latent variable. The latent variable learned in our model relates more to the global semantic information of a paragraph, whereas those in [SSL+17a] mainly contain the local information of a specific sentence. [author?] [PCK18] introduced a variational hierarchical conversational model (VHCR) with global and local latent variables. They generate local/utterance variables conditioned on the global latent variable, assuming standard dialog-covariance Gaussian for both latent variables. In contrast, both our latent variables in *ml-VAE-D* are designed to contain global information. *ml-VAE* learns the prior of the bottom-level latent variable from the data, yielding more flexible prior relative to a fixed prior and promising results in mitigating the issue of “posterior collapse” in the experiments. The responses in VHCR are generated conditionally.
on the latent variables and context, while our ml-VAE-D model captures the underlying data distribution of the entire paragraph in the bottom latent variable \((z_1)\), so the global latent variable contains more information.

4.5 Experiments

4.5.1 Experimental Setup

Datasets We conducted experiments on both generic (unconditional) long-form text generation and conditional paragraph generation (with additional text input as auxiliary information). For the former, we use two datasets: Yelp Reviews [ZZL15] and arXiv Abstracts. For the conditional-generation experiments, we consider the task of synthesizing a paper abstract conditioned on the paper title (with the arXiv Abstracts dataset). Details on dataset statistics and model architectures are provided in the supplementary material.

Baselines We implement the following language modeling baselines: language model with a flat LSTM decoder (flat-LM), VAE with a flat LSTM decoder (flat-VAE), and language model with a multi-level LSTM decoder (ml-LM).

For generic text generation, we build models using two recently proposed generative models as baselines: Adversarial Autoencoders (AAE) [MSJG15] and Adversarially-Regularized Autoencoders (ARAE) [ZKZ+18]. Instead of penalizing the KL divergence term, AAE introduces a discriminator network to match the prior and posterior distributions of the latent variable. AARE model extends AAE by introducing Wassertein GAN loss [ACB17] and a stronger generator network. We build two variants of our multi-level

---

4 Our goal is to analyze if the proposed architecture can discover different concepts with the hierarchical decoding and latent code structures, thus we use the arxiv dataset with indicated domains for demonstration purposes. We leave the common summarization datasets for future research.

5 We only experimented with state of the art models with similar architectures to our models, since our goal is to investigate the impact of hierarchical VAE structure on the text generation. More efficient new encoder and decoder architectures such as non-autoregressive models is a direction for extending this work.
<table>
<thead>
<tr>
<th>Model</th>
<th>Yelp</th>
<th>arXiv</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NLL</td>
<td>KL</td>
</tr>
<tr>
<td>flat-LM</td>
<td>162.6</td>
<td>-</td>
</tr>
<tr>
<td>flat-VAE</td>
<td>≤ 163.1</td>
<td>0.01</td>
</tr>
<tr>
<td>ml-LM</td>
<td>162.4</td>
<td>-</td>
</tr>
<tr>
<td>ml-VAE-S</td>
<td>≤ 160.8</td>
<td>3.6</td>
</tr>
<tr>
<td>ml-VAE-D</td>
<td>≤ 160.2</td>
<td>6.8</td>
</tr>
</tbody>
</table>

**Table 4.2**: Language modeling results on Yelp and arXiv data. Upper block are baselines, and lower are our models.

VAE models: single latent variable *ml*-VAE-S and double latent variable *ml*-VAE-D. Our code will be released to encourage future research.

### 4.5.2 Language Modeling Results

We report negative log likelihood (NLL) and perplexity (PPL) results on Yelp and arXiv datasets. Following [BVV+16b, YHSBK17b, KWM+18], we use the KL loss term to measure the extent of “posterior collapse”.

As shown in Table 4.2, the standard flat-VAE on Yelp dataset yields a KL divergence term very close to zero, indicating that the generative model makes negligible use of the information from latent variable \(z\). The flat-VAE model obtains slightly worse NNL and PPL relative to a flat LSTM-based language model. With multi-level LSTM decoder, our *ml*-VAE-S yields increased KL divergence, demonstrating that the VAE model tends to leverage more information from the latent variable in the decoding stage. The PPL of *ml*-VAE-S is also decreased from 47.9 to 46.6 (compared to *ml*-LM), indicating that the sampled latent codes improve word-level predictions.

Our double latent variable model, *ml*-VAE-D, exhibits an even larger KL divergence cost term (increased from 3.6 to 6.8) than single latent variable model, indicating that more
information from the latent variable has been utilized by the generative network. This may be due to the fact that the latent variable priors of the ml-VAE-D model are inferred from the data, rather than a fixed standard Gaussian distribution. As a result, the model is endowed with more flexibility to encode informative semantic features in the latent variables, yet matching their posterior distributions to the corresponding priors. ml-VAE-D achieves the best PPL results on both datasets (on the arXiv dataset, our hierarchical decoder outperforms the ml-LM by reducing the PPL from 58.1 down to 54.3).

4.5.3 Unconditional Text Generation

We evaluate the quality of generated paragraphs as follows. We randomly sample 1000 latent codes and send them to all trained generative models to generate text. We use corpus-level BLEU score [PRWZ02] to quantitatively evaluate the generated paragraphs. Following strategy in [YZWY17, ZGF+17a] we use the entire test set as the reference for each generated text, and get the average BLEU scores over 1000 generated sentences for each model.

The results are in Table 4.3. VAE tends to be a stronger baseline for paragraph generation, exhibiting higher corpus-level BLEU scores than both AAE and ARAE. This observation is consistent with the results in [CSAF18] in Table 4.3. The VAE with multi-level decoder demonstrates better BLEU scores than the one with a flat decoder, indicating that the plan-ahead mechanism associated with the hierarchical decoding process indeed benefits the sampling quality. ml-VAE-D exhibits slightly better results than ml-VAE-S. We attribute this to the more flexible prior distribution of ml-VAE-D, which improves the ability of inference networks to extract semantic features from a paragraph, yielding more informative latent codes.

We visualize the learnt latent variables to analyze if our models can extract global

---

6Being interested in longer text generation, we evaluate our models on the n-gram reconstruction ability (where n>1).
features. Using the arXiv dataset, we select the most frequent four article topics and re-train our \textit{ml}-VAE-D model on the corresponding abstracts in an unsupervised way (no topic information is used). We sample bottom-level latent codes from the learned model and plot them with \textit{t}-SNE in Figure 4.2. Each point indicates one paper abstract and the color of each point indicates the topic it belongs to. The embeddings of the same label are very close in the 2-D plot, while those with different labels are relatively farther away from each other. The embeddings of the \textit{High Energy Physics} and \textit{Nuclear} topic abstracts are meshed, which is expected since these two topics are semantically highly related. The inference network can extract meaningful global patterns from the input paragraph.

In Table 4.1 two samples of generations from \textit{flat}-VAE and \textit{ml}-VAE-D are shown. Compared to our hierarchical model, a flat decoder with a flat VAE exhibits repetitions as well as suffers from uninformative sentences. The hierarchical model generates reviews that contain more information with less repetitions (word or semantic semantic repetitions), and tend to be semantically-coherent.

**Diversity of Generated Paragraphs**  We evaluate the diversity of random samples from a trained model, since one model might generate realistic-looking sentences while suffer-
Table 4.3: Evaluation results for generated sequences by our models and baselines on corpus-level BLEU scores (B-n denotes the corpus-level BLEU-n score.)

<table>
<thead>
<tr>
<th>Model</th>
<th>Yelp</th>
<th>arXiv</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-2</td>
<td>B-3</td>
</tr>
<tr>
<td>ARAE</td>
<td>0.684</td>
<td>0.524</td>
</tr>
<tr>
<td>AAE</td>
<td>0.735</td>
<td>0.623</td>
</tr>
<tr>
<td>flat-VAE</td>
<td>0.855</td>
<td>0.705</td>
</tr>
<tr>
<td>ml-VAE-S</td>
<td>0.901</td>
<td>0.744</td>
</tr>
<tr>
<td>ml-VAE-D</td>
<td><strong>0.912</strong></td>
<td><strong>0.755</strong></td>
</tr>
</tbody>
</table>

We randomly sample 1000 reviews from each model. The results are shown in Table 4.5. A small self-BLEU score together with a large BLEU score can justify the effectiveness of a model, i.e., being able to generate realistic-looking as well as diverse samples. Among all the VAE variants, ml-VAE-D shows the smallest BLEU score and largest unique n-grams percentage, demonstrating the effectiveness of hierarchically structured generative networks as well as latent variables. Even though AAE and ARAE yield better diversity according to both metrics, their corpus-level BLEU scores are much worse relative to ml-VAE-D. We leverage human evaluation for
we study the effect of disorder on the dynamics of a two-dimensional electron gas in a two-dimensional optical lattice, we show that the superfluid phase is a phase transition, we also show that, in the presence of a magnetic field, the vortex density is strongly enhanced.

in this work we study the dynamics of a colloidal suspension of frictionless, the capillary forces are driven by the UNK UNK, when the substrate is a thin film, the system is driven by a periodic potential, we also study the dynamics of the interface between the two different types of particles.

Table 4.4: Generated arXiv abstracts from \textit{ml}-VAE-D model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Yelp B-2</th>
<th>Yelp B-3</th>
<th>Yelp B-4</th>
<th>Yelp 2gr</th>
<th>Yelp 3gr</th>
<th>Yelp 4gr</th>
<th>Etp-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARAE</td>
<td>0.725</td>
<td>0.544</td>
<td>0.402</td>
<td>36.2</td>
<td>59.7</td>
<td>75.8</td>
<td>7.551</td>
</tr>
<tr>
<td>AAE</td>
<td>0.831</td>
<td>0.672</td>
<td>0.483</td>
<td>33.2</td>
<td>57.5</td>
<td>71.4</td>
<td>6.767</td>
</tr>
<tr>
<td>flat-VAE</td>
<td>0.872</td>
<td>0.755</td>
<td>0.617</td>
<td>23.7</td>
<td>48.2</td>
<td>69.0</td>
<td>6.793</td>
</tr>
<tr>
<td>\textit{ml}-VAE-S</td>
<td>0.865</td>
<td>0.734</td>
<td>0.591</td>
<td>28.7</td>
<td>50.4</td>
<td>70.7</td>
<td>6.843</td>
</tr>
<tr>
<td>\textit{ml}-VAE-D</td>
<td>0.851</td>
<td>0.723</td>
<td>0.579</td>
<td>30.5</td>
<td>53.2</td>
<td>72.6</td>
<td>6.926</td>
</tr>
</tbody>
</table>

Table 4.5: Evaluation of diversity of 1000 generated sentences on self-BLEU scores (B-n), unique \textit{n}-gram percentages (ngr), 2-gram entropy score.

further comparison.

Human Evaluation We conducted human evaluations using Amazon Mechanical Turk to assess the coherence and non-redundancy properties of our proposed models. Given a pair of generated reviews, the judges are asked to select their preferences (no difference between the two reviews is also an option) according to the following four evaluation criteria: fluency & grammar, consistency, non-redundancy, and overall. We compare generated text from our \textit{ml}-VAE-D against flat-VAE, AAE and real samples from the test set. Details are provided in the supplementary material.

As shown in Table 4.7, \textit{ml}-VAE generates superior human-looking samples compared to flat-VAE on the Yelp Reviews dataset. Even though both models underperform when
compared against the ground-truth real reviews, *ml*-VAE was rated higher in comparison to *flat*-VAE (raters find *ml*-VAE closer to human-generated than the *flat*-VAE) in all the criteria evaluation criteria. When compared against AAE baseline models using the same data preprocessing steps and hyperparameters, *ml*-VAE again produces more grammatically-correct and semantically-coherent samples. The human evaluations correlate with the automatic metrics, which indicate that our *ml*-VAE is actually generating more coherent stories than the baseline models. We leave further evaluations using embedding based metrics as a possible extension to our work.

### 4.5.4 Conditional Paragraph Generation

We consider the task of generating an abstract of a paper based on the corresponding title. The same arXiv dataset is utilized, where when training the title and abstract are given as paired text sequences. The title is used as input of the inference network. For the generative network, instead of reconstructing the same input (*i.e.*, title), the paper abstract is employed as the target for decoding. We compare the *ml*-VAE-D model against *ml*-LM. We observe that the *ml*-VAE-D model achieves a test perplexity of 55.7 (with a KL term of 2.57), smaller than the test perplexity of *ml*-LM (58.1), indicating that the information from the title is used by the generative network to facilitate the decoding process. Generated abstract samples from *ml*-VAE-D model are shown in Table 4.6.

### 4.5.5 Analysis

**The Continuity of Latent Space** Following [BVV+16b], we measure the continuity of the learned latent space. We randomly sample two points from the prior latent space (denoted as $A$ and $B$) and generate sentences based on the equidistant intermediate points along the linear trajectory between $A$ and $B$. As shown in Table 4.8 these intermediate samples are all realistic-looking reviews that are syntactically and semantically reasonable,
Title: Magnetic quantum phase transitions of the antiferromagnetic - Heisenberg model

We study the phase diagram of the model in the presence of a magnetic field. The model is based on the action of the Polyakov loop. We show that the model is consistent with the results of the first order perturbation theory.

Title: Kalman Filtering With UNK Over Wireless UNK Channels

The Kalman filter is a powerful tool for the analysis of quantum information, which is a key component of quantum information processing. However, the efficiency of the proposed scheme is not well understood.

Table 4.6: Conditionally generated arXiv paper abstracts from ml-VAE-D model based on a given title.

<table>
<thead>
<tr>
<th>Model</th>
<th>Grammar</th>
<th>Cons.</th>
<th>Non-Red.</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ml-VAE</td>
<td>52.0</td>
<td>55.0</td>
<td>53.7</td>
<td>60.0</td>
</tr>
<tr>
<td>flat-VAE</td>
<td>30.0</td>
<td>33.0</td>
<td>27.7</td>
<td>32.3</td>
</tr>
<tr>
<td>ml-VAE</td>
<td>75.3</td>
<td>86.0</td>
<td>76.7</td>
<td>86.0</td>
</tr>
<tr>
<td>AAE</td>
<td>13.3</td>
<td>10.3</td>
<td>15.0</td>
<td>12.0</td>
</tr>
<tr>
<td>flat-VAE</td>
<td>19.7</td>
<td>18.7</td>
<td>14.3</td>
<td>19.0</td>
</tr>
<tr>
<td>Real data</td>
<td>61.7</td>
<td>74.7</td>
<td>74.3</td>
<td>77.7</td>
</tr>
<tr>
<td>ml-VAE</td>
<td>28.0</td>
<td>26.3</td>
<td>25.0</td>
<td>30.3</td>
</tr>
<tr>
<td>Real data</td>
<td>48.6</td>
<td>58.7</td>
<td>49.0</td>
<td>61.3</td>
</tr>
</tbody>
</table>

Table 4.7: Human evaluations. Each block is a head-to-head comparison of two models on grammatically, consistency, and non-redundancy.
A the service was great, the receptionist was very friendly and the place was clean, we waited for a while, and then our room was ready.

- same with all the other reviews, this place is a good place to eat, i came here with a group of friends for a birthday dinner, we were hungry and decided to try it, we were seated promptly.

- this place is a little bit of a drive from the strip, my husband and i were looking for a place to eat, all the food was good, the only thing i didn’t like was the sweet potato fries.

- this is not a good place to go, the guy at the front desk was rude and unprofessional, it’s a very small room, and the place was not clean.

- service was poor, the food is terrible, when i asked for a refill on my drink, no one even acknowledged me, they are so rude and unprofessional.

B how is this place still in business, the staff is rude, no one knows what they are doing, they lost my business.

Table 4.8: Intermediate sentences are produced from linear transition between two points in the latent space and sending them to the generator network.

demonstrating the smoothness of the learned VAE latent space. Interestingly, we even observe that the generated sentences gradually transit from positive to negative sentiment along the linear trajectory. To validate that the sentences are not generated by simply retrieving the training data, we find the closest instance, among the entire training set, for each generated review. Details of the results can be found in the supplementary material (Table 4.12).

**Attribute Vector Arithmetic** We conduct an experiment to alter the sentiments of reviews with an *attribute vector*. We encode the reviews of the Yelp Review training dataset with positive sentiment and sample a latent code for each review and measure the mean latent vector. The mean latent vector of the negative reviews are computed in the same way. We subtract the negative mean vector from the positive mean vector to obtain the “sentiment attribute vector”. Next, for evaluation, we randomly sample 1000 reviews with negative sentiment and add the “sentiment attribute vector” to their latent codes. The manipulated latent vectors are then fed to the hierarchical decoder to produce the transferred
Original: you have no idea how badly i want to like this place, they are incredibly vegetarian vegan friendly, i just haven't been impressed by anything i've ordered there, even the chips and salsa aren't terribly good, i do like the bar they have great sangria but that's about it.

Transferred: this is definitely one of my favorite places to eat in vegas, they are very friendly and the food is always fresh, i highly recommend the pork belly, everything else is also very delicious, i do like the fact that they have a great selection of salads.

Table 4.9: An example sentiment transfer result with attribute vector arithmetic. More examples can be found in the supplementary material (Table 4.13).

sentences, hypothesizing that they will convey positive sentiment.

As shown in Table 4.9, the original sentences have been successfully manipulated to positive sentiment with the simple attribute vector operation. However, the specific contents of the reviews are not fully retained. One interesting future direction is to decouple the style and content of long-form texts to allow content-preserving attribute manipulation. We employed a CNN sentiment classifier to evaluate the sentiment of manipulated sentences. The classifier is trained on the entire training set and achieves a test accuracy of 94.2%. With this pre-trained classifier, 83.4% of the transferred reviews are predicted as positive-sentiment, indicating that “attribute vector arithmetic” consistently produces the intended manipulation of sentiment.

4.6 Conclusion

We introduce a hierarchically-structured variational autoencoder for long text generation. It consists of a multi-level LSTM generative network to model the semantic coherence at both the word- and sentence-levels. A hierarchy of stochastic layers is employed, where the priors of the latent variables are learned from the data. Consequently, more informative latent codes are manifested, and the generated samples also exhibit superior quality relative to those from several baseline methods.
4.7 Supplementary

4.7.1 Datasets & Model Details

In the following, we provide details of data pre-processing and the experimental setups used in the experiments. For both Yelp Reviews and arXiv Abstracts datasets, we truncate the original paragraph to the first five sentences (split by punctuation marks including comma, period and point symbols), where each sentence contains at most 25 words. Therefore, each paragraph has at most 125 words. We remove those sentences that contain less than 30 words. The statistics of both datasets are detailed in Table 4.10. The average length of paragraphs considered here are much larger than previous generative models for text [BVV+16b, YZWY17, HYL+17, ZGF+17a], since these works considered text sequences that contain only one sentence with at most twenty words.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Test</th>
<th>Vocabulary</th>
<th>Aver. Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yelp Reviews</td>
<td>244748</td>
<td>18401</td>
<td>12461</td>
<td>48</td>
</tr>
<tr>
<td>arXiv Abstracts</td>
<td>504268</td>
<td>28016</td>
<td>32487</td>
<td>59</td>
</tr>
</tbody>
</table>

Table 4.10: Summary statistics for the datasets used in the generic text generation experiments.

In all the VAE and extensions, the dimension of the latent variable $z$ is set to 300. The dimensions of both the sentence-level and word-level LSTM decoders are set to 512. For the generative networks, to infer the bottom-level latent variable (i.e., modeling $p(z_1|z_2)$), we first feed the sampled latent codes from $z_2$ to two MLP layers, which is followed by two linear transformation to infer the mean and variance of $z_1$, respectively.

The model is trained using Adam [KB14b] with a learning rate of $3 \times 10^{-4}$ for all parameters, with a decay rate of 0.99 for every 3000 iterations. Dropout [SHK+14b] is employed on both word embedding and latent variable layers, with rates selected from {0.3, 0.5, 0.8} on the validation set. We set the mini-batch size to 128. Following [BVV+16b]
we adopt the KL cost annealing strategy to stabilize training: the KL cost term is increased linearly to 1 until 10,000 iterations. All experiments are implemented in TensorFlow [ABC+16], using one NVIDIA GeForce GTX TITAN X GPU with 12GB memory.

4.7.2 Additional Generated Samples from $ml$-VAE-D vs $flat$-VAE

We provide additional examples for the comparison between $ml$-VAE-D vs $flat$-VAE in Table 4.11, as a continuation of Table 4.1.

4.7.3 Retrieved closest training instances of generated samples (Yelp Reviews Dataset)

We provide samples of retrieved instances from the Yelp Review training dataset which are closest to the generated samples. Table 4.12 shows the closest training samples of each generated Yelp review. The first column indicates the intermediate generated sentences produced from linear transition from a point $A$ to another point $B$ in the prior latent space. The second column on the right are the real sentences retrieved from the training set that are closest to the ones generated on the left (determined by BLEU-2 score). We can see that the retrieved training data is quite different from the generated samples, indicating that our model is indeed generating samples that it has never seen during training.

4.7.4 Human evaluation setup and details

Some properties of the generated paragraphs, such as (topic) coherence or non-redundancy, can not be easily measured by automated metrics. Therefore, we conduct human evaluation based on 100 samples randomly generated by each model (the models are trained on the Yelp Reviews dataset for this evaluation). We consider $flat$-VAE, adversarial autoencoders (AAE) and real samples from the test set to compare with our proposed $ml$-VAE-D model. The same hyperparameters are employed for the different model variants to ensure fair
comparison. We evaluate the quality of these generated samples with a blind head-to-head comparison using Amazon Mechanical Turk. Given a pair of generated reviews, the judges are asked to select their preferences ("no difference between the two reviews" is also an option) according to the following 4 evaluation criteria: (1) fluency & grammar, the one that is more grammatically correct and fluent; (2) consistency, the one that depicts a sequence of topics and events that is more consistent; (3) non-redundancy, the one that is better at non-redundancy (if a review repeats itself, this can be taken into account); and (4) overall, the one that more effectively communicates reasonable content. These different criteria help to quantify the impact of the hierarchical structures employed in our model, while the non-redundancy and consistency metrics could be especially correlated with the model’s plan-ahead abilities. The generated paragraphs are presented to the judges in a random order and they are not told the source of the samples. Each sample is rated by three judges and the results are averaged across all samples and judges.

4.7.5 More Samples on Attribute Vector Arithmetic

We provide more samples for sentiment manipulation, where we intend to alter sentiment of negative Yelp reviews with “attribute vector arithmetic”, as a continuation of Table 4.9

4.7.6 Comparison with the “utterance drop” strategy

To resolve the “posterior collapse” issue of training textual VAEs, [PCK18] also introduced a strategy called utterance drop (u.d). Specifically, they proposed to weaken the
autoregressive power of hierarchical RNNs by dropping the utterance encoder vector with a certain probability. To investigate the effectiveness of their method relative to our strategy of employing a hierarchy of latent variables, we conduct a comparative study. Particularly, we utilize \textit{ml}-VAE-S as the baseline model and apply the two strategies to it respectively. The corresponding results on language modeling (Yelp dataset) are shown in Table 4.14. Their u.d strategy indeed allows better usage of the latent variable (indicated by a larger KL divergence value). However, the NLL of the language model becomes even worse, possibly due to the weakening of the decoder during training (similar observations have also been reported in Table 2 of [PCK18]). Our hierarchical prior strategy yields larger KL terms as well as lower NNL value, indicating the advantage of our strategy to mitigate the “posterior collapse” issue.

<table>
<thead>
<tr>
<th>Model</th>
<th>NLL</th>
<th>KL</th>
<th>PPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{ml}-VAE-S</td>
<td>160.8</td>
<td>3.6</td>
<td>46.6</td>
</tr>
<tr>
<td>\textit{ml}-VAE-S (with u.d)</td>
<td>161.3</td>
<td>5.6</td>
<td>47.1</td>
</tr>
<tr>
<td>\textit{ml}-VAE-D</td>
<td>160.2</td>
<td>6.8</td>
<td>45.8</td>
</tr>
</tbody>
</table>

\textbf{Table 4.14:} Comparison with the utterance drop strategy.
<table>
<thead>
<tr>
<th>ml-VAE</th>
<th>flat-VAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>i would give this place zero stars if i could , the guy who was</td>
<td>this is a great little restaurant in vegas , i had the shrimp scampi and</td>
</tr>
<tr>
<td>working the front desk was rude and unprofessional , i have to say</td>
<td>my wife had the shrimp scampi , and my husband had the shrimp scampi ,</td>
</tr>
<tr>
<td>that i was in the wrong place , and i m not sure what i was thinking</td>
<td>it was delicious , i had the shrimp scampi which was delicious and</td>
</tr>
<tr>
<td>, this is not a good place to go to .</td>
<td>seasoned perfectly .</td>
</tr>
<tr>
<td>my wife and i went to this place for dinner , we were seated</td>
<td>very good chinese food , very good chinese</td>
</tr>
<tr>
<td>immediately , the food was good , i ordered the shrimp and grits ,</td>
<td>food , the service was very slow , i guess that s what they were doing</td>
</tr>
<tr>
<td>which was the best part of the meal .</td>
<td>, very slow to get a quick meal.</td>
</tr>
<tr>
<td>we got a gift certificate from a store , we walked in and</td>
<td>we go there for eakfast , i ve been here 3 times and it s always good ,</td>
</tr>
<tr>
<td>were greeted by a young lady who was very helpful and friendly , so</td>
<td>the hot dogs are delicious , and the hot dogs are delicious , i ve</td>
</tr>
<tr>
<td>we decided to get a cut , i was told that they would be ready in</td>
<td>been there for eakfast and it is so good.</td>
</tr>
<tr>
<td>15 minutes .</td>
<td></td>
</tr>
<tr>
<td>the place was packed , chicken was dry , tasted like a frozen hot</td>
<td>do not go here , their food is terrible , they were very slow , in my</td>
</tr>
<tr>
<td>chocolate , others were just so so , i wouldn t recommend this place.</td>
<td>opinion .</td>
</tr>
<tr>
<td>went today with my wife , and received a coupon for a free</td>
<td>the wynn is a great place to eat , the food was</td>
</tr>
<tr>
<td>appetizer , we were not impressed , we both ordered the same thing ,</td>
<td>great and i had the linguine , and it was so good , i had the linguine</td>
</tr>
<tr>
<td>and we were not impressed .</td>
<td>and clams , ( i was so excited to try it ).</td>
</tr>
<tr>
<td>recently visited this place for the first time , i live in the</td>
<td>i came here for a quick bite before heading to a friend s</td>
</tr>
<tr>
<td>area and have been looking for a good local place to eat , we</td>
<td>recommendation , the place was packed , but the food was delicious ,</td>
</tr>
<tr>
<td>stopped in for a quick bite and a few beers , always a nice place</td>
<td>i am a fan of the place , and the place is packed with a lot of people.</td>
</tr>
<tr>
<td>to sit and relax , wonderful and friendly staffs .</td>
<td></td>
</tr>
<tr>
<td>best haircut i ve had in years , friendly staff and great service ,</td>
<td>had a great experience here today , the delivery was friendly and</td>
</tr>
<tr>
<td>he made sure that i was happy with my hair cut , just a little</td>
<td>efficient and the food was good , i would recommend this place to</td>
</tr>
<tr>
<td>pricey but worth it , she is so nice and friendly .</td>
<td>anyone who will work in the future , will be back again.</td>
</tr>
<tr>
<td>great place to go for a date night , first time i went here ,</td>
<td>best place to get in vegas , ps the massage here is awesome , if you</td>
</tr>
<tr>
<td>service is good , the staff is friendly , 5 stars for the food .</td>
<td>want to spend your money , then go there , ps the massage is great.</td>
</tr>
</tbody>
</table>

Table 4.11: Samples randomly generated from ml-VAE-D and flat-VAE, which are both trained on the Yelp review dataset.
<table>
<thead>
<tr>
<th>Generated samples</th>
<th>Closest instance (in the training dataset)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A  the service was great, the receptionist was very friendly and the place was clean, we waited for a while, and then our room was ready.</td>
<td>i ve only been here once myself, and i wasn t impressed, the service was great, staff was very friendly and helpful, we waited for nothing</td>
</tr>
<tr>
<td>• same with all the other reviews, this place is a good place to eat, i came here with a group of friends for a birthday dinner, we were hungry and decided to try it, we were seated promptly.</td>
<td>i really love this place, red robin alone is a good place to eat, but the service here is great too not always easy to find, we were seated promptly, ought drinks promptly and our orders were on point.</td>
</tr>
<tr>
<td>• this place is a little bit of a drive from the strip, my husband and i were looking for a place to eat, all the food was good, the only thing i didn t like was the sweet potato fries.</td>
<td>after a night of drinking, we were looking for a place to eat, the only place still open was the grad lux, its just like a cheesecake factory, the food was actually pretty good.</td>
</tr>
<tr>
<td>• this is not a good place to go, the guy at the front desk was rude and unprofessional, it s a very small room, and the place was not clean.</td>
<td>the food is very good, the margaritas hit the spot, and the service is great, the atmosphere is a little cheesy but overall it s a great place to go.</td>
</tr>
<tr>
<td>• service was poor, the food is terrible, when i asked for a refill on my drink, no one even acknowledged me, they are so rude and unprofessional.</td>
<td>disliked this place, the hostess was so rude, when i asked for a booth, i got attitude, a major.</td>
</tr>
<tr>
<td>B  how is this place still in business, the staff is rude, no one knows what they are doing, they lost my business.</td>
<td>i can t express how awful this store is, don t go to this location, drive to any other location, the staff is useless, no one knows what they are doing.</td>
</tr>
</tbody>
</table>

**Table 4.12:** Using the ml-VAE-D model trained on the Yelp Review dataset, intermediate sentences are produced from linear transition between two points in the prior latent space.
<table>
<thead>
<tr>
<th>Original</th>
<th>Transferred</th>
</tr>
</thead>
<tbody>
<tr>
<td>papa j s is expensive and inconsistent, the ambiance is nice but it doesn’t justify the prices, there are better restaurants in carnegie.</td>
<td>love the food, the prices are reasonable and the food is great, it’s a great place to go for a quick bite.</td>
</tr>
<tr>
<td>i had a lunch there once, the food is ok but it’s on the pricey side, i don’t think i will be back.</td>
<td>i had a great time here, the food is great and the prices are reasonable, i’ll be back.</td>
</tr>
<tr>
<td>i have to say that i write this review with much regret, because i have always loved papa j s, but my recent experience there has changed my mind a bit, from the minute we were seated, we were greeted by a server that was clearly inexperienced and didn’t know the menu.</td>
<td>i have to say, the restaurant is a great place to go for a date, my girlfriend and i have been there a few times, on my last visit, we were greeted by a very friendly hostess.</td>
</tr>
<tr>
<td>a friend recommended this to me, and i can’t figure out why, the food was underwhelming and pricey, the service was fine, and the place looked nice.</td>
<td>a friend of mine recommended this place, and i was so glad that i did try it, the service was great, and the food was delicious.</td>
</tr>
<tr>
<td>this is a small, franchise owned location that caters to the low income in the area, selection is quite limited throughout the store with limited quantities on the shelf of the items they do carry, because of the area in which it is located, the store is not 24 hours as most giant eagle s seem to be.</td>
<td>this is a great little shop, easy to navigate, and they are always open, their produce is always fresh, the store is clean and the staff is friendly.</td>
</tr>
</tbody>
</table>

**Table 4.13**: Sentiment transfer results with attribute vector arithmetic.

69
Original: you have no idea how badly i want to like this place, they are incredibly vegetarian vegan friendly, i just haven t been impressed by anything i ve ordered there, even the chips and salsa aren t terribly good, i do like the bar they have great sangria but that s about it.

Transferred: this is definitely one of my favorite places to eat in vegas, they are very friendly and the food is always fresh, i highly recommend the pork belly, everything else is also very delicious, i do like the fact that they have a great selection of salads.

Original: my boyfriend and i are in our 20s, and have visited this place multiple times, after our visit yesterday, i don t think we ll be back, when we arrived we were greeted by a long line of people waiting to buy game cards.

Transferred: my boyfriend and i have been here twice, and have been to the one in gilbert several times too, since my first visit, i don t think i ve ever had a bad meal here, the servers were very friendly and helpful.

Table 4.15: An example sentiment transfer result with attribute vector arithmetic.
Chapter 5

Learning Compressed Sentence Representations
for On-Device Text Processing

5.1 Introduction

Learning general-purpose sentence representations from large training corpora has received widespread attention in recent years. The learned sentence embeddings can encapsulate rich prior knowledge of natural language, which has been demonstrated to facilitate a variety of downstream tasks (without fine-tuning the encoder weights). The generic sentence embeddings can be trained either in an unsupervised manner [KZS+15a, HCK16, JBS17, GPH+17, LL18, PGJ18], or with supervised tasks such as paraphrase identification [WBGL16], natural language inference [CKS+17], discourse relation classification [NBG17], machine translation [WG18], etc.

Significant effort has been devoted to designing better training objectives for learning sentence embeddings. However, prior methods typically assume that the general-purpose sentence representations are continuous and real-valued. However, this assumption is sub-optimal from the following perspectives: i) the sentence embeddings require large storage or memory footprint; ii) it is computationally expensive to retrieve semantically-similar sentences, since every sentence representation in the database needs to be compared, and the inner product operation is computationally involved. These two disadvantages hinder the applicability of generic sentence representations to mobile devices, where a relatively tiny memory footprint and low computational capacity are typically available [RK18].

In this paper, we aim to mitigate the above issues by binarizing the continuous sentence embeddings. Consequently, the embeddings require much smaller footprint, and
similar sentences can be obtained by simply selecting those with closest binary codes in the Hamming space \[ \text{[KC18]} \]. One simple idea is to naively binarize the continuous vectors by setting a hard threshold. However, we find that this strategy leads to significant performance drop in the empirical results. Besides, the dimension of the binary sentence embeddings cannot be flexibly chosen with this strategy, further limiting the practice use of the direct binarization method.

In this regard, we propose three alternative strategies to parametrize the transformation from pre-trained generic continuous embeddings to their binary forms. Our exploration spans from simple operations, such as a random projection, to deep neural network models, such as a regularized autoencoder. Particularly, we introduce a semantic-preserving objective, which is augmented with the standard autoencoder architecture to encourage abstracting informative binary codes. InferSent \[ \text{[CKS+17]} \] is employed as the testbed sentence embeddings in our experiments, but the binarization schemes proposed here can easily be extended to other pre-trained general-purpose sentence embeddings. We evaluate the quality of the learned general-purpose binary representations using the SentEval toolkit \[ \text{[CKS+17]} \]. It is observed that the inferred binary codes successfully maintain the semantic features contained in the continuous embeddings, and only lead to around 2% performance drop on a set of downstream NLP tasks, while requiring merely 1.5% memory footprint of their continuous counterparts.

Moreover, on several sentence matching benchmarks, we demonstrate that the relatedness between a sentence pair can be evaluated by simply calculating the Hamming distance between their binary codes, which perform on par with or even superior than measuring the cosine similarity between continuous embeddings (see Table \[ 5.1 \]). Note that computing the Hamming distance is much more computationally efficient than the inner product operation in a continuous space. We further perform a \( K \)-nearest neighbor sentence retrieval experiment on the SNLI dataset \[ \text{[BAPM15c]} \], and show that those semantically-similar
sentences can indeed be efficiently retrieved with off-the-shelf binary sentence representations. Summarizing, our contributions in this paper are as follows:

i) to the best of our knowledge, we conduct the first systematic exploration on learning general-purpose binarized (memory-efficient) sentence representations, and four different strategies are proposed;

ii) an autoencoder architecture with a carefully-designed semantic-preserving loss exhibits strong empirical results on a set of downstream NLP tasks;

iii) more importantly, we demonstrate, on several sentence-matching datasets, that simply evaluating the Hamming distance over binary representations performs on par or even better than calculating the cosine similarity between their continuous counterparts (which is less computationally-efficient).

5.2 Related Work

Sentence representations pre-trained from a large amount of data have been shown to be effective when transferred to a wide range of downstream tasks. Prior work along this line can be roughly divided into two categories: i) pre-trained models that require fine-tuning on the specific transferring task [DL15a, RH18, RNSS18, DCLT18, CYyK+18]; ii) methods that extract general-purpose sentence embeddings, which can be effectively applied to downstream NLP tasks without fine-tuning the encoder parameters [KZS+15a, HCK16, JBS17, GPH+17, AKB+17, LL18, PGI18, TdS18]. Our proposed methods belong to the second category and provide a generic and easy-to-use encoder to extract highly informative sentence representations. However, our work is unique since the embeddings inferred from our models are binarized and compact, and thus possess the advantages of small memory footprint and much faster sentence retrieval.

Learning memory-efficient embeddings with deep neural networks has attracted substantial attention recently. One general strategy towards this goal is to extract discrete or
binary data representations [JGP16, SN17, DGK+17, CMS18, SSC+18, THG19]. Binarized embeddings are especially attractive because they are more memory-efficient (relative to discrete embeddings), and they also enjoy the advantages of fast retrieval based upon a Hamming distance calculation. Previous work along this line in NLP has mainly focused on learning compact representations at the word-level [SN17, CMS18, THG19], while much less effort has been devoted to extracting binarized embeddings at the sentence-level. Our work aims to bridge this gap, and serves as an initial attempt to facilitate the deployment of state-of-the-art sentence embeddings on on-device mobile applications.

Our work is also related to prior research on semantic hashing, which aims to learn binary text embeddings specifically for the information retrieval task [SH09, ZWCL10, WSSJ14, XWT+15, SSC+18]. However, these methods are typically trained and evaluated on documents that belong to a specific domain, and thus cannot serve as generic binary sentence representation applicable to a wide variety of NLP tasks. In contrast, our model is trained on large corpora and seeks to provide general-purpose binary representations that can be leveraged for various application scenarios.

5.3 Proposed Approach

We aim to produce compact and binarized representations from continuous sentence embeddings, and preserve the associated semantic information. Let $x$ and $f$ denote, respectively, an input sentence and the function defined by a pre-trained general-purpose sentence encoder. Thus, $f(x)$ represents the continuous embeddings extracted by the encoder. The goal of our model is to learn a universal transformation $g$ that can convert $f(x)$ to highly informative binary sentence representations, i.e., $g(f(x))$, which can be used as generic features for a collection of downstream tasks. We explore four strategies to parametrize the transformation $g$.
5.3.1 Hard Threshold

We use \( h \) and \( b \) to denote the continuous and binary sentence embeddings, respectively, and \( L \) denotes the dimension of \( h \). The first method to binarize the continuous representations is to simply convert each dimension to either 0 or 1 based on a hard threshold. This strategy requires no training and directly operates on pre-trained continuous embeddings. Suppose \( s \) is the hard threshold, we have, for \( i = 1, 2, \ldots, L \):

\[
b(i) = 1_{h(i) > s} = \frac{\text{sign}(h(i) - s) + 1}{2},
\]

One potential issue of this direct binarization method is that the information contained in the continuous representations may be largely lost, since there is no training objective encouraging the preservation of semantic information in the produced binary codes [SSC+18]. Another disadvantage is that the length of the resulting binary code must be the same as the original continuous representation, and can not be flexibly chosen. In practice, however, we may want to learn shorter binary embeddings to save more memory footprint or computation.

5.3.2 Random Projection

To tackle the limitation of the above direct binarization method, we consider an alternative strategy that requires no training either: simply applying a random projection over the pre-trained continuous representations. [WK18] has shown that random sentence encoders can effectively construct universal sentence embeddings from word vectors, while possessing the flexibility of adaptively altering the embedding dimensions. Here, we are interested in exploring whether a random projection would also work well while transforming continuous sentence representations into their binary counterparts.

We randomly initialize a matrix \( W \in \mathbb{R}^{D \times L} \), where \( D \) denotes the dimension of the resulting binary representations. Inspired by the standard initialization heuristic employed
in \[ \text{GB10, WK18} \], the values of the matrix are initialized as sampled uniformly. For \( i = 1, 2, \ldots, D \) and \( j = 1, 2, \ldots, L \), we have:

\[
W_{i,j} \sim \text{Uniform}( -\frac{1}{\sqrt{D}}, \frac{1}{\sqrt{D}} ),
\]

After converting the continuous sentence embeddings to the desired dimension \( D \) with the matrix randomly initialized above, we further apply the operation in (5.1) to binarize it into the discrete/compact form. The dimension \( D \) can be set arbitrarily with this approach, which is easily applicable to any pre-trained sentence embeddings (since no training is needed). This strategy is related to the Locality-Sensitive Hashing (LSH) for inferring binary embeddings [VDL10].

### 5.3.3 Principal Component Analysis

We also consider an alternative strategy to adaptively choose the dimension of the resulting binary representations. Specifically, Principal Component Analysis (PCA) is utilized to reduce the dimensionality of pre-trained continuous embeddings.

Given a set of sentences \( \{ x_i \}_{i=1}^N \) and their corresponding continuous embeddings \( \{ h_i \}_{i=1}^N \subset \mathbb{R}^L \), we learn a projection matrix to reduce the embedding dimensions while keeping the embeddings distinct as much as possible. After centralizing the embeddings as \( h_i = ... \)
\( h_i - \frac{1}{N} \sum_{i=1}^{N} h_i \), the data, as a matrix \( H = (h_1, h_2, \ldots, h_N) \), has the singular value decomposition (SVD):

\[
H = U \Lambda V^T,
\]

where \( \Lambda \) is an \( L \times N \) matrix with descending singular values of \( X \) on its diagonal, with \( U \) and \( V \) orthogonal matrices. Then the correlation matrix can be written as: \( HH^T = U \Lambda^2 U^T \). Assume that the diagonal matrix \( \Lambda^2 = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_L) \) has descending elements \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_L \geq 0 \). We select first \( D \) rows of \( U \) as our projection matrix \( W = U_{1:D} \), then the correlation matrix of \( WH \) is \( WHH^TW^T = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_D) \), which indicates that the embeddings are projected to \( D \) independent and most distinctive axes.

After projecting continuous embeddings to a representative lower dimensional space, we apply the hard threshold function at the position 0 to obtain the binary representations (since the embeddings are zero-centered).

### 5.3.4 Autoencoder Architecture

The methods proposed above suffer from the common issue that the model objective does not explicitly encourage the learned binary codes to retain the semantic information of the original continuous embeddings, and a separate binarization step is employed after training. To address this shortcoming, we further consider an autoencoder architecture, that leverages the reconstruction loss to hopefully endow the learned binary representations with more information. Specifically, an encoder network is utilized to transform the continuous into a binary latent vector, which is then reconstructed back with a decoder network.

For the encoder network, we use a matrix operation, followed by a binarization step, to extract useful features (similar to the random projection setup). Thus, for \( i = 1, 2, \ldots, D \),
we have:
\[
b^{(i)} = 1_{\sigma(W_i \cdot h + k^{(i)}) > s^{(i)}} = \frac{\text{sign}(\sigma(W_i \cdot h + k^{(i)}) - s^{(i)}) + 1}{2},
\]

(5.3)

where \( k \) is the bias term and \( k^{(i)} \) corresponds to the \( i \)-th element of \( k \). \( s^{(i)} \) denotes the threshold determining whether the \( i \)-th bit is 0 or 1. During training, we may use either deterministic or stochastic binarization upon the latent variable. For the deterministic case, \( s^{(i)} = 0.5 \) for all dimensions; in the stochastic case, \( s^{(i)} \) is uniformly sampled as: \( s^{(i)} \sim \text{Uniform}(0, 1) \). We conduct an empirical comparison between these two binarization strategies in Section 5.4.

Prior work have shown that linear decoders are favorable for learning binary codes under the encoder-decoder framework [CPR15, DGK+17, SSC+18]. Inspired by these results, we employ a linear transformation to reconstruct the original continuous embeddings from the binary codes:
\[
\hat{h}^{(i)} = W_i' \cdot b + k_i',
\]

(5.4)

where \( W' \) and \( k' \) are weight and bias term respectively, which are learned. The mean square error between \( h \) and \( \hat{h} \) is employed as the reconstruction loss:
\[
\mathcal{L}_{\text{rec}} = \frac{1}{D} \sum_{i=1}^{D} (h^{(i)} - \hat{h}^{(i)})^2,
\]

(5.5)

This objective imposes the binary vector \( b \) to encode more information from \( h \) (leading to smaller reconstruction error). Straight-through (ST) estimator [Hin12] is utilized to estimate the gradients for the binary variable. The autoencoder model is optimized by minimizing the reconstruction loss for all sentences. After training, the encoder network is leveraged as the transformation to convert the pre-trained continuous embeddings into the binary form.
Semantic-preserving Regularizer

Although the reconstruction objective can help the binary variable to endow with richer semantics, there is no loss that explicitly encourages the binary vectors to preserve the similarity information contained in the original continuous embeddings. Consequently, the model may lead to small reconstruction error but yield sub-optimal binary representations \cite{THG19}. To improve the semantic-preserving property of the inferred binary embeddings, we introduce an additional objective term.

Consider a triple group of sentences \((x_\alpha, x_\beta, x_\gamma)\), whose continuous embeddings are \((h_\alpha, h_\beta, h_\gamma)\), respectively. Suppose that the cosine similarity between \(h_\alpha\) and \(h_\beta\) is larger than that between \(h_\beta\) and \(h_\gamma\), then it is desirable that the Hamming distance between \(b_\alpha\) and \(b_\beta\) should be smaller than that between \(b_\beta\) and \(b_\gamma\) (notably, both large cosine similarity and small Hamming distance indicate that two sentences are semantically-similar).

Let \(d_c(\cdot, \cdot)\) and \(d_h(\cdot, \cdot)\) denote the cosine similarity and Hamming distance (in the continuous and binary embedding space), respectively. Define \(l_{\alpha,\beta,\gamma}\) as an indicator such that, \(l_{\alpha,\beta,\gamma} = 1\) if \(d_c(h_\alpha, h_\beta) \geq d_c(h_\beta, h_\gamma)\), and \(l_{\alpha,\beta,\gamma} = -1\) otherwise. The semantic-preserving regularizer is then defined as:

\[
\mathcal{L}_{sp} = \sum_{\alpha, \beta, \gamma} \max\{0, l_{\alpha,\beta,\gamma}[d_h(b_\alpha, b_\beta) - d_h(b_\beta, b_\gamma)]\}, \tag{5.6}
\]

By penalizing \(L_{sp}\), the learned transformation function \(g\) is explicitly encouraged to retain the semantic similarity information of the original continuous embeddings. Thus, the entire objective function to be optimized is:

\[
\mathcal{L} = \mathcal{L}_{rec} + \lambda_{sp}\mathcal{L}_{sp}, \tag{5.7}
\]

where \(\lambda_{sp}\) controls the relative weight between the reconstruction loss (\(\mathcal{L}_{rec}\)) and semantic-preserving loss (\(\mathcal{L}_{sp}\)).
5.3.5 Discussion

Another possible strategy is to directly train the general-purpose binary embeddings from scratch, i.e., jointly optimizing the continuous embeddings training objective and continuous-to-binary parameterization. However, our initial attempts demonstrate that this strategy leads to inferior empirical results. This observation is consistent with the results reported in [KC18]. Specifically, a binarization layer is directly appended over the InferSent architecture [CKS+17] during training, which gives rise to much larger drop in terms of the embeddings’ quality (we have conducted empirical comparisons with [KC18] in Table 5.1). Therefore, here we focus on learning universal binary embeddings based on pretrained continuous sentence representations.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dim</th>
<th>MR</th>
<th>CR</th>
<th>SUBJ</th>
<th>MPQA</th>
<th>SST</th>
<th>STS14</th>
<th>STSB</th>
<th>SICK-R</th>
<th>MRPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous (dense)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fastText-BoV</td>
<td>300</td>
<td>78.2</td>
<td>80.2</td>
<td>91.8</td>
<td>88.0</td>
<td>82.3</td>
<td>65/63</td>
<td>58.1/59.0</td>
<td>0.698</td>
<td>67.9/74.3</td>
</tr>
<tr>
<td>SkipThought</td>
<td>4800</td>
<td>76.5</td>
<td>80.1</td>
<td>93.6</td>
<td>87.1</td>
<td>82.0</td>
<td>29/35</td>
<td>41.0/41.7</td>
<td>0.595</td>
<td>57.9/66.6</td>
</tr>
<tr>
<td>SkipThought-LN</td>
<td>4800</td>
<td>79.4</td>
<td>83.1</td>
<td>93.7</td>
<td>89.3</td>
<td>82.9</td>
<td>44/45</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>InferSent-FF</td>
<td>4096</td>
<td>79.7</td>
<td>84.2</td>
<td>92.7</td>
<td>89.4</td>
<td>84.3</td>
<td>68/66</td>
<td>55.6/56.2</td>
<td>0.612</td>
<td>67.9/73.8</td>
</tr>
<tr>
<td>InferSent-G</td>
<td>4096</td>
<td>81.1</td>
<td>86.3</td>
<td>92.4</td>
<td>90.2</td>
<td>94.6</td>
<td>68/65</td>
<td>70.0/68.0</td>
<td>0.719</td>
<td>67.4/73.2</td>
</tr>
<tr>
<td>Binary (compact)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>InferLite-short</td>
<td>256</td>
<td>73.7</td>
<td>81.2</td>
<td>83.2</td>
<td>86.2</td>
<td>81.4</td>
<td>61/61</td>
<td>63.4/63.3</td>
<td>0.597</td>
<td>61.7/70.1</td>
</tr>
<tr>
<td>InferLite-medium</td>
<td>1024</td>
<td>76.3</td>
<td>83.2</td>
<td>87.8</td>
<td>88.4</td>
<td>81.3</td>
<td>67/67</td>
<td>64.9/64.9</td>
<td>0.642</td>
<td>64.1/72.0</td>
</tr>
<tr>
<td>InferLite-long</td>
<td>4096</td>
<td>77.7</td>
<td>83.7</td>
<td>89.6</td>
<td>89.1</td>
<td>82.3</td>
<td>68/68</td>
<td>67.9/67.6</td>
<td>0.663</td>
<td>65.4/72.9</td>
</tr>
<tr>
<td>HT-binary</td>
<td>4096</td>
<td>76.6</td>
<td>79.9</td>
<td>91.0</td>
<td>88.4</td>
<td>80.6</td>
<td>62/62</td>
<td>55.8/55.8</td>
<td>0.652</td>
<td>65.6/70.4</td>
</tr>
<tr>
<td>Rand-binary</td>
<td>2048</td>
<td>78.7</td>
<td>82.7</td>
<td>90.4</td>
<td>88.9</td>
<td>81.3</td>
<td>66/66</td>
<td>65.1/65.2</td>
<td>0.704</td>
<td>65.7/70.8</td>
</tr>
<tr>
<td>PCA-binary</td>
<td>2048</td>
<td>78.4</td>
<td>84.5</td>
<td>90.7</td>
<td>89.4</td>
<td>81.0</td>
<td>66/66</td>
<td>63.7/63.8</td>
<td>0.518</td>
<td>65.0/69.7</td>
</tr>
<tr>
<td>AE-binary</td>
<td>2048</td>
<td>78.7</td>
<td>84.9</td>
<td>90.6</td>
<td>89.6</td>
<td>82.1</td>
<td>68/68</td>
<td>71.7/69.7</td>
<td>0.673</td>
<td>65.8/70.8</td>
</tr>
<tr>
<td>AE-binary-SP</td>
<td>2048</td>
<td>79.1</td>
<td>84.6</td>
<td>90.8</td>
<td>90.0</td>
<td>82.7</td>
<td>69/67</td>
<td>73.2/70.6</td>
<td>0.705</td>
<td>67.2/72.0</td>
</tr>
</tbody>
</table>

Table 5.1: Performance on the test set for 10 downstream tasks.
5.4 Experimental setup

5.4.1 Pre-trained Continuous Embeddings

Our proposed model aims to produce highly informative binary sentence embeddings based upon pre-trained continuous representations. In this paper, we utilize InferSent \[\text{CKS}^+17\] as the continuous embeddings (given its effectiveness and widespread use). Note that all four proposed strategies can be easily extended to other pre-trained general-purpose sentence embeddings as well.

Specifically, a bidirectional LSTM architecture along with a max-pooling operation over the hidden units is employed as the sentence encoder, and the model parameters are optimized on the natural language inference tasks, \textit{i.e.}, Standford Natural Language Inference (SNLI) \[\text{BAPM15c}\] and Multi-Genre Natural Language Inference (MultiNLI) datasets \[\text{WNB17}\].

5.4.2 Training Details

Our model is trained using Adam \[\text{KB14a}\], with a value $1 \times 10^{-5}$ as the learning rate for all the parameters. The number of bits (\textit{i.e.}, dimension) of the binary representation is set as 512, 1024, 2048 or 4096, and the best choice for each model is chosen on the validation set, and the corresponding test results are presented in Table 5.1. The batch size is chosen as 64 for all model variants. The hyperparameter over $\lambda_{sp}$ is selected from $\{0.2, 0.5, 0.8, 1\}$ on the validation set, and 0.8 is found to deliver the best empirical results. The training with the autoencoder setup takes only about 1 hour to converge, and thus can be readily applicable to even larger datasets.
5.4.3 Evaluation

To facilitate comparisons with other baseline methods, we use SentEval toolkit\textsuperscript{1} to evaluate the learned binary (compact) sentence embeddings. Concretely, the learned representations are tested on a series of downstream tasks to assess their transferability (with the encoder weights fixed), which can be categorized as follows:

- **Sentence classification**, including sentiment analysis (MR, SST), product reviews (CR), subjectivity classification (SUBJ), opinion polarity detection (MPQA) and question type classification (TREC). A linear classifier is trained with the generic sentence embeddings as the input features. The default SentEval settings is used for all the datasets.

- **Sentence matching**, which comprises semantic relatedness (SICK-R, STS14, STSB) and paraphrase detection (MRPC). Particularly, each pair of sentences in STS14 dataset is associated with a similarity score from 0 to 5 (as the corresponding label). Hamming distance between the binary representations is directly leveraged as the prediction score (\textit{without any classifier parameters}).

For the sentence matching benchmarks, to allow fair comparison with the continuous embeddings, we do not use the same classifier architecture in SentEval. Instead, we obtain the predicted relatedness by directly computing the \textit{cosine similarity} between the continuous embeddings. Consequently, there are no classifier parameters for both the binary and continuous representations. The same valuation metrics in SentEval\textsuperscript{[CK18]} are utilized for all the tasks. For MRPC, the predictions are made by simply judging whether a sentence pair’s score is larger or smaller than the averaged Hamming distance (or cosine similarity).

\textsuperscript{1}https://github.com/facebookresearch/SentEval
5.4.4 Baselines

We consider several strong baselines to compare with the proposed methods, which include both continuous (dense) and binary (compact) representations. For the continuous generic sentence embeddings, we make comparisons with fastText-BoV [JGBM16], Skip-Thought Vectors [KZS+15a] and InferSent [CKS+17]. As to the binary embeddings, we consider the binarized version of InferLite [KC18], which, as far as we are concerned, is the only general-purpose binary representations baseline reported.

5.5 Experimental Results

We experimented with five model variants to learn general-purpose binary embeddings: 
HT-binary (hard threshold, which is selected from \{0, 0.01, 0.1\} on the validation set), Rand-binary (random projection), PCA-binary (reduce the dimensionality with principal component analysis), AE-binary (autoencoder with the reconstruction objective) and AE-binary-SP (autoencoder with both the reconstruction objective and Semantic-Preserving loss). Our code will be released to encourage future research.

5.5.1 Task transfer evaluation

We evaluate the binary sentence representations produced by different methods with a set of transferring tasks. The results are shown in Table 5.1. The proposed autoencoder architecture generally demonstrates the best results. Especially while combined with the semantic-preserving loss defined in (5.7), AE-binary-SP exhibits higher performance compared with a standard autoencoder. It is worth noting that the Rand-binary and PCA-binary model variants also show competitive performance despite their simplicity. These strategies are also quite promising given that no training is required given the pre-trained continuous sentence representations.
Another important result is that, the AE-binary-SP achieves competitive results relative to the InferSent, leading to only about 2% loss on most datasets and even performing at par with InferSent on several datasets, such as the MPQA and STS14 datasets. On the sentence matching tasks, the yielded binary codes are evaluated by merely utilizing the hamming distance features (as mentioned above). To allow fair comparison, we compare the predicted scores with the cosine similarity scores based upon the continuous representations (there are no additional parameters for the classifier). The binary codes brings out promising empirical results relative to their continuous counterparts, and even slightly outperform InferSent on the STS14 dataset.

We also found that our AE-binary-SP model variant consistently demonstrate superior results than the InferLite baselines, which optimize the NLI objective directly over the binary representations. This may be attributed to the difficulty of backpropagating gradients through discrete/binary variables, and would be an interesting direction for future research.

5.5.2 Nearest Neighbor Retrieval

Case Study One major advantage of binary sentence representations is that the similarity of two sentences can be evaluated by merely calculating the hamming distance between their binary codes. To gain more intuition regarding the semantic information encoded in the binary embeddings, we convert all the sentences in the SNLI dataset into continuous and binary vectors (with InferSent-G and AE-binary-SP, respectively). The top-3 closet sentences are retrieved based upon the corresponding metrics, and the resulting samples are shown in Table 5.2. It can be observed that the sentences selected based upon the Hamming distance indeed convey very similar semantic meanings. In some cases, the results with binary codes are even more reasonable compared with the continuous embeddings. For example, for the first query, all three sentences in the left column relate to “watching a movie”, while one of the sentences in the right column is about “sleeping”.
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<table>
<thead>
<tr>
<th>Hamming Distance (binary embeddings)</th>
<th>Cosine Similarity (continuous embeddings)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Query: Several people are sitting in a movie theater.</strong></td>
<td></td>
</tr>
<tr>
<td>A group of people watching a movie at a theater.</td>
<td>A group of people watching a movie at a theater.</td>
</tr>
<tr>
<td>A crowd of people are watching a movie indoors.</td>
<td>A man watching a movie in a theater.</td>
</tr>
<tr>
<td>A man is watching a movie in a theater.</td>
<td>Some people are sleeping on a sofa in front of the television.</td>
</tr>
<tr>
<td><strong>Query: A woman crossing a busy downtown street.</strong></td>
<td></td>
</tr>
<tr>
<td>A lady is walking down a busy street.</td>
<td>A woman walking on the street downtown.</td>
</tr>
<tr>
<td>A woman is on a crowded street.</td>
<td>A lady is walking down a busy street.</td>
</tr>
<tr>
<td>A woman walking on the street downtown.</td>
<td>A man and woman walking down a busy street.</td>
</tr>
<tr>
<td><strong>Query: A well dressed man standing in front of piece of artwork.</strong></td>
<td></td>
</tr>
<tr>
<td>A well dressed man standing in front of an abstract fence painting.</td>
<td>A man wearing headphones is standing in front of a poster.</td>
</tr>
<tr>
<td>A man wearing headphones is standing in front of a poster.</td>
<td>A man standing in front of a chalkboard points at a drawing.</td>
</tr>
<tr>
<td>A man in a blue shirt standing in front of a garage-like structure painted with geometric designs.</td>
<td>A man in a blue shirt standing in front of a garage-like structure painted with geometric designs.</td>
</tr>
<tr>
<td><strong>Query: A woman is sitting at a bar eating a hamburger.</strong></td>
<td></td>
</tr>
<tr>
<td>A woman sitting eating a sandwich.</td>
<td>A woman is sitting in a cafe eating lunch.</td>
</tr>
<tr>
<td>A woman is sitting in a cafe eating lunch.</td>
<td>A woman is eating at a diner.</td>
</tr>
<tr>
<td>The woman is eating a hotdog in the middle of her bedroom.</td>
<td>A woman is eating her meal at a restaurant.</td>
</tr>
<tr>
<td><strong>Query: Group of men trying to catch fish with a fishing net.</strong></td>
<td></td>
</tr>
<tr>
<td>Two men are on a boat trying to fish for food during a sunset.</td>
<td>There are three men on a fishing boat trying to catch bass.</td>
</tr>
<tr>
<td>There are three men on a fishing boat trying to catch bass.</td>
<td>Two men are trying to fish.</td>
</tr>
<tr>
<td>Two men pull a fishing net up into their red boat.</td>
<td>Two men are on a boat trying to fish for food during a sunset.</td>
</tr>
</tbody>
</table>

**Table 5.2:** Nearest neighbor retrieval results on the SNLI dataset.
**Retrieval Speed**  The bitwise comparison is much faster than the element-wise multiplication operation (between real-valued vectors) \cite{THG19}. To verify the speed improvement, we sample 10000 sentence pairs from SNLI and extract their continuous and binary embeddings (with the same dimension of 4096), respectively. We record the time to compute the cosine similarity and hamming distance between the corresponding representations. With our Python implementation, it takes 3.67\,\mu s and 288\,ns respectively, indicating that calculating the Hamming distance is over 12 times faster. Our implementation is not optimized, and the running time of computing Hamming distance can be further improved (to be proportional to the number of different bits, rather than the input length\cite{hamming_distance}).

### 5.5.3 Ablation Study

**The effect of semantic-preserving loss**

To investigate the importance of incorporating the locality-sensitive regularizer, we select different values of $\lambda_{sp}$ (ranging from 0.0 to 1.0) and explore how the transfer results would change accordingly. The $\lambda_{sp}$ controls the relative weight of the semantic-preserving loss term. As shown in Table \ref{tab:ablation}, augmenting the semantic-preserving loss consistently improves the quality of learned binary embeddings, while the best test accuracy on the MR dataset is obtained with $\lambda_{sp} = 0.8$.

<table>
<thead>
<tr>
<th>$\lambda_{sp}$</th>
<th>0.0</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>78.2</td>
<td>78.5</td>
<td>78.5</td>
<td><strong>79.1</strong></td>
<td>78.4</td>
</tr>
</tbody>
</table>

*Table 5.3: Ablation study for the AE-binary-SP model with different choices of $\lambda_{sp}$ (evaluated with test accuracy on the MR dataset).*

Sampling strategy

As discussed in Section 5.3.4, the binary latent vector $b$ can be obtained with either a deterministic or stochastically sampled threshold. We compare these two sampling strategies on several downstream tasks. As illustrated in Figure 5.2, setting a fixed threshold demonstrates better empirical performance on all the datasets. Therefore, deterministic threshold is employed for all the autoencoder model variants in our experiments.

![Figure 5.2: The comparison between deterministic and stochastic sampling for the autoencoder strategy.](image)

The effect of embedding dimension

Except for the hard threshold method, other three proposed strategies all possess the flexibility of adaptively choosing the dimension of learned binary representations. To explore the sensitivity of extracted binary embeddings to their dimensions, we run four model variants (Rand-binary, PCA-binary, AE-binary, AE-binary-SP) with different number of bits (i.e., 512, 1024, 2048, 4096), and their corresponding results on the MR dataset are shown in Figure 5.3.

For the AE-binary and AE-binary-SP models, longer binary codes consistently deliver
better results. While for the Rand-binary and PCA-binary variants, the quality of inferred representations is much less sensitive to the embedding dimension. Notably, these two strategies exhibit competitive performance even with only 512 bits. Therefore, in the case where less memory footprint or little training is preferred, Rand-binary and PCA-binary could be more judicious choices.

5.6 Conclusion

This paper presents a first step towards learning binary and general-purpose sentence representations that allow for efficient storage and fast retrieval over massive corpora. To this end, we explore four distinct strategies to convert pre-trained continuous sentence embeddings into a binarized form. Notably, a regularized autoencoder augmented with semantic-preserving loss exhibits the best empirical results, degrading performance by only around 2% while saving over 98% memory footprint. Besides, two other model variants with a random projection or PCA transformation require no training and demonstrate competitive embedding quality even with relatively small dimensions. Experiments on nearest-neighbor sentence retrieval further validate the effectiveness of proposed framework.
Chapter 6

Conclusions

Deep latent-variable models have seen amazing advancements in recent years, and will continue to help pushing the field of natural language processing (NLP). In this dissertation, I mainly discuss the research contribution I have made on this direction, which can be summarized as follows:

In Chapter 2, I presented a latent-variable model with a deconvolutional sequence decoder, which is optimized by jointly optimizing the variational lower bound and a matching loss. It is shown that the model effectively extracts semantically-meaningful representations, even with limited amount of labeled data available. We evaluate the proposed method in cases of both unsupervised and supervised learning. Specifically, the deconvolutional decoder is demonstrated to be more beneficial than its LSTM counterpart when it comes to obtaining sentence embeddings.

In Chapter 3, I introduced an end-to-end variational autoencoder architecture for semantic hashing, where binary sentence representations can be learned in an unsupervised manner. Specifically, a Bernoulli prior is assumed on the latent variable, and the gradients can be backpropogated through it thanks to the straight-through estimator. Moreover, we propose to inject data-dependent noise into the Bernoulli latent variable during training, inspired by the rate-distortion theory.

In Chapter 4, I discussed my research efforts towards facilitating long-form text generation. I hierarchically-structured variational autoencoder is proposed to model the word- and sentence-level semantic coherence simultaneously. Besides, to alleviate the posterior collapse issue inherent in variational autoencoder models for text, I proposed to employ a hierarchy of stochastic layers between the inference and generative networks. As a result,
the latent representations learned from our model are semantically-richer relative to several strong baselines. More importantly, it is demonstrated, with both automatic metrics and human evaluation, that the generated samples are with superior quality.

In Chapter 4, the general idea of learning binary embeddings is extended to the case of learning general-purpose sentence representations, which enjoys the advantages of: 1) faster retrieval speed over massive corpora; 2) more storage-efficient compared with the continuous counterpart. Four different strategies are explored to convert pre-trained continuous embeddings into a binarized form. Notably, a regularized autoencoder augmented with semantic-preserving loss exhibits the best empirical results.

In terms of future works, deep latent-variable models could be useful for many other challenging NLP problems, such as semi-supervised learning, transfer learning, model compression, data augmentation, etc.
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