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Abstract

Hypertension is a global health challenge: it affects one billion people worldwide and is estimated to account for >60% of all cases or types of cardiovascular disease. Due to our partial understanding of sex differences in blood pressure regulation mechanisms, fewer hypertensive women achieve blood pressure control compared to men, even though compliance and treatment rates are generally higher in women. Furthermore, concurrent use of typical antihypertensive treatments such as a diuretic, a renin-angiotensin system (RAS) inhibitor, and a non-steroidal anti-inflammatory drug (NSAID) significantly increases the risk of acute kidney injury (AKI). This phenomenon is known as “triple whammy” AKI. Diuretics and RAS inhibitors are often prescribed in tandem for the treatment of hypertension, whereas some NSAIDs, such as ibuprofen, are available over the counter. As such, concurrent treatment with all three drugs is common.

Thus, the objective of this study is to identify which factors contribute to the sexual dimorphism in response to antihypertensive therapies targeting the RAS. We also aim to better understand the mechanisms underlying the development of triple whammy AKI and to identify physiological factors that may increase an individual’s susceptibility.

To accomplish these goals, we develop sex-specific models of blood pressure regulation in humans. Model components include variables describing the heart and circulation, kidney function, sodium and water reabsorption in the nephron, and the RAS. Sex differences in the RAS, baseline aldosterone level, and the reactivity of renal sympathetic nervous activity (RSNA) are represented.

Model results suggest that the main source of sexual dimorphism in treatment efficacy is how the effects of the bound RAS receptors differ between males and fe-
males – specifically the feedback mechanisms of the angiotensin II type 1 receptor on renin secretion and the effects of the angiotensin II type two receptor on renal resistance. In regards to triple whammy AKI, model simulations suggest that individual variations in water intake or the myogenic response as well as high dosages of these drugs may predispose patients with hypertension to develop triple whammy AKI.

These proposed models hold great potential for extensions to study other components of blood pressure regulation, such as the interconnectedness of K\(^+\) regulation and Na\(^+\) regulation. We present a model of K\(^+\) regulation including the aldosterone and renal function feedback controls, as well as the feedforward control stimulated by dietary K\(^+\) intake. Model results suggest that the feedforward effect is necessary for increased urinary K\(^+\) excretion during digestion and that muscle-kidney cross talk can accelerate recovery following perturbations in extracellular K\(^+\) concentration.
For Owen, my support and inspiration.
## Contents

Abstract iv  
List of Figures xi  
List of Tables xiii  
List of Abbreviations xiv  
Acknowledgements xvi  

1 Introduction 1  
   1.1 Regulators of blood pressure ................................. 1  
   1.2 History of computational models ........................... 7  

2 Sex Differences in the Rat Renin-Angiotensin System 12  
   2.1 Introduction .................................................. 12  
   2.2 Methods ....................................................... 16  
      2.2.1 Model equations ......................................... 16  
      2.2.2 Model parameters ....................................... 18  
   2.3 Model results ................................................ 21  
      2.3.1 Parameter identification ................................ 21  
      2.3.2 Parameter sensitivity study ........................... 22  
      2.3.3 ACE inhibitors .......................................... 29  
      2.3.4 Angiotensin receptor blockers ......................... 32  
      2.3.5 Effect of feedback ..................................... 33  
   2.4 Discussion ................................................... 34  

3 Sex-specific Long-term Blood Pressure Regulation: Modeling and Analysis 40
3.1 Introduction ................................................................. 40
3.2 Materials and methods .................................................. 42
  3.2.1 Blood pressure regulation model ................................. 42
  3.2.2 Renin-angiotensin system model ................................. 44
  3.2.3 Effects of RAS on blood pressure ................................. 46
  3.2.4 Sex-specific parameters ........................................... 49
3.3 Results ................................................................. 51
  3.3.1 Responses to angiotensin infusion ................................. 51
  3.3.2 Responses to various hypertensive stimuli ....................... 53
  3.3.3 Explaining sex differences in response to hypertensive stimulus 55
  3.3.4 Hypertensive drug treatments ..................................... 57
3.4 Discussion ............................................................. 59

4 Triple Whammy AKI ..................................................... 64
  4.1 Introduction ........................................................... 64
  4.2 Methods .............................................................. 66
    4.2.1 Water and sodium intake ........................................ 66
    4.2.2 Renal tubular water reabsorption and urine flow ............. 68
    4.2.3 Blood volume .................................................... 69
    4.2.4 Macula densa feedback .......................................... 69
    4.2.5 Simulating administration of ACEI .............................. 71
    4.2.6 Simulating administration of furosemide ....................... 71
    4.2.7 Simulating administration of NSAIDs ........................... 72
    4.2.8 Simulating impaired autoregulation ............................. 73
  4.3 Results .............................................................. 74
4.3.1 Response to hypertensive stimuli ........................................... 74
4.3.2 Response to drug treatments ............................................... 75
4.3.3 Risk factors for AKI ............................................................ 77
4.4 Discussion ............................................................................. 80

5 Potassium Homeostasis ............................................................ 87
  5.1 Introduction ........................................................................... 87
    5.1.1 Overview of K\(^+\) regulation ........................................... 87
  5.2 Methods .............................................................................. 91
    5.2.1 Internal K\(^+\) balance ..................................................... 91
    5.2.2 Kidney function ............................................................. 94
    5.2.3 Aldosterone ................................................................. 98
  5.3 Results ............................................................................... 101
    5.3.1 Acute response to K\(^+\) intake ....................................... 101
    5.3.2 Response to K\(^+\) loading ............................................. 101
    5.3.3 Response to K\(^+\) depletion ........................................... 104
  5.4 Discussion ........................................................................... 105

6 Conclusion .............................................................................. 110
  6.1 Future directions ................................................................. 112

A Determining Sex-specific Human RAS Parameters .................. 113

B Full Model Equations .............................................................. 115
  B.1 Renal hemodynamics ......................................................... 115
  B.2 Sodium ............................................................................. 117
  B.3 Water ............................................................................... 121
B.4 The cardiovascular system .............................. 122
B.5 Feedback systems ........................................ 125
B.6 Renin-angiotensin system model ..................... 127

Bibliography .................................................. 136

Biography ...................................................... 160
List of Figures

1.1 Schematic diagram depicting the renin-angiotensin system reaction cascade with sex differences ........................................ 4

2.1 Schematic diagram depicting the RAS reaction cascade. .................. 13

2.2 ACEI and ARB treatment results ............................................ 30

2.3 Effect of feedback on ACEI and ARB treatment ........................... 35

3.1 Schematic diagram of blood pressure regulation ............................ 43

3.2 Schematic diagram of the renin-angiotensin system ........................ 44

3.3 Predicted percent change from control due to Ang I and Ang II infusion. 52

3.4 Change in selected variables from various causes of hypertension ..... 54

3.5 Predicted blood pressure in baseline male and female and three instances of male model with one trait set to female value ............ 56

3.6 Change in MAP following ACEI and ARB administration on hypertensive models .................................................. 58

4.1 Flowchart of the blood pressure regulation model. ......................... 67

4.2 Effects of furosemide and NSAIDs on renal blood flow and renin secretion ................................................................. 70

4.3 The myogenic response .............................................................. 74

4.4 Effect of drug treatments on renal and cardiovascular function ......... 76

4.5 Effect of drug combinations on renal and cardiovascular function of the male and female hypertensive models under aggravating conditions 79

5.1 Flowchart depicting $K^+$ homeostasis model ................................. 92

5.2 Variable values before and while digesting a 35mEq $K^+$ meal ............ 102
5.3 Model response to K+ loading with muscle-kidney cross talk . . . . . 104
5.4 Model response to K+ depletion with muscle-kidney cross talk . . . . . 106
List of Tables

2.1 Rat RAS hormone levels and enzymatic activity . . . . . . . . . . . . 21
2.2 Calculated kinetic parameters for four cohorts of rats . . . . . . . . 22
2.3 Parameter sensitivity analysis for male normotensive rat . . . . . . 24
2.4 Parameter sensitivity analysis for female normotensive rat . . . . . 25
2.5 Parameter sensitivity analysis for male hypertensive rat . . . . . . 26
2.6 Parameter sensitivity analysis for female hypertensive rat . . . . . 27
3.1 Human RAS hormone levels. . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Reaction rate constants for male and female normotensive humans . 50
5.1 Parameter values for K+ model equations . . . . . . . . . . . . . . . . 99
5.2 Variable values for K+ model equations at steady state . . . . . . 99
A.1 Sex-specific RAS reaction rate constant ratios. . . . . . . . . . . . 114
B.1 Parameter values for model equations . . . . . . . . . . . . . . . . . 130
B.2 Variable values at steady state . . . . . . . . . . . . . . . . . . . . . 132
## List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE</td>
<td>angiotensin converting enzyme</td>
</tr>
<tr>
<td>ACEI</td>
<td>angiotensin converting enzyme inhibitor</td>
</tr>
<tr>
<td>ADH</td>
<td>antidiuretic hormone</td>
</tr>
<tr>
<td>AGT</td>
<td>angiotensinogen</td>
</tr>
<tr>
<td>AKI</td>
<td>acute kidney injury</td>
</tr>
<tr>
<td>ALD</td>
<td>aldosterone</td>
</tr>
<tr>
<td>Ang I</td>
<td>angiotensin I</td>
</tr>
<tr>
<td>Ang II</td>
<td>angiotensin II</td>
</tr>
<tr>
<td>Ang (1-7)</td>
<td>angiotensin (1-7)</td>
</tr>
<tr>
<td>Ang IV</td>
<td>angiotensin IV</td>
</tr>
<tr>
<td>ANP</td>
<td>atrial natriuretic peptide</td>
</tr>
<tr>
<td>ARB</td>
<td>angiotensin receptor blocker</td>
</tr>
<tr>
<td>AT1R - bound Ang II</td>
<td>angiotensin type 1 receptor bound angiotensin II</td>
</tr>
<tr>
<td>AT2R - bound Ang II</td>
<td>angiotensin type 2 receptor bound angiotensin II</td>
</tr>
<tr>
<td>DRI</td>
<td>direct renin inhibitor</td>
</tr>
<tr>
<td>GFR</td>
<td>glomerular filtration rate</td>
</tr>
<tr>
<td>K+</td>
<td>potassium</td>
</tr>
<tr>
<td>MAP</td>
<td>mean arterial pressure</td>
</tr>
<tr>
<td>Na+</td>
<td>sodium</td>
</tr>
<tr>
<td>NEP</td>
<td>neutral endopeptidase</td>
</tr>
<tr>
<td>NSAID</td>
<td>nonsteroidal anti-inflammatory drugs</td>
</tr>
<tr>
<td>PRA</td>
<td>plasma renin activity</td>
</tr>
<tr>
<td>PRC</td>
<td>plasma renin concentration</td>
</tr>
<tr>
<td>RAS</td>
<td>renin-angiotensin system</td>
</tr>
</tbody>
</table>
RSNA  renal sympathetic nervous activity
SHR    spontaneously hypertensive rats
SNGFR  single nephron glomerular filtration rate
Acknowledgements

There are many people without whom this dissertation would not have been possible. First, I would like to thank my advisor, Anita T. Layton, for her guidance, teachings, and support. I have learned so much from her.

Next, I would like to thank my committee members, Susan Gurley, Tim Reddy, and Dennis Frank-Ito, who have guided me through this project, provided insights, and challenged me to dig deeper and be more exact in my methods.

I would like to thank the co-authors on my papers, specifically Susan Gurley for contributing her knowledge of the renin-angiotensin system and feedback on chapter 2 and Francisco J. López-Hernández for contributing his insight into triple whammy AKI and feedback on chapter 4.

I would like to thank Sameed Ahmed for working with me to prepare the code for chapter 4 for publication and working to make it applicable to rats as well as humans.

Finally, I would like to thank my parents, Ann and Brian Leete, for their support throughout my education. And to my husband, Owen Leete, for his unvarying support, encouragement, and belief in me.
Chapter 1

Introduction

1 Cardiovascular disease is the number one cause of death in American adults [163] and is the number one risk factor for global disease [12]. Hypertension is the single largest risk factor for cardiovascular mortality and effected an estimated 116.4 million American adults over 20 years of age in 2013–2016 [12] and an estimated 1.39 billion adults worldwide in 2010 [12]. The elimination of hypertension could reduce cardiovascular disease mortality by 30.4% among males and 38.0% among females [12]. Cardiovascular disease effects both men and women; however, there are substantial sex differences in its progression, severity, and treatment success.

Sex differences in prevalence and severity of hypertension have been reported in a number of mammalian and avian species [201]. In both spontaneously hypertensive rats (SHR) and Dahl salt-sensitive rats [171], males develop earlier and more severe hypertension than females. Women tend to have lower rates of hypertension than men before menopause, but higher after menopause [83, 197, 12]. Men are at higher risk for cardiovascular and renal diseases [115, 240]. In general, death rates attributable to high blood pressure is higher for males than females [12].

1.1 Regulators of blood pressure

Hypertension is a multifactorial disease, with causes including arterial stiffening, impaired renal sodium (Na\(^+\)) handling, stimulation of the renal sympathetic nervous
system, and stimulation of the renin-angiotensin system (RAS). Many of these systems interact with each other, meaning that identifying a single cause of hypertension is difficult or impossible. This also leads to multiple targets for treating hypertension. The interactions between these three main components – the kidney, the RAS, and renal sympathetic nervous activity (RSNA) – as well as sex differences and treatments targeting these are described in this section.

The kidney. The kidney is a collection of nephrons, each beginning with a glomerulus where blood is filtered. Large proteins, such as hemoglobin are kept within the body, while water and solutes such as Na$^+$ and potassium flow into the lumen. The afferent and efferent arterioles bring blood to and away from the glomerulus, respectively, and control the glomerular filtration rate (GFR) through changing diameter to restrict blood flow and control pressure within the glomerulus. If the pressure is too high, indicated by an high GFR, it may damage the delicate capillaries of the glomerulus, rendering the filter unusable. Too low GFR, and cells may not get the blood flow they need to survive. As the luminal fluid leaves the glomerulus and passes through the nephron, solutes and water are reabsorbed or secreted according to the needs of the body. Finally, the concentrated urine then exits to the bladder. By controlling what is reabsorbed verses secreted, the kidney effects blood volume and thus blood pressure.

Kidney function is a key determinant of blood pressure [236]. This is evident through transplantation studies, where hypertension “goes with” the kidney; transplanting a kidney from a hypertensive rat into a normotensive rat causes hypertension in the recipient [13]. The main regulator of blood pressure is the pressure-natriuresis effect, whereby increases in renal perfusion pressure cause greater amounts of Na$^+$ to be excreted through the urine [162]. This also causes a greater excretion of water,
lowering blood volume and thus blood pressure.

While essential for blood pressure control in both sexes, the pressure-natriuresis curve is shifted leftward in females, meaning that the same renal perfusion pressure leads to higher levels of Na\(^+\) excretion [87, 110]. Females tend to also have smaller kidneys, in rats females can have kidneys half the size of males [144, 198]. In humans, men’s kidneys weigh 23% more than women’s [182]. The main measure of kidney function, GFR, differs in males versus females. In rats, single nephron GFR is lower in females [164, 192]. In humans, women have lower total GFR, but whether differences in GFR lead to overall differences in urine flow is undetermined. When adjusted for body size, both female rats and humans have similar urinary output to their male counterparts [148, 198]. How mammals have sex differences in size and GFR without differing in body size adjusted urinary output may indicate that other sex difference may pick up the slack. Transporter abundance varies along the nephron [234] and may be why urinary output can be similar while size and GFR differs.

Antihypertensive therapies targeting the kidney include diuretics, which seek to reduce blood volume through increasing urine flow. In this dissertation, we focus on furosemide, a loop diuretic, which inhibits NKCC2 transporters in the thick ascending limb of the Loop of Henle [47, 165], thus decreasing Na\(^+\) reabsorption. The changed osmotic gradient then decreases water reabsorption, leading to increased urine flow.

**The RAS.** The RAS controls blood pressure through adjusting GFR as well as Na\(^+\) and water reabsorption in the nephrons, thus controlling urine flow and blood volume. Angiotensinogen (AGT) is produced in the liver and proximal tubules of the kidney and circulates throughout the body where it is cleaved by renin, produced in the juxtaglomerular apparatus, to produce angiotensin I (Ang I). As Ang I circulates through the body, it is cleaved into many other forms of angiotensin, including Ang
II, Ang IV, and Ang (1-7), each of which have their own effects on the body. A flowchart of the RAS, including sex differences indicated by arrows can be found in Fig. 1.1.

The most well studied pathway is where Ang I is cleaved by either angiotensin converting enzyme (ACE) or chymase into Ang II, which then binds to the angiotensin type 1 receptor (AT1R). AT1R-bound Ang II stimulates Na⁺ reabsorption by increasing aldosterone secretion. AT1R-bound Ang II also stimulates renal vasoconstriction, inflammation, and fibrosis [24]. All of these contribute to raising blood pressure.

However, Ang II can also bind to the angiotensin type 2 receptor (AT2R), which causes vasodilation and natriuresis to lower blood pressure [24]. A third pathway in the RAS is through Ang (1-7), produced from neutral endopeptidase (NEP) activity on Ang I or ACE2 activity on Ang II. Ang (1-7) can bind to the MAS receptor, causing vasodilation, natriuresis, reduced inflammation, and reduced fibrosis [24, 25]. Other form of angiotensin are known, but here we focus on those most well studied.
Sex differences in the circulating and intrarenal concentrations of the various forms of angiotensin and of the receptors are becoming increasingly well studied [56, 89, 243]. Here, we focus on a few key differences. Sex hormones influence many parts of the RAS. Generally, in males, the ACE/ANG II/AT1R pathways are enhanced, whereas in females, the balance is shifted toward the ACE2/ANG (1–7)/MAS receptor and AT2R pathways. In humans, estrogen causes females to have greater levels of circulating AGT [56], while also decreasing circulating renin [205], ACE [61], AT1R density, and aldosterone production [115]. In rats, estrogen has been found to increase renal AT2R expression and to decrease renal AT1R synthesis [9, 157, 172, 205]. On the other hand, in rats, testosterone increases renal AGT, AT1R, and renin expression [31, 51, 100, 105]. These effects of sex hormones likely lead to the greater AT1R:AT2R ratio found in male rats [16, 201, 243]. Male rats also have greater ACE2 activity, while female rats have higher levels of ANG (1–7) [176].

The sex differences in the RAS are not limited to peptide concentrations, as there are also differences in how the body reacts to changes within the RAS. Changes in ANG II level produce significantly smaller changes in blood pressure in female rats than in male rats [56, 201], and ANG II infusion reduces renal perfusion significantly more in women than in men [62]. The latter may be attributable to the fact that during ANG II infusion, GFR is maintained in men, while it drops in women [155].

The RAS is a common target for antihypertensive therapies. Direct renin inhibitors (DRI) block renin, stopping the enzymatic cascade at the earliest opportunity. Angiotensin converting enzyme inhibitors (ACEI) block the conversion of Ang I into Ang II by ACE. Angiotensin receptor blockers (ARB) are AT1R antagonists and stop the binding of Ang II to AT1R. The goal of all of these drugs is to reduce

\footnote{The following two paragraphs have been published in [3].}
the amount of AT1R-bound Ang II, thereby stopping its blood pressure increasing
effects. However, their effects on the other arms of the RAS, such as AT2R-bound
Ang II and the bound MAS receptor differ and are not as well studied.

Interaction between the kidney and the RAS is two-way, with signalling from the
kidney controlling upstream components of the RAS, and downstream components
of the RAS adjusting GFR as well as Na\(^+\) and water reabsorption in the nephrons.
Signalling from the kidney to the RAS occurs at the juxtaglomerular apparatus,
which is responsible for controlling GFR. Low GFR triggers a release of AGT and
renin, increasing RAS activity and blood pressure to drive more blood to the kidney.
High GFR has the opposite effect.

**RSNA.** The RAS is not the only regulator of kidney function. RSNA stimulates
contraction of the afferent arteriole and renin secretion, lowering GFR and urine flow
both directly and through RAS activity. In females, RSNA is less easily excitable
and more easily repressed [90]. Renal denervation is a tool for fighting hyperten-
sion, where the nerves responsible for contracting the afferent arteriole are blocked,
resulting in higher GFR and urine flow.

Despite these sex differences in the systems controlling blood pressure, men and
women are treated identically when it comes to blood pressure control, leading to
fewer women (45%) achieving blood pressure control compared to men (51%), even
though compliance and treatment rates are higher in women [72]. Even drugs that
target similar pathways in the RAS, such as ACEI and ARB, can have substantially
different success rates in treating men and women. Women have been found to have
better survival rates when taking ARBs rather than ACEIs [94], while ACEIs reduce
blood pressure more in male SHR than in female SHR [190]. Understanding the
mechanisms whereby physiological sex differences cause differences in drug treatment efficacy is key to developing and prescribing proper treatment for individuals.

1.2 History of computational models

To investigate how physiological sex differences translate into differences in drug treatment efficacy, we use computational models to describe the systems that control blood pressure. Models describing both the RAS and blood pressure separately and together have been previously designed and used (see below). Here we describe some of the major contributions to the field.

RAS models. A number of computational models of the RAS have been published (see below). However, to our knowledge, none of these have been sex specific, and many only focus on the ACE/ANG II/AT1R pathway. ³Takahashi et al. [219] modeled this ACE/ANG II/AT1R pathway along with bradykinin’s interactions with ACE and blood pressure. Their goal was to understand how ACE inhibitors can lower blood pressure, even when genetic variation in ACE and AGT expression does not substantially change blood pressure. They included blood pressure as an explicit variable, while other models below only used upstream ANG II levels as an indicator of drug treatment efficacy. With their model they were able to find that small changes in ACE and AGT, such as those caused by genetic differences, can be offset by bradykinin levels, so that ANG II levels stay the same. However, with ACE inhibition, the system deviates sufficiently far from baseline, such that bradykinin can no longer offset the drastic reduction in ANG I. As a result, ANG II levels, and thus blood pressure, are reduced.

³The following four paragraphs have been published in [3].
To compare ACEI with DRI, Hong et al. [91] developed a pharmacodynamic model for renin, ANG I, and ANG II, together with a pharmacokinetic component describing the effects of aliskiren, a DRI. They found that aliskiren was best described with a two-compartment model with nonlinear capacity-limited distribution and elimination kinetics. Their model was able to show the greater increase in active renin from aliskiren treatment as compared with ACEI or ARB. They also discovered that there is a limit to the amount of RAS blockade available from increasing doses of aliskiren. They presented a reduced model that does not rely on ANG II measurements, which can be difficult to attain.

Ramusovic and Laeer [189] also modeled this ACE/ANG II/AT1R axis to compare and contrast the effects of a single dose of ACEI, ARB, and DRI. Even without the inclusion of circadian rhythm parameters as used in Hong et al. [91], Ramusovic and Laeer were able to achieve a sufficiently good fit for the plasma ANG I and ANG II levels following aliskiren treatment. Notably, model responses were matched to a range of dosages rather than just a single dosage.

Lo et al. [141] developed a more comprehensive model of the RAS containing AGT, ANG I, ANG II, ANG (1–7), ANG IV, AT1R, and AT2R. They validated the model using angiotensin infusion experiments and compared the effects of ACEI, ARB, and DRI. They extended their model to include not only the circulating plasma hormone concentrations, but intrarenal RAS as well. Using this more complete and detailed model of the RAS, they were able to measure the effects of drug treatments by monitoring AT1R-bound ANG II levels, which is the actual effector of changes in the body, rather than plasma renin activity (PRA), which is the quantity commonly measured in clinical experiments. Although these models provide insight for understanding the RAS and guiding RAS-targeted antihypertensive therapy, none of them capture sex differences in the RAS or in men and women’s differing response to RAS.
inhibitors.

**Blood pressure regulation models.** In 1972, Guyton and Coleman pioneered the field of computational models of physiological systems with their seminal circulation model [78]. Their model has components that describe cardiovascular function, circulatory dynamics, renal hemodynamics, kidney function, respiratory function, neurohormonal feedback, autonomic nervous system activity, and electrolyte balance. Their simulation results indicate that kidney function was of paramount importance in how the balance of Na\(^+\) and water retention and secretion controls blood volume and thus blood pressure. Over the years the Guyton model has been rigorously studied and validated as it has been extended and built upon to answer a variety of questions.

Thomas et al. [222] adopted the Guyton model and incorporated Ikeda et al.’s [95] representation of body fluid regulation as well as a detailed model of the kidney. Describing these detailed mechanisms of body fluid homeostasis allowed them to model long- and short-term blood pressure regulation. Guillaud and Hannaert [73] then built on Thomas et al.’s model [222] and developed the first blood pressure regulation model that incorporates the RAS. Guillaud and Hannaert chose to include AGT, Ang I, Ang II, and their effects on vascular resistance and ALD. This extension allowed the modelling of hypertensive and cardiovascular renal disease patients, including those caused by salt-sensitivity, polymorphisms, and pharmacotherapeutics.

In 2005, Karaaslaan et al. took the Guyton model in another direction when they adopted some of its major components and added the effect of RSNA on tubular Na\(^+\) reabsorption and renin secretion [103]. They applied the resulting model to study the consequences of long-term RSNA activation and impairment on hypertension [103]. In 2014, Hallow et al. built on their model and contributed a detailed RAS submodel
to more accurately simulate the effects of RAS-targeting antihypertensive therapies [80].

While many agree with the Guyton’s conclusion that pressure-natriuresis is the main drive of blood pressure regulation, not all do. Averina et al. [7] proposed that sympathetic nerve activity, not the pressure-natriuresis curve, was the determinant of blood pressure and that the pressure-natriuresis curve could instead be replicated simply from Na\(^+\) intake. This approach led to a model that could investigate causes of hypertension separate from kidney dysfunction.

Beard et al. [11] also diminished the kidneys’ role in blood pressure regulation, and put greater importance on the baroreflex arc and the RAS. They focused on developing a model where all data, variables, parameters, and equations are clear to the reader. Their model is useful for gaining insight and building a basic knowledge of the systems involved, even if reproducing certain clinically interesting variables or scenarios is not possible.

**Kidney models.** A review of computational models of kidney function can be found in Refs. [119, 125, 120, 128, 127, 223].

**Our contributions.** While the aforementioned models provide valuable insights into the many different facets of blood pressure regulation, none of these models are sex specific, and in many instances are based on data pulled only from male patients or male experimental animals. This dissertation represents the first approach to using sex-specific computational models to understand sex differences in blood pressure regulation.

To investigate sex differences in blood pressure regulation, we begin with the sex-specific computational models of the RAS in rats described in Chapter 2. Rats
show many of the sex differences that are qualitatively similar to humans, and sex-specific data is more abundant in rats. This chapter was previously published in *Computers & Chemical Engineering* [136]. In Chapter 3, we re-parameterize the RAS submodel using human data and incorporate it into a larger circulation model based on the models by Karraaslaan et al. and Hallow et al. [80, 103]. In addition, we incorporate sex differences outside the RAS, such as RSNA and how bound RAS receptors effect the body, to investigate the mechanisms behind sex differences in antihypertensive drug efficacy. This chapter was previously published in *Computers in Biology and Medicine* [137]. In Chapter 4, we expand our model to represent the effects of diuretics and non-steroidal anti-inflammatory drugs (NSAID) to investigate risk factors for “triple whammy” acute kidney injury (AKI), whereby triple treatment with ACEI/ARB, diuretics, and NSAIDs can cause AKI in a significant portion of patients. This chapter has been submitted for publication [138]. In Chapter 5, we present a model of potassium homeostasis, that can be combined with our model of blood pressure regulation to investigate how the ratio of potassium to $\text{Na}^+$ intake affects blood pressure.
Chapter 2

Sex Differences in the Rat

Renin-Angiotensin System

2.1 Introduction

The renin-angiotensin system (RAS) is an important regulator of blood pressure. The RAS consists of an enzymatic cascade that produces the bioactive peptide angiotensin II (Ang II) [211]. The cascade starts with angiotensinogen (AGT), which is cleaved by renin and later angiotensin converting enzyme (ACE) and neutral endopeptidase (NEP) into different forms of angiotensin (see Fig. 2.1) [211, 24, 25]. The enzyme renin catalyzes the first reaction in the RAS and is often thought as the driving force in the cascade. The products of the RAS are major biologically active products includes angiotensin (1-7) (Ang (1-7)) and Ang II. These bind to receptors and impact the brain, heart, kidney, vasculature, and immune system [211]. Ang II has two different types of receptors. When bound to angiotensin II type 1 receptor (AT1R), Ang II stimulates renal vasoconstriction, raises sodium reabsorption, and promotes inflammation and fibrosis [24]. When bound to angiotensin II type 2 receptor (AT2R), Ang II induces vasodilation and natriuresis. Ang (1-7) binds to the angiotensin type 7 receptor (AT7R), also known as the MAS receptor, to cause vasodilation and natriuresis and increase production of nitric oxide to reduce inflammation and fibrosis [24, 25].

1This chapter was published as [136]. Susan Gurley contributed insights into the biology and edited the final draft. Anita T. Layton contributed with model and simulation design, edits, and
Figure 2.1: Schematic diagram depicting the RAS reaction cascade.

AT1R-bound Ang II regulates overall blood pressure via its effects on the kidney. The kidney is responsible for filtering blood into urine to remove waste from the body. Through the glomerulus, blood is filtered leaving all proteins, such as hemoglobin, behind in the body. Attached to the glomerulus is the nephron, which is the kidney’s functional unit and is responsible for reabsorption and secretion. As the filtrate travels through the nephrons, essential solutes and water are reabsorbed or secreted. In particular, the reabsorption of sodium by the nephron is critical for blood pressure regulation [78]. AT1R-bound Ang II regulates blood pressure by increasing sodium and fluid reabsorption in the proximal tubule, which is a key segment of nephron that normally reabsorbs about 2/3 of the filtered salt and water [211].

The relation between the RAS and the kidney is two-way with the kidney influencing the RAS by providing the first two essential components of the RAS: AGT and renin. The proximal tubule, as well as the liver, are the primary places of production for AGT, whereas renin is produced in the juxtaglomerular apparatus, a microscopic...
structure in the kidney. When blood pressure is low, renal blood flow decreases and kidney function may become impaired. To compensate, the kidney elevates renin production, causing an increase in AT1R-bound Ang II, which raises blood pressure.

Because of its central role in fluid homeostasis, the RAS, in particular ACE and AT1R, are often targeted in hypertensive treatments. Given that AT1R-bound Ang II causes vasoconstriction and higher blood pressure, antihypertensive drug treatments seek to lower the amount of Ang II bound to AT1R. Given also that ACE converts Ang I into Ang II, by lowering the level of ACE activity through ACE inhibitors (ACEI), the total amount of Ang II that is available to bind to AT1R can be reduced. Angiotensin receptor blockers (ARB) are AT1R antagonists that reduce vasoconstriction by preventing the binding of vasoactive peptides (i.e. Ang II).

The RAS is similar in mammals, as are the sex differences. Females have been shown to have lower blood pressure than males in humans, rats, dogs, and birds [201]. Major sex differences in the RAS have been identified, including how much substrate is produced and how angiotensin interacts with receptors. For example, in both rats and humans, females have greater circulating levels of AGT [56], causing an overall greater amount of angiotensin to be flowing through the system. Also, male rats have been shown to have greater Ang II levels [201] while female rats have greater levels of Ang (1-7) [243]. However, a greater level of ACE2 activity (which converts Ang II to Ang (1-7)) has been measured in male rats [243].

Interestingly, males and females exhibit differing responses to Ang II. Changes in Ang II levels produce smaller changes in blood pressure in female rats [56, 201]. That discrepancy may be attributed to differences in receptor expression, inasmuch as male rats have greater AT1R expression and lower AT2R expression than female rats [16, 201, 243]. Estrogen also reduces the half life of AT1R-bound Ang II [224].

Given the above observations, it should come as no surprise that males and females
respond differently to antihypertensive treatments that target the RAS. In one study, women who were prescribed ARBs had better survival rates than women prescribed ACEIs, while the opposite was true in men [215]. Studies have provided evidence that the effectiveness of ACEIs in women decreases over time and offers less benefit to women as determined by total mortality [215]. While these trends have been observed in multiple studies, the underlying mechanisms are not well understood. Thus, the goal of this study is to obtain a better understanding of the RAS of the rat and the functional implications of the sex differences. To achieve that goal, we develop mathematical models of the RAS for four groups of rats: normotensive male, normotensive female, hypertensive male, and hypertensive female rats. The models are formulated using ordinary differential equations based on a published RAS model for normotensive humans, presumably males [141]. Other studies have modeled the RAS within the larger context of the circulatory system, but none of these have looked into how sex differences within the RAS affects the circulatory system and blood pressure [80, 73, 57]. A goal of this study is to identify individual parameter sets that correspond to the different types of rats (normotensive and hypertensive rats, male and female). Our focus on the rat is motivated by its role as one of the most commonly used animal models in experiments and drug trials. Following the successful determination of the model parameters, we apply the models to elucidate the mechanisms by which the known differences between the sexes contribute to the sex-specific responses to antihypertensive therapies. Since the rat and human share many of the known sex differences in the RAS, conclusions from this study should be applicable to humans.
2.2 Methods

2.2.1 Model equations

A schematic diagram that depicts the RAS reaction cascade can be found in Fig. 2.1. As previously discussed, AGT is catalytically cleaved by renin to produce Ang I. The rate of change of [AGT] is given by the production rate $k_{AGT}$, the conversion to Ang I catalyzed by renin, and the decay based on its half life $h_{AGT}$:

$$\frac{d[AGT]}{dt} = k_{AGT} - PRA - \frac{\ln(2)}{h_{AGT}}[AGT] \quad (2.1)$$

where PRA denotes plasma renin activity. PRA is assumed to follow Michaelis-Menton kinetics, characterized by the maximum rate $V_{\text{max}}^\text{[141]}$. The Michaelis constant is taken to be the [AGT] value at which PRA reaches half of its maximum value (denoted $[AGT]_{EQ}$). PRA also depends on the feedback effect of AT1R-bound Ang II $^\text{[80]}$.

$$\text{PRA} = \frac{V_{\text{max}}[AGT]}{[AGT] + [AGT]_{EQ}} \ast f([\text{AT1R-bound Ang II}]) \quad (2.2)$$

$$f = \left(\frac{[\text{AT1R-bound Ang II}]_{EQ}}{[\text{AT1R-bound Ang II}]}\right)^{B_{AT1}} \quad (2.3)$$

Because the exponent $B_{AT1}$ is taken to be positive (0.95), when [AT1R-bound Ang II] is above its equilibrium value ([AT1R-bound Ang II]$_{EQ}$), PRA decreases.

Ang I is converted into other forms through ACE, chymase, and NEP; the respective reaction rate constants are denoted $c_{ACE}$, $c_{Chym}$, and $c_{NEP}$. The rate of change of [Ang I] is given by

$$\frac{d[Ang I]}{dt} = PRA - (c_{ACE} + c_{Chym} + c_{NEP})[Ang I] - \frac{\ln(2)}{h_{Ang I}}[Ang I] \quad (2.4)$$
where $h_{\text{Ang I}}$ denotes the half-life of Ang I.

Ang II is converted from Ang I through ACE and chymase and then converted into Ang (1-7) through ACE2 with the rate constant $c_{\text{ACE2}}$. Ang II also binds to the AT1R and AT2R with rate constants $c_{\text{AT1R}}$ and $c_{\text{AT2R}}$, respectively. We assume that Ang II has a half life of $h_{\text{Ang II}}$. With this notation the rate of change of [Ang II] is

$$
\frac{d[\text{Ang II}]}{dt} = (c_{\text{ACE}} + c_{\text{Chym}})[\text{Ang I}] - (c_{\text{ACE2}} + c_{\text{Ang II}=\text{Ang IV}} + c_{\text{AT1R}} + c_{\text{AT2R}}) \times [\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang II}}}[\text{Ang II}].
$$

(2.5)

Ang II binds to AT1R with rate constant $c_{\text{AT1R}}$ to produce AT1R-bound Ang II. AT1R-bound Ang II decays with a half life of $h_{\text{AT1R}}$, giving the rate of change of [AT1R-bound Ang II] as

$$
\frac{d[\text{AT1R-bound Ang II}]}{dt} = c_{\text{AT1R}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{AT1R}}}[\text{AT1R-bound Ang II}].
$$

(2.6)

Ang II binds to the AT2R with rate constant $c_{\text{AT2R}}$ to produce AT2R-bound Ang II. AT2R-bound Ang II decays with a half life of $h_{\text{AT2R}}$, giving the rate of change of [AT2R-bound Ang II] as

$$
\frac{d[\text{AT2R-bound Ang II}]}{dt} = c_{\text{AT2R}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{AT2R}}}[\text{AT2R-bound Ang II}].
$$

(2.7)

Ang (1-7) is converted by NEP from Ang I and by ACE2 from Ang II, and it decays with a half life of $h_{\text{Ang (1-7)}}$. Thus the rate of change of [Ang (1-7)] is
\[
\frac{d[\text{Ang (1-7)}]}{dt} = c_{\text{NEP}}[\text{Ang I}] + c_{\text{ACE2}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang (1-7)}}}[\text{Ang (1-7)}].
\] (2.8)

Ang IV is converted from Ang II with the rate constant \( c_{\text{Ang II}=\text{Ang IV}} \) and decays with a half life of \( h_{\text{Ang IV}} \), giving the rate of change of [Ang IV] as

\[
\frac{d[\text{Ang IV}]}{dt} = c_{\text{Ang II}=\text{Ang IV}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang IV}}}[\text{Ang IV}].
\] (2.9)

### 2.2.2 Model parameters

As previously noted, the goal of this study is to identify model parameters that characterize the RAS system in a normotensive male rat, a hypertensive male rat, a normotensive female rat, and a hypertensive female rat. To that end, we seek to identify parameters that yield hormone levels that are known to differ among these four types of rats. Notably, Ang I and Ang II levels have been observed to be substantially elevated in hypertensive males [176]. We seek parameter sets such that at steady state, Eqs. (2.1)–(2.9) yield the desired hormone levels for each type of rats, as follows:

1. We substitute the known hormone concentrations (shown in Table 2.1) into the steady-state formulation of the model equations (i.e., Eqs. (2.1), (2.4)–(2.9) with the time derivatives set to zero).

2. Half lives for each form of angiotensin, the steady state AGT and Ang IV concentrations, and the feedback function fitting constant \( B_{\text{AT1}} \) are assumed the same for all groups of rats. Half lives and \( B_{\text{AT1}} \) are assumed to be constant over time. The value for \( B_{\text{AT1}} \) is taken to be 0.95 [80].
3. AT1R-bound Ang II levels are determined from the measured [Ang II] in rats [176] and the ratio of [AT1R-bound Ang II] to [Ang II] in Ref. [141]. Similarly, AT2R-bound Ang II levels are determined from the measured [Ang II] in rats [176] and the ratio of [AT2R-bound Ang II] to [Ang II] in Ref. [141].

4. At steady state, $[\text{AGT}] = [\text{AGT}]_{EQ}$, and $[\text{AT1R-bound Ang II}] = [\text{AT1R-bound Ang II}]_{EQ}$. From Eq. (2.2), $f = 1$ and $\text{PRA} = \frac{V_{\text{max}}}{2}$.

5. Given these assumptions, the unknowns are $\text{PRA}$, $k_{\text{AGT}}$, $c_{\text{ACE}}$, $c_{\text{Chym}}$, $c_{\text{NEP}}$, $c_{\text{ACE2}}$, $c_{\text{Ang II}=\text{Ang IV}}$, $c_{\text{AT1R}}$, and $c_{\text{AT2R}}$. This gives 7 linear equations (Eqs. (2.2) and (2.3) do not give additional constraints) and 9 unknowns.

6. To achieve a fully determined system of equations, we impose two additional constraints. One relates the reaction rate constant of ACE to chymase, since ACE is responsible for over 90% of the Ang I that is converted into Ang II [141].

$$c_{\text{ACE}} = 9 \times c_{\text{Chym}}$$  \hspace{1cm} (2.10)

The second relates $c_{\text{ACE2}}$ and $c_{\text{NEP}}$ by

$$c_{\text{ACE2}} = \alpha_{\text{ACE2,NEP}} \times c_{\text{NEP}}$$  \hspace{1cm} (2.11)

where $\alpha_{\text{ACE2,NEP}}$ is given by the experimentally determined enzymatic activity for ACE2 and NEP for the different types of rats (Table 2.1).

Given the above assumptions, we can formulate a linear system $Ax = b$ as shown in Eqs. 2.12 and 2.13.
\[
A = \begin{bmatrix}
-1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & -[\text{Ang I}] & -[\text{Ang I}] & -[\text{Ang I}] & 0 & 0 & 0 & 0 \\
0 & 0 & [\text{Ang I}] & [\text{Ang I}] & 0 & -[\text{Ang II}] & -[\text{Ang II}] & -[\text{Ang II}] & -[\text{Ang II}] \\
0 & 0 & 0 & 0 & [\text{Ang I}] & [\text{Ang II}] & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & [\text{Ang II}] & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & [\text{Ang II}] \\
0 & 0 & 1 & -9 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha_{\text{ACE2,NEP}} & -1 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
x = \begin{bmatrix}
PRA \\
k_{\text{AGT}} \\
c_{\text{ACE}} \\
c_{\text{Chym}} \\
c_{\text{NEP}} \\
c_{\text{ACE2}} \\
c_{\text{Ang II}=\text{Ang IV}} \\
c_{\text{AT1R}} \\
c_{\text{AT2R}} \\
\end{bmatrix}
\]

\[
b = \begin{bmatrix}
\frac{\ln(2)}{K_{\text{AGT}}} * [\text{AGT}] \\
\frac{\ln(2)}{K_{\text{Ang I}}} * [\text{Ang I}] \\
\frac{\ln(2)}{K_{\text{Ang II}}} * [\text{Ang II}] \\
\frac{\ln(2)}{K_{\text{Ang (1-7)}}} * [\text{Ang (1-7)}] \\
\frac{\ln(2)}{K_{\text{AT1R}}} * [\text{AT1R} - \text{bound Ang II}] \\
\frac{\ln(2)}{K_{\text{AT2R}}} * [\text{AT2R} - \text{bound Ang II}] \\
0 \\
0 \\
\end{bmatrix}
\]
Table 2.1: RAS hormone levels and enzymatic activity. Values from Ref. [176] are for normotensive Lewis rats and hypertensive mRen(2).Lewis rats and were estimated from figures therein. Values from Ref. [20] are for Sprague-Dawley rats. Human values from Ref. [141] are applied to the rat when rodent data are not available.

<table>
<thead>
<tr>
<th>Hormone</th>
<th>Unit</th>
<th>Normotensive</th>
<th>Hypertensive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>AGT</td>
<td>fmol/ml</td>
<td>576000</td>
<td>576000</td>
</tr>
<tr>
<td>Ang I</td>
<td>fmol/ml</td>
<td>90</td>
<td>75</td>
</tr>
<tr>
<td>Ang II</td>
<td>fmol/ml</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Ang 1-7</td>
<td>fmol/ml</td>
<td>50</td>
<td>25</td>
</tr>
<tr>
<td>Ang IV</td>
<td>fmol/ml</td>
<td>1.29</td>
<td>1.29</td>
</tr>
<tr>
<td>AT1R - bound Ang II</td>
<td>fmol/ml</td>
<td>20.46</td>
<td>20.46</td>
</tr>
<tr>
<td>AT2R - bound Ang II</td>
<td>fmol/ml</td>
<td>6.82</td>
<td>6.82</td>
</tr>
</tbody>
</table>

2.3 Model results

2.3.1 Parameter identification

By solving the system $Ax = b$ (Eqs. 2.12 and 2.13), we obtain model parameters for normo/hypertensive male/female rats. Results are shown in Table 2.2. A notable difference between the reaction rate constants computed for the normotensive and hypertensive rats are the much higher $c_{ACE}$ and lower $c_{Ang \ II=Ang \ IV}$ in the latter, for both male and female rats. This implies a higher Ang I-to-Ang II conversion rate and a lower Ang II-to-Ang IV conversion rate, which explains the substantially higher [Ang II] in hypertensive rats (Table 2.1).

Additionally, the model predicts substantial sex differences among hypertensive rats in $c_{ACE}$, $c_{Chym}$, $c_{NEP}$, and $c_{ACE2}$. In contrast, sex differences for these reaction rate constants are much smaller among normotensive rats. This result should be expected, given the more substantial sex differences in hormone levels among hypertensive rats.
Table 2.2: Calculated kinetic parameters for four cohorts of rats.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Normotensive Male</th>
<th>Normotensive Female</th>
<th>Hypertensive Male</th>
<th>Hypertensive Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{max}}$</td>
<td>fmol/ml/h</td>
<td>16270.4</td>
<td>13705.8</td>
<td>40976</td>
<td>13962.4</td>
</tr>
<tr>
<td>PRA</td>
<td>fmol/ml/h</td>
<td>8135.2</td>
<td>6852.9</td>
<td>20488</td>
<td>6981.2</td>
</tr>
<tr>
<td>$k_{\text{AGT}}$</td>
<td>fmol/ml/h</td>
<td>48061</td>
<td>46778</td>
<td>60413</td>
<td>46906</td>
</tr>
<tr>
<td>$c_{\text{ACE}}$</td>
<td>1/h</td>
<td>5.81</td>
<td>6.96</td>
<td>17.15</td>
<td>24.88</td>
</tr>
<tr>
<td>$c_{\text{Chym}}$</td>
<td>1/h</td>
<td>0.65</td>
<td>0.77</td>
<td>1.91</td>
<td>2.76</td>
</tr>
<tr>
<td>$c_{\text{NEP}}$</td>
<td>1/h</td>
<td>0.76</td>
<td>0.46</td>
<td>0.20</td>
<td>3.63</td>
</tr>
<tr>
<td>$c_{\text{ACE2}}$</td>
<td>1/h</td>
<td>0.16</td>
<td>0.026</td>
<td>0.047</td>
<td>0.16</td>
</tr>
<tr>
<td>$c_{\text{Ang II}=\text{Ang IV}}$</td>
<td>1/h</td>
<td>17.88</td>
<td>17.88</td>
<td>2.28</td>
<td>5.37</td>
</tr>
<tr>
<td>$c_{\text{AT1R}}$</td>
<td>1/h</td>
<td>11.82</td>
<td>11.82</td>
<td>11.82</td>
<td>11.82</td>
</tr>
<tr>
<td>$c_{\text{AT2R}}$</td>
<td>1/h</td>
<td>3.94</td>
<td>3.94</td>
<td>3.94</td>
<td>3.94</td>
</tr>
</tbody>
</table>

(model results indicate that hypertensive females have an especially high level of NEP activity (3.63, compared to 0.2 and 0.76 for hypertensive and normotensive male). That, combined with their higher ACE2 rate constant compared to hypertensive male, means that much more angiotensin is being converted into Ang (1-7). These higher rate constants can explain the high Ang (1-7) levels observed experimentally. Similarly, the relatively lower ACE2 and NEP activities predicted for hypertensive male rats slows the conversion of Ang II and explains the higher Ang II levels seen in these rats.

2.3.2 Parameter sensitivity study

In the next set of simulations, we sought to assess the stability of the system and to determine the extent to which a perturbation in each parameter can affect model results. To achieve these goals, we conducted a local sensitivity analysis in which we varied each parameter by 10% and recalculated the steady state hormone levels by solving for the root of the nonlinear system. In addition, we assessed the impact of the feedback system (Eq. 2.3) by conducting the parameter sensitivity study with and
without feedback ($f = 1$ in the latter). Tables 2.3–2.6 show the results for the four groups of rats, given as the percentage changes in key hormone levels in response to a given parameter variation. Values in parentheses are for the system without feedback.

An overall observation is that adjusting a parameter causes each hormone to change in the same direction (albeit by different amounts) in all rats. In other words, the four rats behave qualitatively similarly, which is to be expected. In addition, with and without feedback, increasing a parameter by 10% causes the opposite response as decreasing it by 10%. Without feedback, each reaction rate constant is positively correlated with hormones downstream of it. For example, $k_{AGT}$ is positively correlated with all variables while $c_{AT1R}$ is only positively correlated with AT1R-bound Ang II. The hormone that is directly upstream of the reaction rate constant is negatively correlated, while hormones farther upstream are not effected. Hormones that are part of an alternate path than the path defined by the reaction rate constant are negatively correlated with the perturbed reaction rate constant, but have a much smaller effect size. With feedback some noise is introduced but the same patterns hold.

Our model supports the common description of PRA as the driving force of the RAS. $V_{max}$, $[AGT]_{EQ}$, and $[AT1R-bound Ang II]_{EQ}$ determine PRA and have strong effects on all hormones.

In the absence of feedback, $V_{max}$ is the strongest determinant of all hormone levels, through its effect on PRA. $c_{ACE}$ is the second strongest determinant of all downstream hormone levels except for $[Ang (1-7)]$. With feedback, $c_{ACE}$ is a strong effector of all hormones save $[AGT]$. With or without feedback, $[Ang (1-7)]$, $[Ang IV]$, $[AT1R-bound Ang II]$, and $[AT2R-bound Ang II]$ are more strongly effected by $c_{NEP}$, $c_{Ang II=Ang IV}$, $c_{AT1R}$, and $c_{AT2R}$, respectively. A clinical implication of these results is
Table 2.3: Percent change in response to parameter perturbation for male normotensive rats. Values in parentheses are from the system without feedback function $f$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>AT1R-bound</th>
<th>AT2R-bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{max}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_{max}^{-10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[\text{AGT}]_{EQ}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[\text{AGT}]_{EQ}^{-10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{\text{AGT}}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{\text{AGT}}^{-10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{ACE}}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{ACE}}^{-10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{Chym}}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{Chym}}^{-10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{NEP}}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{NEP}}^{-10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{ACE2}}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{ACE2}}^{-10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{AngII} = \text{AngIV}}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{AngII} = \text{AngIV}}^{-10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{AT1R}}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{AT1R}}^{-10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{AT2R}}^{+10%}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{\text{AT2R}}^{-10%}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>AGT</th>
<th>Ang I</th>
<th>Ang II</th>
<th>Ang (1-7)</th>
<th>Ang IV</th>
<th>Ang II</th>
<th>Ang II</th>
<th>PRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{max}^{+10%}$</td>
<td>-0.97</td>
<td>4.75</td>
<td>4.75</td>
<td>4.75</td>
<td>4.75</td>
<td>4.75</td>
<td>4.75</td>
<td>4.75</td>
</tr>
<tr>
<td>$V_{max}^{-10%}$</td>
<td>1.02</td>
<td>-5.01</td>
<td>-5.01</td>
<td>-5.01</td>
<td>-5.01</td>
<td>-5.01</td>
<td>-5.01</td>
<td>-5.01</td>
</tr>
<tr>
<td>$[\text{AGT}]_{EQ}^{+10%}$</td>
<td>0.48</td>
<td>-2.35</td>
<td>-2.35</td>
<td>-2.35</td>
<td>-2.35</td>
<td>-2.35</td>
<td>-2.35</td>
<td>-2.35</td>
</tr>
<tr>
<td>$[\text{AGT}]_{EQ}^{-10%}$</td>
<td>-0.52</td>
<td>2.54</td>
<td>2.54</td>
<td>2.54</td>
<td>2.54</td>
<td>2.54</td>
<td>2.54</td>
<td>2.54</td>
</tr>
<tr>
<td>$k_{\text{AGT}}^{+10%}$</td>
<td>11.48</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
<td>2.75</td>
</tr>
<tr>
<td>$c_{\text{ACE}}^{+10%}$</td>
<td>0.74</td>
<td>-4.25</td>
<td>4.37</td>
<td>-4.13</td>
<td>4.37</td>
<td>4.37</td>
<td>4.37</td>
<td>4.37</td>
</tr>
<tr>
<td>$c_{\text{ACE}}^{-10%}$</td>
<td>-0.84</td>
<td>4.82</td>
<td>-4.61</td>
<td>4.69</td>
<td>-4.61</td>
<td>-4.61</td>
<td>-4.61</td>
<td>-4.61</td>
</tr>
<tr>
<td>$c_{\text{Chym}}^{+10%}$</td>
<td>0.09</td>
<td>-0.50</td>
<td>0.50</td>
<td>-0.48</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>$c_{\text{Chym}}^{-10%}$</td>
<td>-0.09</td>
<td>0.50</td>
<td>-0.50</td>
<td>0.49</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
</tr>
<tr>
<td>$c_{\text{NEP}}^{+10%}$</td>
<td>0.01</td>
<td>0.05</td>
<td>0.05</td>
<td>-9.82</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$c_{\text{NEP}}^{-10%}$</td>
<td>0.01</td>
<td>0.05</td>
<td>0.05</td>
<td>-9.82</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$c_{\text{ACE2}}^{+10%}$</td>
<td>0</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.15</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>$c_{\text{ACE2}}^{-10%}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.15</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$c_{\text{AngII} = \text{AngIV}}^{+10%}$</td>
<td>-0.17</td>
<td>0.85</td>
<td>-0.98</td>
<td>0.83</td>
<td>8.92</td>
<td>-0.98</td>
<td>-0.98</td>
<td>0.85</td>
</tr>
<tr>
<td>$c_{\text{AngII} = \text{AngIV}}^{-10%}$</td>
<td>0.18</td>
<td>-0.86</td>
<td>1.01</td>
<td>-0.83</td>
<td>-9.09</td>
<td>1.01</td>
<td>1.01</td>
<td>-0.86</td>
</tr>
<tr>
<td>$c_{\text{AT1R}}^{+10%}$</td>
<td>0.77</td>
<td>-3.78</td>
<td>-4.94</td>
<td>-3.80</td>
<td>-4.94</td>
<td>4.56</td>
<td>-4.94</td>
<td>-3.78</td>
</tr>
<tr>
<td>$c_{\text{AT1R}}^{-10%}$</td>
<td>-0.90</td>
<td>4.40</td>
<td>5.69</td>
<td>4.42</td>
<td>5.69</td>
<td>4.48</td>
<td>5.69</td>
<td>4.40</td>
</tr>
<tr>
<td>$c_{\text{AT2R}}^{+10%}$</td>
<td>-0.04</td>
<td>0.19</td>
<td>-0.22</td>
<td>0.18</td>
<td>-0.22</td>
<td>-0.22</td>
<td>9.76</td>
<td>0.19</td>
</tr>
<tr>
<td>$c_{\text{AT2R}}^{-10%}$</td>
<td>0.04</td>
<td>-0.19</td>
<td>0.22</td>
<td>-0.18</td>
<td>0.22</td>
<td>0.22</td>
<td>-9.80</td>
<td>-0.19</td>
</tr>
</tbody>
</table>
Table 2.4: Percent change in response to parameter perturbation for female normotensive rats. Values in parentheses are from the system without feedback function $f$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>AT1R-bound</th>
<th>AT2R-bound</th>
<th>AGT</th>
<th>Ang I</th>
<th>Ang II</th>
<th>Ang (1-7)</th>
<th>Ang IV</th>
<th>Ang II</th>
<th>Ang II</th>
<th>PRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{max}}+10%$</td>
<td>-0.82</td>
<td>4.79</td>
<td>4.79</td>
<td>4.79</td>
<td>4.79</td>
<td>4.79</td>
<td>4.79</td>
<td>4.79</td>
<td>4.79</td>
<td>4.79</td>
</tr>
<tr>
<td>$V_{\text{max}}-10%$</td>
<td>0.87</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
</tr>
<tr>
<td></td>
<td>(1.59)</td>
<td>(-9.29)</td>
<td>(-9.29)</td>
<td>(-9.29)</td>
<td>(-9.29)</td>
<td>(-9.29)</td>
<td>(-9.29)</td>
<td>(-9.29)</td>
<td>(-9.29)</td>
<td>(-9.29)</td>
</tr>
<tr>
<td>$[\text{AGT}]_{\text{EQ}}+10%$</td>
<td>0.41</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
</tr>
<tr>
<td></td>
<td>(0.75)</td>
<td>(-4.39)</td>
<td>(-4.39)</td>
<td>(-4.39)</td>
<td>(-4.39)</td>
<td>(-4.39)</td>
<td>(-4.39)</td>
<td>(-4.39)</td>
<td>(-4.39)</td>
<td>(-4.39)</td>
</tr>
<tr>
<td>$[\text{AGT}]_{\text{EQ}}-10%$</td>
<td>-0.44</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
</tr>
<tr>
<td>$k_{\text{AGT}}+10%$</td>
<td>11.25</td>
<td>2.70</td>
<td>2.70</td>
<td>2.70</td>
<td>2.70</td>
<td>2.70</td>
<td>2.70</td>
<td>2.70</td>
<td>2.70</td>
<td>2.70</td>
</tr>
<tr>
<td>$k_{\text{AGT}}-10%$</td>
<td>-11.19</td>
<td>-3.08</td>
<td>-3.08</td>
<td>-3.08</td>
<td>-3.08</td>
<td>-3.08</td>
<td>-3.08</td>
<td>-3.08</td>
<td>-3.08</td>
<td>-3.08</td>
</tr>
<tr>
<td></td>
<td>(-10.74)</td>
<td>(-5.68)</td>
<td>(-5.68)</td>
<td>(-5.68)</td>
<td>(-5.68)</td>
<td>(-5.68)</td>
<td>(-5.68)</td>
<td>(-5.68)</td>
<td>(-5.68)</td>
<td>(-5.68)</td>
</tr>
<tr>
<td>$c_{\text{ACE}}+10%$</td>
<td>0.62</td>
<td>-4.33</td>
<td>4.28</td>
<td>-4.29</td>
<td>4.28</td>
<td>4.28</td>
<td>4.28</td>
<td>4.28</td>
<td>4.28</td>
<td>4.28</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(-0.76)</td>
<td>(8.18)</td>
<td>(-0.72)</td>
<td>(8.18)</td>
<td>(8.18)</td>
<td>(8.18)</td>
<td>(8.18)</td>
<td>(8.18)</td>
<td>(8.18)</td>
</tr>
<tr>
<td>$c_{\text{ACE}}-10%$</td>
<td>-0.71</td>
<td>4.92</td>
<td>-4.52</td>
<td>4.88</td>
<td>-4.52</td>
<td>-4.52</td>
<td>-4.52</td>
<td>-4.52</td>
<td>-4.52</td>
<td>-4.52</td>
</tr>
<tr>
<td></td>
<td>(0.77)</td>
<td>(-8.30)</td>
<td>(0.73)</td>
<td>(-8.30)</td>
<td>(-8.30)</td>
<td>(-8.30)</td>
<td>(-8.30)</td>
<td>(-8.30)</td>
<td>(-8.30)</td>
<td>(-8.30)</td>
</tr>
<tr>
<td>$c_{\text{Chym}}+10%$</td>
<td>0.97</td>
<td>-0.51</td>
<td>0.49</td>
<td>-0.50</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(-0.08)</td>
<td>(0.91)</td>
<td>(-0.08)</td>
<td>(0.91)</td>
<td>(0.91)</td>
<td>(0.91)</td>
<td>(0.91)</td>
<td>(0.91)</td>
<td>(0.91)</td>
</tr>
<tr>
<td>$c_{\text{Chym}}-10%$</td>
<td>0.07</td>
<td>0.52</td>
<td>-0.49</td>
<td>0.51</td>
<td>-0.49</td>
<td>-0.49</td>
<td>-0.49</td>
<td>-0.49</td>
<td>-0.49</td>
<td>-0.49</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(-0.92)</td>
<td>(0.08)</td>
<td>(-0.92)</td>
<td>(-0.92)</td>
<td>(-0.92)</td>
<td>(-0.92)</td>
<td>(-0.92)</td>
<td>(-0.92)</td>
<td>(-0.92)</td>
</tr>
<tr>
<td>$c_{\text{NEP}}+10%$</td>
<td>0.03</td>
<td>0.03</td>
<td>-9.93</td>
<td>-9.93</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(-0.05)</td>
<td>(0.05)</td>
<td>(-0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>$c_{\text{NEP}}-10%$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{AT1R}}+10%$</td>
<td>-0.15</td>
<td>0.86</td>
<td>-0.97</td>
<td>0.85</td>
<td>8.93</td>
<td>-0.97</td>
<td>8.93</td>
<td>-0.97</td>
<td>8.93</td>
<td>8.93</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(-1.82)</td>
<td>(-0.01)</td>
<td>(8.00)</td>
<td>(-1.82)</td>
<td>(8.00)</td>
<td>(-1.82)</td>
<td>(8.00)</td>
<td>(8.00)</td>
</tr>
<tr>
<td>$c_{\text{AT1R}}-10%$</td>
<td>0.15</td>
<td>-0.87</td>
<td>1.00</td>
<td>-0.86</td>
<td>-9.10</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(1.88)</td>
<td>(0.01)</td>
<td>(-8.30)</td>
<td>(1.88)</td>
<td>(1.88)</td>
<td>(1.88)</td>
<td>(1.88)</td>
<td>(1.88)</td>
</tr>
<tr>
<td>$c_{\text{AT2R}}+10%$</td>
<td>0.65</td>
<td>-3.81</td>
<td>-4.97</td>
<td>-3.82</td>
<td>-4.97</td>
<td>-3.82</td>
<td>-4.97</td>
<td>-3.82</td>
<td>-4.97</td>
<td>-3.82</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(-1.21)</td>
<td>(-0.01)</td>
<td>(1.21)</td>
<td>(1.21)</td>
<td>(1.21)</td>
<td>(1.21)</td>
<td>(1.21)</td>
<td>(1.21)</td>
</tr>
<tr>
<td>$c_{\text{AT2R}}-10%$</td>
<td>-0.76</td>
<td>4.43</td>
<td>5.73</td>
<td>4.44</td>
<td>5.73</td>
<td>4.44</td>
<td>5.73</td>
<td>4.44</td>
<td>5.73</td>
<td>5.73</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(1.24)</td>
<td>(0.01)</td>
<td>(1.24)</td>
<td>(1.24)</td>
<td>(1.24)</td>
<td>(1.24)</td>
<td>(1.24)</td>
<td>(1.24)</td>
</tr>
<tr>
<td>$c_{\text{AngII}=\text{AngIV}}+10%$</td>
<td>0.15</td>
<td>-0.87</td>
<td>1.00</td>
<td>-0.86</td>
<td>-9.10</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(1.88)</td>
<td>(0.01)</td>
<td>(-8.30)</td>
<td>(1.88)</td>
<td>(1.88)</td>
<td>(1.88)</td>
<td>(1.88)</td>
<td>(1.88)</td>
</tr>
<tr>
<td>$c_{\text{AngII}=\text{AngIV}}-10%$</td>
<td>0.65</td>
<td>-3.81</td>
<td>-4.97</td>
<td>-3.82</td>
<td>-4.97</td>
<td>-3.82</td>
<td>-4.97</td>
<td>-3.82</td>
<td>-4.97</td>
<td>-3.82</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(-1.21)</td>
<td>(-0.01)</td>
<td>(1.21)</td>
<td>(1.21)</td>
<td>(1.21)</td>
<td>(1.21)</td>
<td>(1.21)</td>
<td>(1.21)</td>
</tr>
</tbody>
</table>
Table 2.5: Percent change in response to parameter perturbation for male hypertensive rats. Values in parentheses are from the system without feedback function $f$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>AGT</th>
<th>Ang I</th>
<th>Ang II</th>
<th>Ang (1-7)</th>
<th>Ang IV</th>
<th>Ang II</th>
<th>Ang II</th>
<th>PRA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(-3.98)</td>
<td>(7.76)</td>
<td>(7.76)</td>
<td>(7.76)</td>
<td>(7.76)</td>
<td>(7.76)</td>
<td>(7.76)</td>
<td>(7.76)</td>
</tr>
<tr>
<td>$V_{\text{max}} - 10%$</td>
<td>2.40</td>
<td>-4.68</td>
<td>-4.68</td>
<td>-4.68</td>
<td>-4.68</td>
<td>-4.68</td>
<td>-4.68</td>
<td>-4.68</td>
</tr>
<tr>
<td></td>
<td>(4.18)</td>
<td>(-8.16)</td>
<td>(-8.16)</td>
<td>(-8.16)</td>
<td>(-8.16)</td>
<td>(-8.16)</td>
<td>(-8.16)</td>
<td>(-8.16)</td>
</tr>
<tr>
<td>$[\text{AGT}]_{\text{EQ}} + 10%$</td>
<td>1.12</td>
<td>-2.18</td>
<td>-2.18</td>
<td>-2.18</td>
<td>-2.18</td>
<td>-2.18</td>
<td>-2.18</td>
<td>-2.18</td>
</tr>
<tr>
<td></td>
<td>(1.95)</td>
<td>(-3.80)</td>
<td>(-3.80)</td>
<td>(-3.80)</td>
<td>(-3.80)</td>
<td>(-3.80)</td>
<td>(-3.80)</td>
<td>(-3.80)</td>
</tr>
<tr>
<td>$[\text{AGT}]_{\text{EQ}} - 10%$</td>
<td>-1.21</td>
<td>2.36</td>
<td>2.36</td>
<td>2.36</td>
<td>2.36</td>
<td>2.36</td>
<td>2.36</td>
<td>2.36</td>
</tr>
<tr>
<td></td>
<td>(-2.15)</td>
<td>(4.18)</td>
<td>(4.18)</td>
<td>(4.18)</td>
<td>(4.18)</td>
<td>(4.18)</td>
<td>(4.18)</td>
<td>(4.18)</td>
</tr>
<tr>
<td>$k_{\text{AT1R-bound}} + 10%$</td>
<td>13.49</td>
<td>3.19</td>
<td>3.19</td>
<td>3.19</td>
<td>3.19</td>
<td>3.19</td>
<td>3.19</td>
<td>3.19</td>
</tr>
<tr>
<td></td>
<td>(12.18)</td>
<td>(5.74)</td>
<td>(5.74)</td>
<td>(5.74)</td>
<td>(5.74)</td>
<td>(5.74)</td>
<td>(5.74)</td>
<td>(5.74)</td>
</tr>
<tr>
<td>$k_{\text{AT1R-bound}} - 10%$</td>
<td>-13.23</td>
<td>-3.70</td>
<td>-3.70</td>
<td>-3.70</td>
<td>-3.70</td>
<td>-3.70</td>
<td>-3.70</td>
<td>-3.70</td>
</tr>
<tr>
<td></td>
<td>(-11.89)</td>
<td>(-6.32)</td>
<td>(-6.32)</td>
<td>(-6.32)</td>
<td>(-6.32)</td>
<td>(-6.32)</td>
<td>(-6.32)</td>
<td>(-6.32)</td>
</tr>
<tr>
<td>$c_{\text{ACE}} + 10%$</td>
<td>1.52</td>
<td>-4.56</td>
<td>4.03</td>
<td>-4.12</td>
<td>4.03</td>
<td>4.03</td>
<td>4.03</td>
<td>-2.96</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(-1.65)</td>
<td>(7.20)</td>
<td>(-1.19)</td>
<td>(7.20)</td>
<td>(7.20)</td>
<td>(7.20)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{ACE}} - 10%$</td>
<td>-1.73</td>
<td>5.14</td>
<td>-4.32</td>
<td>4.65</td>
<td>-4.32</td>
<td>-4.32</td>
<td>-4.32</td>
<td>3.38</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(1.70)</td>
<td>(-7.45)</td>
<td>(1.23)</td>
<td>(-7.45)</td>
<td>(-7.45)</td>
<td>(-7.45)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{Chym}} + 10%$</td>
<td>0.18</td>
<td>-0.53</td>
<td>0.46</td>
<td>-0.48</td>
<td>0.46</td>
<td>0.46</td>
<td>0.46</td>
<td>-0.35</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(-0.19)</td>
<td>(0.81)</td>
<td>(-0.13)</td>
<td>(0.81)</td>
<td>(0.81)</td>
<td>(0.81)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{Chym}} - 10%$</td>
<td>-0.18</td>
<td>0.54</td>
<td>-0.47</td>
<td>0.49</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.47</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0.19)</td>
<td>(-0.82)</td>
<td>(0.14)</td>
<td>(-0.82)</td>
<td>(-0.82)</td>
<td>(-0.82)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{NEP}} + 10%$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.01</td>
<td>9.47</td>
<td>-0.01</td>
<td>-0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(-0.02)</td>
<td>(-0.02)</td>
<td>(9.47)</td>
<td>(-0.02)</td>
<td>(-0.02)</td>
<td>(-0.02)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{NEP}} - 10%$</td>
<td>0</td>
<td>0.01</td>
<td>0</td>
<td>-9.48</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(-9.47)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{ACE2}} + 10%$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.51</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(-0.01)</td>
<td>(0.51)</td>
<td>(-0.01)</td>
<td>(-0.01)</td>
<td>(-0.01)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{ACE2}} - 10%$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.51</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0.01)</td>
<td>(-0.51)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{AngII=AngIV}} + 10%$</td>
<td>-0.06</td>
<td>0.12</td>
<td>-0.16</td>
<td>0.11</td>
<td>9.82</td>
<td>-0.16</td>
<td>-0.16</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(-0.28)</td>
<td>(-0.01)</td>
<td>(9.69)</td>
<td>(-0.28)</td>
<td>(-0.28)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{AngII=AngIV}} - 10%$</td>
<td>0.06</td>
<td>-0.12</td>
<td>0.16</td>
<td>-0.11</td>
<td>-9.86</td>
<td>0.16</td>
<td>0.16</td>
<td>-0.12</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0.28)</td>
<td>(0.01)</td>
<td>(-9.75)</td>
<td>(0.28)</td>
<td>(0.28)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{AT1R}} + 10%$</td>
<td>1.76</td>
<td>-3.43</td>
<td>-4.82</td>
<td>-3.50</td>
<td>-4.82</td>
<td>4.70</td>
<td>-4.82</td>
<td>-3.43</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(-1.44)</td>
<td>(-0.07)</td>
<td>(-1.44)</td>
<td>(8.42)</td>
<td>(-1.44)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{AT1R}} - 10%$</td>
<td>-2.03</td>
<td>3.96</td>
<td>5.50</td>
<td>4.04</td>
<td>5.50</td>
<td>-5.05</td>
<td>5.50</td>
<td>3.96</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(1.48)</td>
<td>(0.08)</td>
<td>(1.48)</td>
<td>(-8.67)</td>
<td>(1.48)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{AT2R}} + 10%$</td>
<td>-0.11</td>
<td>0.21</td>
<td>-0.28</td>
<td>0.18</td>
<td>-0.28</td>
<td>-0.28</td>
<td>9.70</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(-0.48)</td>
<td>(-0.02)</td>
<td>(-0.48)</td>
<td>(-0.48)</td>
<td>(9.47)</td>
<td>(0)</td>
</tr>
<tr>
<td>$c_{\text{AT2R}} - 10%$</td>
<td>0.11</td>
<td>-0.21</td>
<td>0.28</td>
<td>-0.18</td>
<td>0.28</td>
<td>0.28</td>
<td>-9.75</td>
<td>-0.21</td>
</tr>
<tr>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0.49)</td>
<td>(0.03)</td>
<td>(0.49)</td>
<td>(0.49)</td>
<td>(-9.56)</td>
<td>(0)</td>
</tr>
</tbody>
</table>
Table 2.6: Percent change in response to parameter perturbation for female hypertensive rats. Values in parentheses are from the system without feedback function $f$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>AGT</th>
<th>Ang I</th>
<th>Ang II</th>
<th>Ang (1-7)</th>
<th>Ang IV</th>
<th>Ang II</th>
<th>Ang II</th>
<th>PRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{max} +10%$</td>
<td>-0.84</td>
<td>4.78</td>
<td>4.78</td>
<td>4.78</td>
<td>4.78</td>
<td>4.78</td>
<td>4.78</td>
<td>4.78</td>
</tr>
<tr>
<td>$[\text{AGT}]_{EQ} +10%$</td>
<td>0.41</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
</tr>
<tr>
<td>$[\text{AGT}]_{EQ} -10%$</td>
<td>(0.77)</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
</tr>
<tr>
<td>$[\text{AT1R-bound}]_{EQ} +10%$</td>
<td>-0.79</td>
<td>4.54</td>
<td>4.54</td>
<td>4.54</td>
<td>4.54</td>
<td>4.54</td>
<td>4.54</td>
<td>4.54</td>
</tr>
<tr>
<td>$[\text{AT1R-bound}]_{EQ} -10%$</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>$[\text{Ang II}]_{EQ} +10%$</td>
<td>0.88</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
<td>-5.05</td>
</tr>
<tr>
<td>$[\text{Ang II}]_{EQ} -10%$</td>
<td>(0.85)</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
</tr>
<tr>
<td>$[\text{cACE}]_{EQ} +10%$</td>
<td>0.41</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
<td>-2.36</td>
</tr>
<tr>
<td>$[\text{cACE}]_{EQ} -10%$</td>
<td>(0.77)</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
<td>-4.38</td>
</tr>
<tr>
<td>$[\text{cChym}]_{EQ} +10%$</td>
<td>-0.45</td>
<td>2.55</td>
<td>2.55</td>
<td>2.55</td>
<td>2.55</td>
<td>2.55</td>
<td>2.55</td>
<td>2.55</td>
</tr>
<tr>
<td>$[\text{cChym}]_{EQ} -10%$</td>
<td>(0.85)</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
<td>-4.84</td>
</tr>
<tr>
<td>$[\text{cNEP}]_{EQ} +10%$</td>
<td>0.06</td>
<td>-0.59</td>
<td>0.40</td>
<td>-0.58</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>$[\text{cNEP}]_{EQ} -10%$</td>
<td>(0)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>$[\text{cACE2}]_{EQ} +10%$</td>
<td>0</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$[\text{cACE2}]_{EQ} -10%$</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>$[\text{AngII}]=\text{AngIV} +10%$</td>
<td>-0.05</td>
<td>0.30</td>
<td>-0.34</td>
<td>0.29</td>
<td>9.63</td>
<td>-0.34</td>
<td>-0.34</td>
<td>0.30</td>
</tr>
<tr>
<td>$[\text{AngII}]=\text{AngIV} -10%$</td>
<td>(0.05)</td>
<td>-0.30</td>
<td>0.29</td>
<td>-0.29</td>
<td>-9.69</td>
<td>0.34</td>
<td>0.34</td>
<td>-0.30</td>
</tr>
<tr>
<td>$[\text{cAT1R}]_{EQ} +10%$</td>
<td>0.65</td>
<td>-3.73</td>
<td>-5.06</td>
<td>-3.75</td>
<td>-5.06</td>
<td>4.44</td>
<td>4.44</td>
<td>-5.06</td>
</tr>
<tr>
<td>$[\text{cAT1R}]_{EQ} -10%$</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>$[\text{cAT2R}]_{EQ} +10%$</td>
<td>-0.04</td>
<td>0.22</td>
<td>-0.25</td>
<td>0.21</td>
<td>0.25</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.25</td>
</tr>
<tr>
<td>$[\text{cAT2R}]_{EQ} -10%$</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
</tbody>
</table>
that ACEIs (which reduce $c_{\text{ACE}}$) have a potential for strongly influencing most RAS components and for regulating blood pressure via its effects on the concentration of [AT1R-bound Ang II]. However, blood pressure is positively influenced by [Ang (1-7)] and [AT2R-bound Ang II], which ACEIs suppress. [AT2R-bound Ang II] has been shown to have a greater influence in females, so this may explain why ACEI are less effective in females.

Without feedback, $c_{\text{AT1R}}$ has a strong effect on [AT1R-bound Ang II], a smaller effect on [Ang II], [Ang IV], and [AT2R-bound Ang II], and a weak effect on other hormones. With feedback, $c_{\text{AT1R}}$ has a weaker effect on [AT1R-bound Ang II], but a strong effect on other hormone levels. [Ang I] and [Ang (1-7)] exhibit the same percentage change as PRA, a result that suggests that their changes are driven by PRA. [Ang II], [Ang IV], and [AT2R-bound Ang II] change by a larger percentage than PRA, meaning that their change is driven by PRA and by the blockage or increase of flow from the change in $c_{\text{AT1R}}$. Taken together, these results indicate that the feedback stabilizes [AT1R-bound Ang II], i.e., the feedback mechanism keeps [AT1R-bound Ang II] close to its equilibrium value. A clinical implication of this result is that ARBs may regulate blood pressure by both lowering [AT1R-bound Ang II] and by adjusting the levels of other hormones such as [AT2R-bound Ang II].

Except for the cases of $c_{\text{NEP}}$ and $c_{\text{ACE2}}$, [Ang I] and [Ang (1-7)] change by similar percentages. But notably, [Ang (1-7)] changes by a larger amount in female hypertensive rats relative to all other rats, while in all other rats [Ang I] increases by a larger amount. This is due to female hypertensive rats having a much higher baseline [Ang (1-7)] and the lowest [Ang I]: female hypertensive [Ang (1-7)] is more than triple that of the next highest (male normotensive) (Table 2.1). As neither ACEIs nor ARBs, the two drug treatments considered in this study, change $c_{\text{NEP}}$ and $c_{\text{ACE2}}$, we can expect [Ang I] and [Ang (1-7)] to behave similarly in all drug simulations.
Except for the cases of $c_{\text{AT1R}}$ and $k_{\text{AGT}}$, [AT1R-bound Ang II] changes by a similar percentage in all rats but by a much larger amount in male hypertensive rats, followed by female hypertensive rats, whereas normotensive rats show the least response and do not show a significant sex difference. This result stems from the fact that in our model the male hypertensive rat is assumed to have a much larger baseline [AT1R-bound Ang II], meaning that a given percentage change has a larger absolute effect.

### 2.3.3 ACE inhibitors

As previously noted, a major goal of this study is to better understand the mechanisms by which animals exhibit sex differences in their responses to pharmaceutical drugs used in the treatment for hypertension and congestive heart failure. We first considered ACEIs. To simulate their effects, we reduce $c_{\text{ACE}}$ by a target level $\kappa_{\text{ACE}}$:

$$c_{\text{ACE}} = c_{\text{ACE}}^0 \times (1 - \kappa_{\text{ACE}}) \quad (2.14)$$

We modeled 50% and 90% inhibition of ACE (i.e., $\kappa_{\text{ACE}} = 0.5$ and 0.9) and assessed any sex differences in the responses of hypertensive rats. Results are shown in Fig. 2.2. The model predicted that a 90% reduction in $c_{\text{ACE}}$ resulted in 60.0% and 54.5% reduction in [Ang II] in male and female hypertensive rats, respectively. This corresponds to a drop from 47 fmol/ml to 18.8 fmol/ml in male hypertensive rats and a drop from 20 fmol/ml to 9.1 fmol/ml in female hypertensive rats. Model predictions are consistent with experiments by Campbell et al., who found in male hypertensive rats that Ang II drops by 65.9% [20]. A 50% reduction in ACE resulted in a 25.7% and 22.8% reduction in [Ang II] in male and female hypertensive rats, respectively (Fig. 2.2d). While the percentages are similar, in male hypertensive rats exhibited a larger absolute reduction in [Ang II] (from 47 fmol/ml to 34.9 fmol/ml)
Figure 2.2: Simulated hormone concentrations after angiotensin converting enzyme inhibitors (ACEI) or angiotensin receptor blockers (ARB) treatment for virtual normotensive and hypertensive rats.
than its female counterpart (from 20 fmol/ml to 15.4 fmol/ml). Taken together, our model predicted a moderately larger percentage decrease and a much larger absolute decrease in male hypertensive [Ang II] levels than it does for female hypertensive rats. This result suggests that ACEIs may be more effective in lowering [Ang II] in males compared to females. Under ACE inhibition, [Ang IV], [AT1R-bound Ang II], and [AT2R-bound Ang II] all directly scale with [Ang II] in our model.

With 90% ACE inhibition our model predicted a 110.3% and a 139.5% increase in [Ang I] in male and female hypertensive rats, respectively (Fig. 2.2c). In male hypertensive rats, [Ang I] increased from 200 fmol/ml to 420.6 fmol/ml, whereas in females [Ang I] increased from 61 fmol/ml to 146.1 fmol/ml. A 50% reduction shows a smaller but qualitatively similar response for both sexes.

The model predicted that ACE inhibition induces similar percentage increases in [Ang (1-7)] between the two sexes. With 90% ACE inhibition, our model predicted a 101.6% and 136.7% increase in [Ang (1-7)] levels in male and female hypertensive rats, respectively. Due to their higher baseline [Ang (1-7)], the absolute increase is higher in female hypertensive rats than males (Fig. 2.2e). The larger increase in females may be explained, in part, by their higher $c_{NEP}$. Thus, as [Ang I] rises, more of the Ang I is converted by NEP to Ang (1-7) in females.

Model male hypertensive rats have a higher level of PRA, compared to females, with and without ACE inhibition. However, ACE inhibition results in a larger percentage increase in female hypertensive rats (Fig. 2.2a). With 90% ACE inhibition, male hypertensive rat’s PRA increases by 78.6% while PRA increases by 92.6% in female hypertensive rats. This difference in PRA drives the sexes’ different responses in [AGT]. Since the production rate of AGT is constant in our model, an increase in PRA decreases [AGT]. In male hypertensive rats we predict a drop of 40.3% while in female hypertensive rats we predict a drop of 16.2% (Fig. 2.2b).
2.3.4 Angiotensin receptor blockers

In the next set of simulations, we studied the effect of ARBs. To simulate their effects, we reduce $c_{\text{AT1R}}$ by a target level $\kappa_{\text{ARB}}$:

$$
c_{\text{AT1R}} = c_{\text{AT1R}}^0 \times (1 - \kappa_{\text{ARB}})
$$

(2.15)

We modeled 50% and 90% blockage of angiotensin receptors, i.e., $\kappa_{\text{ARB}} = 0.5$ and 0.9. Model results are summarized in Fig. 2.2. With 50% inhibition of $c_{\text{AT1R}}$, our model predicted essentially the same percentage decreases (30.2% and 28.4%) in [AT1R-bound Ang II] in male and female hypertensive rats respectively (Fig. 2.2f). These percentage reductions correspond to an absolute decrease from 160.3 fmol/ml to 111.8 fmol/ml in hypertensive males, and a smaller decrease from 68.2 fmol/ml to 48.85 fmol/ml in hypertensive females. With 90% inhibition of $c_{\text{AT1R}}$, the model predicted a 75.13% and 70.01% decrease in [AT1R-bound Ang II] in male and female, respectively. In this case, [AT1R-bound Ang II] in male hypertensive rats decreased from 160.3 fmol/ml to 39.9 fmol/ml, and in female hypertensive rats, it decreased from 68.2 fmol/ml to 20.5 fmol/ml.

The lowered conversion rate to AT1R-bound Ang II elevated the concentrations of its precursors. Larger fractional increases in [Ang I] and [Ang II] were predicted in female hypertensive rats (162.1 and 199.9%, respectively) than in male hypertensive rats (116.1 and 148.7%, respectively), although male hypertensive rats had higher levels overall. In females, [Ang I] increased from 61 fmol/ml to 159.9 fmol/ml, and [Ang II] from 20 fmol/ml to 60 fmol/ml. In males, [Ang I] increased from 200 fmol/ml to 432.1 fmol/ml, and [Ang II] increased from 47 fmol/ml to 116.9 fmol/ml. Since Ang (1-7) is derived from Ang I and Ang II, its dynamics follow similar trends.
2.3.5 Effect of feedback

Our current model shows a 110.3% and 101.6% increase in Ang I and Ang (1-7), respectively, in male hypertensive rats in response to 90% ACE inhibition. These predicted changes are substantially smaller compared to the 766% and 1120% increases observed experimentally [20]. As discussed above (Sect. 2.3.2), through its action on PRA (Eq. 2.3), $V_{\text{max}}$ is one of the strongest effectors of RAS hormone levels. Thus, we hypothesize that increasing the sensitivity of the feedback function, $f$, would more acutely increase PRA during ACE inhibition, which would elevate Ang I level and may yield model results that accurately replicate experimental observed changes in Ang I and Ang (1-7). To test this hypothesis, we simulated drug treatments with 10 different values for $B_{\text{AT1}}$ between 0 and 2 (baseline $B_{\text{AT1}} = 0.95$). Results are shown in Fig. 2.3. Values obtained without feedback ($B_{\text{AT1}} = 0$) are indicated by bars.

For both ACEI and ARB, a stronger feedback gain (i.e., larger $B_{\text{AT1}}$) keeps [AT1R-bound Ang II] closer to its equilibrium value shown in the blue bar (Fig. 2.3g). This result can be explained by the observation that with a larger $B_{\text{AT1}}$, a reduction in [AT1R-bound Ang II] would increase PRA by a larger amount. This negative feedback increases [Ang I], [Ang II], and thus [AT1R-bound Ang II].

As noted above, with ACE inhibition, PRA is higher when feedback is represented. Thus, more AGT is being converted into Ang I, but, with lower ACE, less Ang I is being converted into Ang II. Consequently, a higher $B_{\text{AT1}}$ yields a higher [Ang I] (Fig. 2.3c); [Ang (1-7)] has a response similar to [Ang I]. Taken together, the competing factors of a higher [Ang I] and a slower conversion rate (with ACE inhibition) result in smaller reductions in downstream peptides [Ang II], [Ang IV], and [AT2R-bound Ang II] when feedback is stronger (larger $B_{\text{AT1}}$) (Fig. 2.3e).
When ARBs are administered in the absence of feedback, upstream peptides [Ang I] and [Ang (1-7)] are unaffected, whereas [Ang II], [Ang IV], and [AT2R-bound Ang II] increase. With feedback, all peptides except [AGT] monotonically increase with $B_{AT1}$.

### 2.4 Discussion

The goal of this study is to seek insights into the sex differences in the RAS of the rat, an animal that plays a major role in many experimental and clinical studies. To accomplish that goal, we have applied a previously published human RAS model [141], and identified parameter sets to simulate the RAS in normotensive and hypertensive rats, both male and female. In particular, we identified different parameter sets for the four types of rats to recapitulate the higher [Ang II] in hypertensive rats, especially in males. Analysis of model results suggests that the observed difference in hormone levels among the four types of rats may be attributable to the differing key reaction rate constants that characterize the conversion from Ang I to Ang II (see Table 2.2). For example, our model identified much higher $k_{AGT}$ in male hypertensive rats than in any other group ($k_{AGT}$ in male hypertensive rat is 28.8% higher than female). Similarly, PRA in male hypertensive rat is 193.5% higher than female. $k_{AGT}$ and PRA are key players in the first reactions in this pathway and control the overall amount of angiotensin circulating through the system. Indeed, one reason male hypertensive rats can support a higher Ang II and AT1R-bound Ang II levels is simply because there is more angiotensin circulating through the system. The higher $k_{AGT}$ and PRA values mean that male hypertensive rats can support more Ang II even when female hypertensive rats have higher ACE activity and thus a faster Ang I-to-Ang II conversion rate (a $c_{ACE}$ level of 24.88 1/h in female hypertensive rats as
Figure 2.3: Hormone levels after drug treatment simulation with varying levels of feedback. Bars show the system with no feedback ($B_{AT1} = 0$).
compared to 17.15 l/h in male hypertensive rats).

Another of goal of this study is to better understand the sex-specific responses to antihypertensive treatments. To that end, we applied the model to simulate the effects of two major classes of hypertensive drugs: ACEIs and ARBs. Following ACE inhibition, the model predicts a significantly larger absolute decrease in [Ang II] in male hypertensive rats, relative to females. Given that Ang II induces vasoconstriction and raises blood pressure, our model result suggests that ACE inhibition may be more effective in lowering blood pressure in males than in females. That result is consistent with findings by Reckelhoff et al., who measured blood pressure in male and female spontaneously hypertensive rats (SHR) after treatment with ACEIs [190]. They found that the ACEIs reduced blood pressure in both genders of hypertensive rats but significantly more so in male SHR than females (63% versus 40–45%) [190].

Model simulation of ACE inhibition yielded changes that are in general agreement with experimental data [20, 190]. Nonetheless, some discrepancies can be noted. Campbell et al. reports that [Ang I] and [Ang (1-7)] increase by 766% and 1120%, respectively, in male normotensive rats following ACE inhibition [20]. Those observed increases are many folds higher than our model’s predicted increases of 110.3% and 101.6%. To reconcile that discrepancy, we increased the strength of the feedback function (Eq. 2.3). That has the effect of enhancing the model’s response to ACE inhibition, a result that suggests the feedback in the male normotensive rat may be stronger than the model’s baseline assumption. Alternatively, the fact that our model underestimates the changes in [Ang I] and [Ang (1-7)] may imply that the some of the animal’s responses to the drug treatment may be missing from the model.

Model simulation of ARBs indicates similar percentage decreases in [AT1R-bound Ang II] in hypertensive male and female rats, with a larger absolute decrease predicted in hypertensive males. To our knowledge, sex differences in the response of
AT1R-bound Ang II to ARB treatment have not been well characterized in experiments. Thus, we instead compare model predictions to measured blood pressure responses, assuming that high [AT1R-bound Ang II] corresponds to higher blood pressure. Yanes et al. found that following ARB treatment male SHR exhibit a larger blood pressure reduction than female (51.5% versus 39%) [241]. In contrast, Rodrigues et al. reported similar decreases in both sexes after 24 hours of ARB treatment [40]. The discrepancy may be attributed to differences in strains and experimental protocols. Also, comparing [AT1R-bound Ang II] to blood pressure does not take into account the vasodilatory effects of [AT2R-bound Ang II].

The feedback parameter $B_{AT1}$ has a substantial impact on the animal’s predicted response to drug treatment. A stronger feedback parameter lowers the percentage change of [AT1R-bound Ang II], indicating a potentially smaller blood pressure response (Fig. 2.3g). However, ACEIs and ARBs have different effects on AT2R-bound Ang II that are changed by varying $B_{AT1}$. This is worth noting as AT1R-bound Ang II and AT2R-bound Ang II are known to have opposing effects on the body, with AT1R-bound Ang II increasing blood pressure and AT2R-bound Ang II decreasing blood pressure. A stronger feedback function causes AT2R-bound Ang II to decrease less with ACEI and to increase more with ARB while a weaker feedback function causes AT2R-bound Ang II to decrease more with ACEI and to increase less with ARB. This suggests that the feedback function determines the balance in receptor responses to drug treatment. Since AT1R and AT2R receptors have opposing effects on the body, the balance between them could determine the difference between the animal’s responses to ARB.

We offer two possible explanations for why ARBs may be more effective in women than ACEIs [191]. First, AT2R-bound Ang II may have a stronger effect on the body in women than in men. AT2R-bound Ang II causes vasodilation and ACEIs decrease
[AT2R-bound Ang II] by a similar percentage in hypertensive males and females but by a larger amount in hypertensive males. In both sexes the benefit from a drop in [AT1R-bound Ang II] outweighs the harm from a drop in [AT2R-bound Ang II] but more so in males than in females. Since we see a greater blood pressure reduction yet a larger absolute drop in [AT2R-bound Ang II] from ACEI in males, the difference must be in how the body responds to a drop in [AT2R-bound Ang II] in each sex. Second, women may have a stronger feedback loop than men. This would cause ACEIs to reduce [AT1R-bound Ang II] less in women than in men and thus cause less vasodilation (Fig. 2.3g). A stronger feedback loop in women would also mean that ARBs increase [AT2R-bound Ang II] in women more than in men (Fig. 2.3h). Thus women would have a stronger vasodilatory response. Both factors provide adequate explanation for why ARBs may be more effective in women than ACEIs while the opposite is true for men [215].

A limitation of the present model is that there is not sufficient data to fully characterize the system. For instance, because AT1R-bound Ang II and AT2R-bound Ang II levels have not been determined, the present model assumes that their values are proportional to the corresponding Ang II level. One consequence of this assumption is that $c_{AT1R}$ and $c_{AT2R}$ are identical among all groups of rats. However, normotensive females have been shown to have higher levels of AT2 receptors than normotensive males [243, 88] while hypertensive male have higher levels of AT1 receptors and a similar level of AT2R than hypertensive females [210]. Also, the present model predicts a higher $c_{ACE2}$ (conversion from Ang II to Ang (1-7)) in hypertensive females compared to hypertensive males. However, experimental results point to higher ACE2 activity in normotensive and hypertensive males as compared to females [243]. Despite this discrepancy, our model still supports the higher expression of Ang (1-7) found in females [88] by predicting a much higher $c_{ACE}$ in females (Table 2.2).
This model is not a complete diagram of the RAS. Instead it limits the number of model parameters (and the inevitable degree of uncertainty) by focusing on the more well studied components. The model does not include the conversion of Ang I to Ang (1-9) by ACE2 [154], Ang (1-7) to Ang (1-5) by ACE, or the binding of Ang (1-7) to its receptor. Our model contains a simplified conversion of Ang II to Ang IV by skipping the intermediate form of Ang III [24]. Despite not representing the influence of these reactions and hormones on blood pressure, our model still captures the actions and responses of the two major vasoactive hormones, Ang II and Ang (1-7), to antihypertensive treatment. Expanding our model to include Ang (1-7) receptors could be useful to explore other options for antihypertensive therapies. Ang (1-7) stimulation of vasodilation through the production of nitric oxide [24] suggests that drug treatments targeting NEP activity, ACE2 activity or Ang (1-7) receptors may be particularly effective for females in which Ang (1-7) is expressed at higher levels.
Chapter 3

Sex-specific Long-term Blood Pressure Regulation: Modeling and Analysis

3.1 Introduction

1Hypertension is a global health challenge: it affects one billion people and is estimated to account for > 60% of all cases or types of cardiovascular disease. Interestingly, women have lower blood pressure than men before menopause but higher afterwards [83, 197]. Yet, hypertensive men and women are typically treated using the same approach. In part due to our insufficient knowledge regarding sex-specific blood pressure regulation mechanisms, fewer women achieve blood pressure control compared to men, even though compliance and treatment rates are higher in women [72]. These data highlight the critical need to better understand the mechanisms of blood pressure control in both sexes and cast doubt on the current “one size fits all” therapeutic approach.

Sex differences in blood pressure and the prevalence of hypertension have been reported in a number of mammalian and avian species [201]. In humans [240] and in genetic models of hypertension such as spontaneously hypertensive rats (SHR) and Dahl salt-sensitive rats [171], males develop earlier and more severe hypertension than females. To date, the mechanisms underlying male-female differences in blood pressure control remain incompletely understood.

1This chapter was published as [137]. Anita T. Layton contributed with model and simulation design, edits, and revisions.
Hypertension is undoubtedly a multifactorial disease with contributions from and affecting multiple organs [38, 77, 68, 69, 17, 178]. In particular, the kidney is a key (albeit not sole) determinant of blood pressure and of sex differences in hypertension [236]. That role is evident in transplantation studies, where blood pressure “goes with” the kidney: transplanting a kidney from a hypertensive rat into a normotensive rat induces hypertension in the recipient [13]. Essential for the kidney’s long-term control of blood pressure is the pressure-natriuresis mechanism, whereby increases in renal perfusion pressure lead to increases in Na\(^+\) excretion, which in turn lowers salt and water retention and reduces effective circulating volume. Under physiological conditions, females exhibit a leftward shift in the pressure-natriuresis relation relative to males, such that females excrete the same amount of Na\(^+\) as males at a lower arterial pressure [87, 110]. Pressure-natriuresis responses encompass multiple levels of Na\(^+\) transporter regulation [149, 150], and are substantially modulated by the renin-angiotensin system (RAS) [156]. The RAS is a non-sex hormonal system critical for maintaining blood pressure and effective circulating volume. For instance, one of the peptides angiotensin (Ang) II, through the angiotensin II type 1 receptor (AT1R), induces vasoconstriction and, via its effects on kidney function, enhance Na\(^+\) and fluid retention. These vascular and tubular actions serve to maintain or raise blood pressure. However, Ang II can also bind to the angiotensin II type 2 receptor (AT2R) which induces vasodilation.

In the past few years, an explosion of data has emerged concerning sex differences in the RAS [145, 161, 89, 115], in kidney function [87, 30, 82], and in responses to anti-hypertensive therapies targeting the RAS. For instance, the benefits of chronic treatment of angiotensin converting enzyme inhibitors (ACEI) in women have been reported to lessen over time [52], while angiotensin receptor blockers (ARB) reduce blood pressure more in women than in men [22]. That observed stronger advantage
of ARB over ACEI in women relative to men may be attributed to the sex differences in intrarenal RAS components. To identify the physiological mechanisms underlying those differences, we develop sex-specific computational models of blood pressure control that include the kidney and the RAS. Our model is based on major components of the seminal computational model for long-term blood pressure regulation by Guyton et al. [78]; that model has since been revised and extended by a number of researchers [103, 80, 1, 95, 222]. However, none of these models are gender specific. Thus, the present sex-specific models are the first to capture the key sex differences in blood pressure regulation mechanisms. This distinguishing feature allows our models to identify the physiological mechanisms that lead to the sexual dimorphism in the pathophysiology of hypertension and discrepancies in men’s and women’s responses to ACEI and ARB.

3.2 Materials and methods

3.2.1 Blood pressure regulation model

The present models are an expansion of the long-term blood pressure regulation models by Hallow et al. [80] and by Karaaslan et al. [103], which are in terms based on the model by Guyton et al. [78]. These models describe, using a large system of coupled nonlinear algebraic differential equations, the interactions among the cardiovascular system, the renal system, the renal sympathetic nervous system, the endocrine (renin-angiotensin) system, and how these systems regulate blood pressure and respond to various perturbations. For instance, renal blood flow is adjusted, via renal autoregulatory mechanisms [208, 209], according to hormonal and nervous inputs; and renal blood flow determines, in part, Na\textsuperscript{+} excretion, which impacts blood pressure. We
A major goal of this study is to identify the mechanisms that underlie the stronger cardiovascular benefits of ARB over ACEI in women compared to men. To that end, we incorporate into the published blood pressure regulation models [80, 103] a detailed, sex-specific representation of the RAS, the target of ACEI and ARB. The RAS model is adopted from a rat RAS model previously published by us [136], with parameters refit separately for men and women (see below). Sex-specific model parameters are identified to represent the well-known sex differences in the RAS and in renal sympathetic nervous activity (RSNA; see below). A schematic diagram of the blood pressure regulation model is shown in Fig. 3.1. Model equations and parameters not described in detail here can be found in Ref. [103].
3.2.2 Renin-angiotensin system model

The present models are the first long-term blood pressure regulation models to include a sex-specific RAS component. It describes the reaction cascade from angiotensinogen (AGT) to Ang (1-7)/Ang II/Ang IV. A schematic diagram that depicts that reaction cascade is shown in Fig. 3.2. Below we describe the RAS model equations.

Figure 3.2: Schematic diagram of the renin-angiotensin system. Corresponds to the blue nodes in Fig. 3.1 with added details.

AGT is catalytically cleaved by plasma renin activity (PRA) to produce Ang I. The rate of change of $[\text{AGT}]$ is given by the production rate $k_{\text{AGT}}$, its conversion to Ang I, and the decay based on its half life $h_{\text{AGT}}$.

$$\frac{d[\text{AGT}]}{dt} = k_{\text{AGT}} - \text{PRA} - \frac{\ln(2)}{h_{\text{AGT}}} [\text{AGT}] \quad (3.1)$$

Renin is secreted at the rate $R_{\text{sec}}$. It has a baseline rate of $N_{rs}$ and is dependent on the feedback from $[\text{AT1R-bound Ang II}](\nu_{\text{AT1}})$, where $A$ and $B$ are fitting constants taken from [80].
\[ \nu_{AT1} = 10^{A-B \times \log_{10}(\frac{[AT1R\text{-bound Ang II}]}{[AT1R\text{-bound Ang II}^\text{EQ}}) \]  

\[ R_{sec} = N_{rs} \times \nu_{AT1} \]  

The plasma renin concentration (PRC) is dependent on \( R_{sec} \) and decays with a half life of \( h_{\text{renin}} \). PRA is related to [PRC] by a fixed constant of \( X_{PRC-PRA} \) which was determined by [80] from the ratio of PRA to PRC in normotensive subjects in the absence of RAS-blocking therapies.

\[ \frac{d[\text{PRC}]}{dt} = R_{sec} - \frac{\ln(2)}{h_{\text{renin}}}[\text{PRC}] \]  

\[ \text{PRA} = [\text{PRC}] \times X_{PRC-PRA} \]  

Ang I is converted into other forms through angiotensin converting enzyme (ACE), chymase, and neutral endopeptidase (NEP) activity; the respective reaction rate constants are denoted \( c_{\text{ACE}}, c_{\text{chym}}, \text{and } c_{\text{NEP}} \). The half life of Ang I is denoted \( h_{\text{Ang I}} \).

\[ \frac{d[\text{Ang I}]}{dt} = \text{PRA} - (c_{\text{ACE}} + c_{\text{chym}} + c_{\text{NEP}})[\text{Ang I}] - \frac{\ln(2)}{h_{\text{Ang I}}}[\text{Ang I}] \]  

Ang II is converted from Ang I through ACE and chymase and then converted into Ang (1-7) through ACE2 at the rate \( c_{\text{ACE2}} \). Ang II also binds to the AT1R and AT2R at rates \( c_{\text{AT1R}} \text{ and } c_{\text{AT2R}} \), respectively. We assume that Ang II, AT1R-bound Ang II, and AT2R-bound Ang II have half lives \( h_{\text{Ang II}}, h_{\text{AT1R}}, \text{and } h_{\text{AT2R}} \).
respectively.

\[
\frac{d[\text{Ang II}]}{dt} = (c_{\text{ACE}} + c_{\text{chym}})[\text{Ang I}] - (c_{\text{ACE}2} + c_{\text{Ang II}=\text{Ang IV}} + c_{\text{AT1R}} + c_{\text{AT2R}}) \\
\times [\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang II}}}[\text{Ang II}] \tag{3.7}
\]

\[
\frac{d[\text{AT1R-bound Ang II}]}{dt} = c_{\text{AT1R}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{AT1R}}}[\text{AT1R-bound Ang II}] \tag{3.8}
\]

\[
\frac{d[\text{AT2R-bound Ang II}]}{dt} = c_{\text{AT2R}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{AT2R}}}[\text{AT2R-bound Ang II}] \tag{3.9}
\]

Ang (1-7) is converted by NEP from Ang I and by ACE2 from Ang II, and it decays with a half life of \( h_{\text{Ang (1-7)}} \).

\[
\frac{d[\text{Ang (1-7)}]}{dt} = c_{\text{NEP}}[\text{Ang I}] + c_{\text{ACE}2}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang (1-7)}}}[\text{Ang (1-7)}] \tag{3.10}
\]

Ang IV is converted from Ang II at the rate \( c_{\text{Ang II}=\text{Ang IV}} \) and decays with a half life of \( h_{\text{Ang IV}} \).

\[
\frac{d[\text{Ang IV}]}{dt} = c_{\text{Ang II}=\text{Ang IV}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang IV}}}[\text{Ang IV}] \tag{3.11}
\]

### 3.2.3 Effects of RAS on blood pressure

The RAS regulates blood pressure and fluid balance primarily via its effects on the kidney. Specifically,

- ALD enhances \( \text{Na}^+ \) reabsorption along the distal tubule and the collecting duct;
- AT1R-bound Ang II enhances \( \text{Na}^+ \) reabsorption along the proximal tubule, and increases afferent and efferent arteriole resistance.
A less well-studied aspect is the blood pressure-lowering effects of AT2R-bound Ang II: it decreases afferent and efferent arteriole resistance (opposite effect of AT1R-bound Ang II) [243]. In general, males have a higher AT1R:AT2R ratio than females [243, 210]. In fact, in the kidney of the adult male rat, AT2R have been reported to be absent or only present at low levels [215]. Given these observations, it has been proposed that AT2R-bound Ang II may play a significant role in the sex differences in blood pressure regulation and in patients’ responses to ACEI and ARB.

To test the validity of this hypothesis, we incorporate the vasodilatory effect of AT2R-bound Ang II into only the female blood pressure regulation model. The equations below present the interaction between AT2R-bound Ang II and renal vascular resistance. We adopt the following notations. Afferent arteriole resistance ($R_{aa}$) is the baseline resistance ($R_{aa-ss} = 31.67$ mmHg min l$^{-1}$) multiplied by the effects of RSNA ($\beta_{RSNA}$), tubuloglomerular feedback ($\Sigma_{TGF}$), the myogenic effect ($\Sigma_{myo}$), AT1R-bound Ang II ($\Psi_{AT1R-AA}$) and AT2R-bound Ang II ($\Psi_{AT1R-AA}$). Efferent arteriole resistance ($R_{ea}$) is the baseline resistance ($R_{ea-ss} = 51.66$ mmHg min l$^{-1}$) multiplied by the effects of AT1R-bound Ang II ($\Psi_{AT1R-EA}$) [80] and AT2R-bound Ang II ($\Psi_{AT2R-EA}$). $\beta_{RSNA}$ and $\Sigma_{TGF}$ are given by Karaaslan et al. [103] while $\Psi_{AT1R-AA}$ and $\Psi_{AT1R-EA}$ are given by Hallow et al. [80].

\begin{align*}
R_{aa} &= R_{aa-ss} \times \beta_{RSNA} \times \Sigma_{TGF} \times \Sigma_{myo} \times \Psi_{AT1R-AA} \times \Psi_{AT2R-AA} \quad (3.12) \\
R_{ea} &= R_{ea-ss} \times \Psi_{AT1R-EA} \times \Psi_{AT2R-EA} \quad (3.13)
\end{align*}

We assume that $\Psi_{AT2R-AA}$ and $\Psi_{AT2R-EA}$ are linearly decreasing functions of [AT2R-bound Ang II], where [AT2R-bound Ang II]$_{eq}$ denotes the equilibrium concentration of the bound peptide.
\[
\Psi_{AT2R-AA} = \begin{cases} 
0.025([AT2R - \text{bound Ang II}]_{eq} & \text{in females} \\
-([AT2R - \text{bound Ang II}]) + 1 & \text{in males} \\
1 & \end{cases}
\]

\[
\Psi_{AT2R-EA} = \begin{cases} 
0.021([AT2R - \text{bound Ang II}]_{eq} & \text{in females} \\
-([AT2R - \text{bound Ang II}]) + 1 & \text{in males} \\
1 & \end{cases}
\]

Afferent and efferent arteriole resistance together control the renal blood flow \(\phi_{rb}\).

\[
R_r = R_{aa} + R_{ea}
\]

\[
\phi_{rb} = \frac{\text{MAP}}{R_r}
\]

The glomerular filtration rate \(\phi_{GFR}\) is the product of the net filtration pressure \((P_f)\) and a constant glomerular capillary filtration coefficient \((C_{gcf})\). The net filtration pressure \((P_f)\) is in turn given by the difference between the glomerular hydrostatic pressure \((P_{gh})\) and the sum of the Bowman hydrostatic pressure \((P_B)\) and the glomerular osmotic pressure \((P_{go})\). \(P_B\) and \(P_{go}\) are assumed known a priori. The glomerular hydrostatic pressure \((P_{gh})\) is calculated from the difference between MAP and the mean afferent arteriolar pressure, which is given by the product of \(\phi_{rb}\) and \(R_{aa}\).
\[ \phi_{GFR} = P_f \times C_{gcf} \quad (3.18) \]
\[ P_f = P_{gh} - (P_B + P_{go}) \quad (3.19) \]
\[ P_{gh} = MAP - \phi_{rb} \times R_{aa} \quad (3.20) \]

### 3.2.4 Sex-specific parameters

Besides the effects of AT2R-bound Ang II, the models also represent sex differences in the RAS, baseline aldosterone (ALD) levels, and RSNA sensitivity.

**The RAS** To identify sex-specific RAS model parameters, we apply RAS hormone peptide levels from the literature (see Table 3.1 and description in Appendix A) and solve for sex-specific RAS reaction rate constants as done in Chapter 2. The goal is to determine the reaction rates in Eqs. 3.1–3.11. These RAS reaction rates, shown in Table 3.2, are used in the hypertensive simulations.

**Table 3.1:** Human RAS hormone levels.

<table>
<thead>
<tr>
<th>Hormone</th>
<th>Unit</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>[AGT]</td>
<td>fmol/ml</td>
<td>483,900[104]</td>
<td>512,770[205]</td>
</tr>
<tr>
<td>[Ang I]</td>
<td>fmol/ml</td>
<td>7.5[168]</td>
<td>7.5[168]</td>
</tr>
<tr>
<td>[Ang II]</td>
<td>fmol/ml</td>
<td>4.75[168]</td>
<td>4.75[193]</td>
</tr>
<tr>
<td>[Ang (1-7)]</td>
<td>fmol/ml</td>
<td>14[26]</td>
<td>9.33[216]</td>
</tr>
<tr>
<td>[Ang IV]</td>
<td>fmol/ml</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[AT1R - bound Ang II]</td>
<td>fmol/ml</td>
<td>5.4[141]</td>
<td>5.4[210]</td>
</tr>
<tr>
<td>[AT2R - bound Ang II]</td>
<td>fmol/ml</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Baseline ALD** Males have higher levels of ALD than females [155]. For the male model, we keep the baseline level of 85 ng/l from [103]. For the female model, we
### Table 3.2: Reaction rate constants solved for in the linear system for male and female normotensive humans.

<table>
<thead>
<tr>
<th>Reaction Rate Constant</th>
<th>Unit</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>[PRC]</td>
<td>fmol/ml/min</td>
<td>17.72</td>
<td>17.72</td>
</tr>
<tr>
<td>PRA</td>
<td>fmol/ml/min</td>
<td>18.02</td>
<td>18.02</td>
</tr>
<tr>
<td>$k_{AGT}$</td>
<td>fmol/ml/min</td>
<td>577.04</td>
<td>610.39</td>
</tr>
<tr>
<td>$c_{ACE}$</td>
<td>1/min</td>
<td>0.88</td>
<td>1.41</td>
</tr>
<tr>
<td>$c_{chym}$</td>
<td>1/min</td>
<td>0.09</td>
<td>0.15</td>
</tr>
<tr>
<td>$c_{NEP}$</td>
<td>1/min</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>$c_{ACE2}$</td>
<td>1/min</td>
<td>0.0078</td>
<td>0.004</td>
</tr>
<tr>
<td>$c_{AngII=AngIV}$</td>
<td>1/min</td>
<td>0.25</td>
<td>0.04</td>
</tr>
<tr>
<td>$c_{AT1}$</td>
<td>1/min</td>
<td>0.17</td>
<td>0.03</td>
</tr>
<tr>
<td>$c_{AT2}$</td>
<td>1/min</td>
<td>0.07</td>
<td>0.04</td>
</tr>
<tr>
<td>[AT1R − boundAngII]</td>
<td>fmol/ml</td>
<td>13.99</td>
<td>3.78</td>
</tr>
<tr>
<td>[AngIV]</td>
<td>fmol/ml</td>
<td>0.86</td>
<td>1.36</td>
</tr>
</tbody>
</table>

use the ratio of male to female ALD reported in Ref. [155] to determine the female baseline ALD level to be 69.2 ng/l.

**RSNA** Females have less excitable and more easily repressed RSNA [90]. RSNA is affected by mean arterial pressure (MAP) and right atrial pressure ($P_{ra}$). Mathematically, RSNA is the baseline level ($N_{rsna} = 1$) multiplied by the effects of MAP ($\alpha_{map}$) and the effects of $P_{ra}$ ($\alpha_{rap}$) as shown in Eqs. 3.21 and 3.22 and defined in Ref. [103]. To qualitatively model the female’s RSNA sensitivity, we introduce a new
step in the female model, Eq. 3.24.

\[
\alpha_{\text{map}} = 0.5 + \frac{1.1}{1 + e^{(\text{MAP}-100\text{mmHg})/15\text{mmHg}}} 
\]

(3.21)

\[
\alpha_{\text{rap}} = 1 - 0.008(\text{mmHg})^{-1}P_{\text{ra}} 
\]

(3.22)

\[
rsna_0 = N_{rsna} \times \alpha_{\text{map}} \times \alpha_{\text{rap}} 
\]

(3.23)

\[
rsna = \begin{cases} 
rsna_0^{\text{map}} & \text{in females} \\
rsna_0 & \text{in males} 
\end{cases} 
\]

(3.24)

Note that the baseline value of \(rsna_0\) is 1. Thus, the female rsna formula implies lower RSNA levels at higher levels of stimulation (i.e., slower increase in \(rsna\) for \(rsna_0 > 1\)), and higher RSNA levels with low stimulation.

### 3.3 Results

### 3.3.1 Responses to angiotensin infusion

Angiotensin infusion experiments are commonly done in both animals and humans to characterize the body’s reaction. We simulate the Ang I and II infusion experiments in [2] by adding to Eqs. 3.6 and 3.7 infusion constants \(k_1 = 0.44833 \text{ fmol/ml/min}\) and \(k_{\text{II}} = 0.3633 \text{ fmol/ml/min}\), respectively to simulate the constant infusion rate of Ang I and II used in the study.

The key difference between the model’s responses to Ang I and Ang II infusion is the direction of change in \([\text{Ang I}]\) (Fig. 3.3a). Ang I infusion, naturally, increases \([\text{Ang I}]\), but Ang II infusion decreases \([\text{Ang I}]\). The opposite responses can be explained as follows. Both Ang I and Ang II infusion raises [AT1R-bound Ang II]. By means of a feedback mechanism (depicted in Fig. 3.2 and Eq. 3.2), the higher [AT1R-bound
Ang II suppresses PRA. Taken in isolation, the lower PRA would decrease [Ang I] and [Ang II]. Indeed, this is what was observed with the Ang II infusion simulation. For the Ang I infusion simulation, however, the added Ang I overwhelms competing factors, resulting in an increase in [Ang I].

The predicted response to Ang II infusion shows a greater sexual dimorphism than Ang I infusion. This can be attributed to the significantly larger male-to-female difference between reaction rate constants in the Ang II reaction (Eq. 3.7) compared to Ang I (Eq. 3.6); see Table 3.2. As a result, a given stimulus generally yields smaller
changes in [AT1R-bound Ang II] and [AT2R-bound Ang II] in females than in males (Figs. 3.3c and 3.3d). With both Ang I and Ang II infusion, the lower [AT1R-bound Ang II] in females cause smaller increases in MAP by elevating afferent arteriole resistance, Na\(^+\) reabsorption in the proximal tubule, and Na\(^+\) reabsorption in the distal tubule (through effects on ALD levels) by less than in the male model.

### 3.3.2 Responses to various hypertensive stimuli

Hypertension is a multifactorial disease, with causes including arterial stiffening, impaired renal Na\(^+\) handling, and stimulation of the renal sympathetic nervous system. To assess the sensitivity of blood pressure to key contributors of hypertension, we induce hypertension, in both the male and female models, by individually increasing the following model parameters: systemic vascular resistance, afferent arteriole resistance, proximal tubule Na\(^+\) reabsorption, distal tubule Na\(^+\) reabsorption, collecting duct Na\(^+\) reabsorption, renin secretion, ALD secretion, and RSNA (Fig. 3.4). The amount of increase for each parameter is selected to represent a large increase within physiological bounds.

Both the male and female models predict that increases in afferent arteriole resistance induce the largest increase in extracellular fluid volume and thus MAP (Fig. 3.4a). Other parameter changes (e.g., RSNA, ALD, etc.) yield smaller effects, in part, because of the activation of the autoregulatory response, which elevates renal blood flow, GFR, and eventually urine and Na\(^+\) excretion, via the dilation of the afferent arteriole. That compensatory response is nullified in the case where afferent arteriole resistance is assumed \textit{a priori} to be elevated. Indeed, increased afferent arteriole resistance lowers renal blood flow and GFR, whereas all other cases predict an opposite change in these variables. It is noteworthy that increased afferent arteriole
Figure 3.4: Change in selected variables from various causes of hypertension. The chosen increase in afferent arteriole resistance yields the largest rise in mean arterial pressure (MAP).
resistance leads to similar increases in Na$^+$ amount as other causes of hypertension. Instead, the increase in MAP stems from water retention as extracellular fluid volume increases by double that of the next largest cause of hypertension, RSNA (Fig. 3.4b).

### 3.3.3 Explaining sex differences in response to hypertensive stimulus

In the next set of simulations, we seek to explain men’s higher susceptibility to hypertension, compared to women, in response to increased afferent arteriole resistance. In our models, afferent arteriole resistance is controlled through multiple feedback systems, including RSNA, AT1R-bound Ang II, and AT2R-bound Ang II — all of which exhibit sex differences. When baseline afferent arteriole resistance is elevated, each feedback system reacts to keep the effective afferent arteriole resistance near normotensive levels. Consequently, male afferent arteriole resistance increases from 32.2 mmHg to 52.4 mmHg (a 62.6% increase) while female afferent arteriole resistance only increases from 32.1 mmHg to 48.2 mmHg (a 50.2% increase). Thus, despite the same increase in the baseline afferent arteriole resistance parameter, the female model exhibits a significantly smaller increase in afferent arteriole resistance. This sex difference can be attributed primarily to the stronger RSNA-mediated feedback mechanisms in females: RSNA stimulation of afferent arteriole resistance drops by 51.2% percent in the female model, but only by 47.8% in the male model. Compared to RSNA, the two other (RAS-mediated) feedback systems show a much smaller male-female difference in response to changes in baseline afferent arteriole resistance. Thus we hypothesize that RSNA is the main cause of female resistance to developing hypertension.

To test this hypothesis, we conduct model simulations using the male model with
one trait set to the corresponding female value at a time (Fig. 3.5). Specifically, we induce hypertension in three variants of the male model by increasing afferent arteriole resistance by 250%. The three variants are: one with baseline ALD level replaced by the female value (e.g., 69.2 ng/l instead of 85 ng/l), one with female RAS parameters, and another with the female effects of RSNA (Eq. 3.24). Each of these traits were described previously. The variant of the male model that yields blood pressure most similar to the female model will have the female trait that may best explain the sex difference in response to increased afferent arteriole resistance. Results are shown in Fig. 3.5.

The male models with female ALD level or RAS parameters behave similarly to the baseline male model, in the sense that the higher afferent arteriole resistance yields similar increases in MAP. In contrast, the male model with female RSNA acts similarly to the female model. Thus, we conclude that in our models, female protection against increased afferent arteriole resistance is due, in large part, to sex differences in RSNA sensitivity.
3.3.4 Hypertensive drug treatments

In the next set of simulations, we investigate the sex-specific responses to two classes of hypertensive therapies that target the RAS. We focus on renal hypertension, which is caused by the narrowing of the afferent arterioles, modeled by a higher baseline afferent arteriole resistance. We consider two types of anti-hypertensive drugs. The first, ACEI, block ACE from converting Ang I into Ang II. To simulate their effects, we reduce $c_{\text{ACE}}$ by a target level $\kappa_{\text{ACE}}$:

$$c_{\text{ACE}} = c_{\text{ACE}}^0 \times (1 - \kappa_{\text{ACE}}) \tag{3.25}$$

where $0 \leq \kappa_{\text{ACE}} \leq 1$. To determine the value of $\kappa_{\text{ACE}}$, we compare our model to experimental data. Nussberger et al. found that with ACEI administration, Ang II levels in normotensive men dropped by 63% [168]. To achieve this reduction in [Ang II] in our normotensive male model requires a $\kappa_{\text{ACE}} = 0.78$. This $\kappa_{\text{ACE}}$ is used in all simulations.

The second class of hypertensive drugs considered are ARB, which stop Ang II from attaching to the AT1R. To simulate their effects, we reduce $c_{\text{AT1R}}$ by a target level $\kappa_{\text{ARB}}$:

$$c_{\text{AT1R}} = c_{\text{AT1R}}^0 \times (1 - \kappa_{\text{ARB}}) \tag{3.26}$$

where $0 \leq \kappa_{\text{ARB}} \leq 1$. To determine the level of ARB, we again compare with experimental results. Tsutamoto et al. found that with ARB, Ang II rose by 90% in humans with mild to moderate congestive heart failure [230]. As their patients had normal blood pressure, we compare this to the normotensive male model, which requires $\kappa_{\text{ARB}} = 0.67$ to reproduce the experimental rise in Ang II. This $\kappa_{\text{ARB}}$ is used in all simulations.
The effects of ACEI and ARB on MAP in men and women are summarized in Fig. 3.6. These results indicate that ACEI and ARB induce a similar reduction in MAP in men, whereas ARB yield a significantly larger MAP decrease in women than ACEI (Fig. 3.6).

We hypothesize that the above difference may be attributable to the dilatory effects of AT2R-bound Ang II on renal vascular resistance, which is present only in the female model (Eqs. 3.14 and 3.15). When this effect is eliminated, then the sex difference in MAP response is much attenuated. (Fig. 3.6). These results suggest that the vasodilatory effects of AT2R-bound Ang II are essential for explaining the significantly stronger MAP-lowering effect of ARB over ACEI seen in women but not in men.

**Figure 3.6:** Change in MAP following ACEI (blue) and ARB (yellow) administration on hypertensive male model (first group) and on hypertensive female models with and without the vasodilatory effect of [AT2R-bound Ang II] (second and third groups, respectively).
3.4 Discussion

Despite known sex differences in responses to some anti-hypertensive therapies, male and female hypertensive patients are typically treated with the same therapeutic approach. The objective of this study is to apply sex-specific computational models of blood pressure regulation to reveal the contribution of different pathways and systems to the sexual dimorphism in the pathophysiology of hypertension and in the efficacy of commonly prescribed anti-hypertensive therapies, ACEI and ARB. Our models represent physiological systems responsible for long term blood pressure regulation, including the cardiovascular system and the kidney [78], as well as the RAS [80] and RSNA [103]. Major novel aspects of these models include sex specific descriptions of RSNA sensitivity (Eq. 3.24), the RAS (Table 3.2), ALD concentration, and the effects of AT2R-bound Ang II on renal vascular resistance (Eqs. 3.14 and 3.15).

Model simulations indicate a stronger response, measured by increases in MAP, in men compared to women to a number of hypertensive stimuli, including Ang II infusion (Fig. 3.3f) and increased afferent arteriole resistance (Fig. 3.4a). This difference in responses can be attributed to the sex difference in the reaction rate constants of the RAS, to female-specific vasodilatory benefits of AT2R-bound Ang II, and to the RSNA, which is more excitable in the male (Fig. 3.5).

Men’s stronger responses to ACEI and ABR relative to women. The same factors that heighten men’s sensitivity to hypertensive stimuli also enhance their response to anti-hypertensive treatments that target the RAS. For instance, ACEI are predicted to yield a significantly larger decrease in MAP in men (4.88 mmHg) compared to women (2.54 mmHg, Fig. 3.6). This result is consistent with a study by Falconnet et al., who found that chronic ACEI decreased both systolic and diastolic blood pressure in hypertensive men more than women (18.9/13.3 mmHg decrease for
men, vs 11.5/7.8 mmHg decrease for women) [52]. One discrepancy between the simulation and clinical studies is that the model predicts in both sexes significantly smaller absolute MAP reductions than those reported in Ref. [52]. That discrepancy could be due to the effects of ACEI beyond the RAS, such as its inhibition of the degradation of bradykinin, an inflammatory mediator [218]. The build up of bradykinin causes blood vessels to dilate, thereby reducing blood pressure. Bradykinin may also contribute to the enhanced effectiveness of ACEI in men; bradykinin signaling causes nitric oxide release, which reduces oxidative stress [218, 202, 71, 169]. While it is ambiguous if men or women have greater levels of oxidative stress, it has been shown that increasing oxidative stress in male SHR increases blood pressure and vice versa, whereas the same is not true in female SHR [203]. While important, these effects are beyond the scope of the model.

Furthermore, model simulations yield a slightly smaller decrease in MAP due to ARB in the female model (4.67 mmHg) as compared to the male model (5.50 mmHg, Fig. 3.6). This small difference is consistent with the findings that hydrochlorothiazide and ARB treatment together resulted in only a 3 mmHg greater average decrease in the female population than in the male population [204]. In contrast, in a study of ARB treatment in patients with essential hypertension, after 6 weeks of treatment ARB was found to be more effective in women (23 mmHg decrease in systolic pressure) compared to men (15 mmHg) [22]. The above differing, and sometimes contrasting, observations and model predictions are a consequence of the multiple origins of hypertension.

**ARB are more effective than ACEI in women, but that difference vanishes in men.** Our models predict that ARB reduce blood pressure more than ACEI in females (4.67 versus 2.54 mmHg drop, respectively, Figure 3.6). This result is
consistent with the findings of a study of chronic heart failure patients treated with either ACEI or ARB, which indicate that ARB reduced patient morbidity more than ACEI in females [94]. No difference in patient morbidity was found in males. It is noteworthy that our model only produces this result when the vasodilatory effects of AT2R-bound Ang II are included in the female model; more below.

In contrast, our model predicts no significant difference in MAP reductions in the male model following ACEI or ARB treatment (Figure 3.6). Direct comparison of our model’s prediction with clinical or experimental data is difficult, inasmuch as most studies failed to divide blood pressure measurements by sex. A number of studies have shown ARBs and ACEIs to induce similar reductions in blood pressure [66, 41, 97, 54]. In contrast, Mogensen et al. found ARB reduced systolic blood pressure more than ACEI [158] whereas Azizi et al. and Morgan et al. reported the opposite findings [8, 160]. However, as previously noted, none of these studies divided the results by sex. Most studies had a much larger participation from men than women (approximately two thirds male) [66, 97, 54, 158, 8] or were almost completely male [160].

A key contribution of the present study is the explanation of why ARB leads to a larger blood pressure reduction than ACEI in females, but that benefit is not seen in men. Both ACEI and ARB lower MAP by reducing [AT1R-bound Ang II]. In the present model, the only difference between ACEI and ARB is the direction of change of [AT2R-bound Ang II]: ACEI cause a decrease in [AT2R-bound Ang II], while ARB cause an increase. This opposite effect is the reason why the introduction of the vasodilatory effects of AT2R-bound Ang II into the model is necessary to replicating the differences in reaction to ACEI and ARB in women. Given the observation that AT2R have been reported to be absent or nearly so in the kidney of the adult rat [215], we incorporate the model assumption that AT2R-bound Ang II causes the afferent
and efferent arterioles to dilate in the female kidney (Eqs. 3.14 and 3.15). The novel representation of AT2R-bound Ang II effects leads to a cardiovascular benefit that is specific to ARB and females: while both ACEI and ARB lowers MAP by reducing [AT1R-bound Ang II], in females ARB, but not ACEI, also lowers MAP by reducing arteriolar resistance (via elevating [AT2R-bound Ang II]). The MAP-lowering effect from the reduction in afferent arteriole resistance is then compounded by the RSNA response in female which is more easily repressed compared to men.

The potential importance of sexual dimorphism in the regulation of afferent arteriole resistance is consistent with other model predictions. In their model of pressure-diuresis and naturesis, Beard and Mescam found that the differential regulation of afferent and efferent arteriole resistance was sufficient to explain the observed differences between normotensive and hypertensive Dahl salt-sensitive rats [10].

In summary, the cardiovascular advantages of ARB over ACEI are stronger in women than in men because of (1) the higher AT2R expression in women especially in the afferent and efferent arterioles and (2) a less excitable and more easily repressed RSNA in women.

Model limitations and future extensions. This study presents the first sex-specific computational models of whole-body long-term blood pressure regulation. While comprehensive, the representation of some regulatory processes, especially those concerning renal tubular transport and autoregulation, is relatively simplistic. For example, the renal autoregulatory components, such as the tubuloglomerular feedback and the myogenic response, can be replaced by more comprehensive models (e.g., Refs. [118, 129, 130, 208, 209]) with sex-specific responses incorporated [87]. Also, if one wishes to simulate and compare the actions of different drugs (e.g., diuretics) that target the nephron directly, one may replace the relatively simple re-
nal transport components (orange nodes in Fig. 3.1) by a more detailed epithelial transport model (e.g., Refs. [46, 134, 133, 124, 132, 122, 131]), with known sexual dimorphism in renal transporter expression [199, 234] incorporated as done in Ref. [92, 139]. With the inclusion of a detailed epithelial transport model, the drug’s effect on specific transporters can be simulated, with the influence on, e.g., Na$^+$ transport predicted (rather than specified $a$ priori).
Chapter 4

Triple Whammy AKI

4.1 Introduction

With cardiovascular disease being the leading cause of death in adults worldwide, prescribing safe and effective antihypertensive therapies is of great concern. However, a common combination of renin-angiotensin system (RAS) inhibitors, such as angiotensin converting enzyme inhibitors (ACEI) or angiotensin receptor blockers (ARB), with diuretics and easily accessible over the counter non-steroidal anti-inflammatory drugs (NSAIDs) can cause kidney damage. This triple therapy, known as “triple whammy,” was associated with a 31% increased risk for acute kidney injury (AKI), compared to patients treated with diuretic and ACEI/ARB only (95% confidence interval 1.12–1.53)[117]. Triple whammy AKI occurs in 0.88% - 22% of triple treatment patients [117, 19]. AKI may be a serious health condition and has major economic impact. For instance, AKI accounts for 5% of hospital budget [34, 233] and 1% of overall health expenditure [109]. Mortality among AKI patients can be as high as 50-80% of cases in specific populations, such as critically ill patients. Understanding how each of these drugs affect renal autoregulation individually and in combination can help medical providers avoid prescribing dangerous combinations in at risk individuals and administer them with confidence to low risk patients, especially to those who may benefit from pain killers for acute or chronic pain relief.

1This chapter has been submitted for publication as [138]. Francisco J. López-Hernández contributed biological insights and edits. Anita T. Layton contributed with model and simulation design, edits, and revisions.
A goal of this study is to better understand the mechanism by which triple whammy increases the risk of AKI. AKI is marked by higher serum creatinine levels, which indicate a critically low glomerular filtration rate (GFR), according to internationally recognized definitions (i.e. KDIGO) [108] and may be accompanied by low urine flow (less than 400 l/day) [113]. ACEI and diuretics lower blood pressure through increasing urine flow to reduce blood volume. Combined with NSAIDs, these drugs can prevent the body from properly reacting to hypovolemic states, resulting in dangerously low GFR. In fact, RAS inhibitors and NSAIDs interfere with and thus uncouple the renal afferent and efferent arteriole contractility demand generated by diuretic-induced volume loss to maintain GFR, giving rise to a hemodynamic, pre-renal form of AKI [184]. Triple whammy leads to AKI in some patients but not others. Thus, another goal of this study is to identify which individuals may be particularly susceptible to AKI following triple whammy, and which factors may individually render them so.

To achieve these goals, we apply previously published computational models of blood pressure regulation (Chapter 3, [137]). The models were parameterized separately for men and women, and include variables describing circulation, renal function, sodium and water transport through the nephron, and the RAS. The mechanisms affected by ACEI, diuretics, and NSAIDs are included and the model is able to directly predict GFR, which is often difficult to obtain experimentally. To identify risk factors for development of AKI, we simulate single, double, and triple drug treatments for normotensive, hypertensive, male, and female humans. Our simulation results reveal a key role of the myogenic response in determining the risk of AKI. Myogenic response, the mechanism by which afferent arteriole resistance is manipulated to maintain appropriate flow through the nephron, is one of the few regulators of GFR untouched by ACEI, diuretics, and NSAIDs. As such, during triple treatment
the myogenic response plays a larger than usual role in GFR regulation [184]. We hypothesize that individuals with an impaired myogenic response may be particularly susceptible to triple whammy AKI. Additionally, high dosages or low water intake can predispose patients to triple whammy AKI.

4.2 Methods

We applied previously published sex-specific computational models of blood pressure regulation in men and women [137](Fig. 4.1). These models represent the interactions among the cardiovascular system, the renal system, the renal sympathetic nervous system, and the RAS. A large system of coupled nonlinear algebraic differential equations is used to describe how these systems regulate blood pressure and respond to perturbations. For instance, renal blood flow is adjusted, in part, via renal autoregulatory mechanisms [103, 208], according to hormonal and nervous inputs; and renal blood flow, in part, determines Na+ excretion, which in turn impacts blood pressure.

Below we highlight model components that are particularly relevant to the pharmaceutical treatments considered in this study.

4.2.1 Water and sodium intake

Water intake (Φ_{win}) is dependent on the antidiuretic hormone concentration (C_{adh})

\[
\Phi_{\text{win}} = \frac{0.0078541}{0.65451 + 18.11 \times C_{\text{adh}}^{-1.607}} - 0.002. \tag{4.1}
\]

The parameters were chosen, in part, to ensure that the model can withstand large
increases in urine flow following administration of a diuretic without experiencing extreme hypovolemia.

Low water intake can lead to hypovolemia and low GFR, especially when the mechanisms to enhance renal water retention and to counteract hypovolemia (e.g., via the RAS) are inhibited through drug treatments. As such, in model simulations that consider low water intake, we attenuate the dependence of water intake on the antidiuretic hormone concentration in order to induce hypovolemia and use the following function instead of Eq. 4.1:

\[
\Phi_{\text{low}} = \frac{0.0177}{3.9271 + 18.22 \times C_{\text{adh}}^{1.607}} - 0.002.
\]  
(4.2)
Sodium intake ($\Phi_{\text{sodin}}$) increases with aldosterone (ALD) concentration ($C_{\text{al}}$).

$$\Phi_{\text{sodin}} = -\frac{0.93}{4.76 + 0.14 \times C_{\text{al}}^{0.765}} + 0.230$$  \hspace{1cm} (4.3)

4.2.2 Renal tubular water reabsorption and urine flow

Previous formulations of this model \cite{80, 103, 137} are limited in that water and Na$^+$ reabsorption rates are independent of each other. This poses a significant problem when one seeks to understand the impact of inhibiting Na$^+$ transport (e.g., administration of a diuretic) on urine flow. Thus, to represent the role of transmembrane Na$^+$ concentration gradient in driving water reabsorption, we introduce the term $\mu_{\text{Na}}$ in the tubular water reabsorption equation

$$\Phi_{\text{twreab}} = A_{\text{twreab}} - \frac{0.001}{\mu_{\text{adh}}} + (0.8 + 0.08 \tanh(8.5(\mu_{\text{Na}} - 1))) \Phi_{\text{GFR}}$$  \hspace{1cm} (4.4)

as

$$\mu_{\text{Na}} = \frac{\Phi_{\text{pt-sodreab}} + \Phi_{\text{dt-sodreab}} + \Phi_{\text{cd-sodreab}}}{\Phi_{\text{eq}}^{\text{pt-sodreab}} + \Phi_{\text{eq}}^{\text{dt-sodreab}} + \Phi_{\text{eq}}^{\text{cd-sodreab}}}.$$  \hspace{1cm} (4.5)

The $\Phi$ terms in Eq. 4.5 represent predicted Na$^+$ reabsorption along the three model nephron segments: the “proximal segment (pt)” that includes the proximal tubule and the loop of Henle, the “distal segment (dt)” that includes the distal convoluted tubule and the connecting tubule, and the collecting duct (cd). The superscript “eq” in Eq. 4.5 denotes the equilibrium Na$^+$ reabsorption values. Model parameters are chosen to increase tubular water reabsorption with enhanced Na$^+$ reabsorption. $A_{\text{twreab}}$ in Eq. 4.4 is chosen separately for each model to yield a baseline value = 0.001 l/min (specifically, male normotensive, $A_{\text{twreab}} = 0.0193$; female
normotensive, 0.0199; male hypertensive, 0.0182; female hypertensive 0.0181).

Urine flow is given by the difference between GFR ($\Phi_{\text{GFR}}$) and tubular water reabsorption ($\Phi_{\text{twreab}}$, Eq. 4.4).

$$\Phi_u = \Phi_{\text{GFR}} - \Phi_{\text{twreab}}$$ (4.6)

$\Phi_u$ is bounded above 0.06 ml/min during control simulations to maintain a minimal level of metabolic waste excretion, and we use $= 0.027 \text{ ml/min or } 389 \text{ ml/day}$ (consistent with the definition of oliguria [113]) as a threshold to identify AKI.

### 4.2.3 Blood volume

Blood volume ($V_b$) is dependent on extracellular fluid volume ($V_{ecf}$) and is allowed to decrease so that states of extreme loss of extracellular fluid will cause hypovolemia.

$$V_b = 0.35 \times V_{ecf}$$ (4.7)

### 4.2.4 Macula densa feedback

The macula densa cells sense $\text{Na}^+$ flow entering the distal tubule, and balance SNGFR and thick ascending limb transport capacity via the tubuloglomerular feedback (TGF). When the macula densa cells sense a below-target $\text{Na}^+$ flow, TGF is activated to dilate the afferent arteriole, thereby increasing renal blood flow and SNGFR; and vice versa (Fig. 4.2a). The model afferent arteriole resistance ($R_{aa}$) is proportional to $\Sigma_{\text{TGF}}$, which denotes the feedback effect of macula densa $\text{Na}^+$ flow
Figure 4.2: Effects of furosemide and NSAIDs on renal blood flow (RBF) and renin secretion. (a) RBF decreases at higher macula densa (MD) Na\(^+\) flow via the tubuloglomerular feedback (TGF), obtained for four treatment conditions: control (no drug), furosemide only, NSAIDs only, and furosemide and NSAIDs (F + N). The effects of furosemide and NSAIDs are represented in the TGF function (Eq. 4.8). (b) Renin secretion decreases at higher MD Na\(^+\) flow. That relation, and how it is affected by the administration of furosemide and NSAIDs, is represented in the feedback function (Eq. 4.9).

\[
\Sigma_{TGF} = 0.3408 + I(\text{NSAID}) \times 0.3032 + \frac{3.449 - I(\text{NSAID}) \times 2.261}{3.88 - I(\text{NSAID}) \times 1.852 + e^{((1-\kappa_{f-md})\Phi_{md-sod}-3.859 \text{ mEq/min}})/(-0.9617 \text{ mEq/min})}
\] (4.8)

Another feedback mechanism is one in which low macula densa Na\(^+\) flow triggers increased renin secretion to activate the RAS and to enhance Na\(^+\) retention, and vice versa (Fig. 4.2b). Renin secretion \((R_{sec})\) is proportional to \(\nu_{md-sod}\), which is the feedback effect of \(\Phi_{md-sod}\). This feedback effect is changed by both furosemide and NSAID treatment, represented by the term \(\kappa_{f-md}\) and the indicator function, \(I()\),
respectively:

\[ \nu_{\text{md-sod}} = 0.2262 \]

\[ + \frac{28.04 + 7(I\text{(NSAID)}) \times 55.36}{11.56 + 7(I\text{(NSAID)}) \times 66.04 + e^{((1-\kappa_{\text{md}})\Phi_{\text{md-sod}}-1.637 \text{ mEq/min}}/(0.6056 \text{ mEq/min})} \]

### 4.2.5 Simulating administration of ACEI

To simulate the effect of ACEI, we reduce the rate at which Ang I is converted to Ang II, denoted \( c_{\text{ACE}} \) (see Eq. B.77), by a target level \( \kappa_{\text{ACEI}} \):

\[ c_{\text{ACE}} = c_{\text{ACE}}^0 \times (1 - \kappa_{\text{ACEI}}) \]  (4.10)

where \( c_{\text{ACE}}^0 \) is the baseline Ang I-to-Ang II conversion rate, and \( 0 \leq \kappa_{\text{ACEI}} < 1 \). To determine the value of \( \kappa_{\text{ACEI}} \), we compared our model to experimental data. Delles et al. [42] found that in hypertensive male patients, ACEI reduced mean arterial pressure (MAP) by 11% and did not change GFR. To replicate this in our model, we use \( \kappa_{\text{ACEI}} = 0.76 \) for all models.

### 4.2.6 Simulating administration of furosemide

Furosemide, a loop diuretic, inhibits the Na\(^+\)-K\(^+\)-Cl\(^-\) cotransporter 2 (NKCC2) along the thick ascending limb of the loop of Henle. In our model, this is included in the Na\(^+\) reabsorption of the model proximal segment, which consists of the proximal convoluted tubule, S3 segment, and the loop of Henle. To model the inhibition of NKCC2, we reduce fractional model proximal segment Na\(^+\) reabsorption \( (\eta_{\text{pt-dosreab}}) \)
by a percentage $\kappa_f$, $0 \leq \kappa_f < 1$. As such, Eq. B.18 becomes

$$\eta_{pt-sodreab} = (1 - \kappa_f) \times \eta_{pt} \times \gamma_{filsod} \times \gamma_{at} \times \gamma_{rsna}. \quad (4.11)$$

Furosemide also inhibits the NKCC2 transporters in the macula densa, which interferes with macula densa Na$^+$ signaling and has implications on TGF signal and renin secretion. We describe the inhibition of Na$^+$ sensing in the macula densa cells by $\kappa_{f-md}$, where $0 \leq \kappa_{f-md} < 1$. By multiplying $\Phi_{md-sod}$ by $(1 - \kappa_{f-md})$ in Eqs. 4.8 and 4.9, we model the effect of NKCC2 inhibition by furosemide such that the macula densa cells only sense a fraction of the Na$^+$ flowing past in the lumen.

Experimental treatment with 40 mg i.v. furosemide results in a 70% increase in ALD [227], while a 0.5 mg/kg per hour i.v. over 30 min caused a 12% decrease in GFR, and a 10-fold increase in urine flow [217]; these studies did not separate men and women. In another study, plasma renin activity (PRA) for men and women were reported to increase by 132% and 117% increase, respectively, when given a 40 mg dose intravenously [102]. While these exact changes could not be matched, $\kappa_f = 0.15, \kappa_{f-md} = 0.4$ were chosen to be used in all models to increase urine flow, ALD, and PRA, as well as decrease GFR.

4.2.7 Simulating administration of NSAIDs

NSAIDs inhibit the COX-1 and COX-2 enzymes, which play a key role in macula densa Na$^+$ signaling pathway during low Na$^+$ flow. The mechanisms that are affected by NSAIDs include TGF and a feedback effect on renin secretion.

According to Araujo et al. [4], COX-2 inhibition reduces TGF by 46%. To match this, in Eq. 4.8 with NSAID treatment and during low Na$^+$ flow, the change in RBF
is reduced by 46% (Fig. 4.2a).

Traynor et al. [228] found that with COX-2 inhibition, the increased renin secretion in response to low lumen sodium flow is eliminated. Thus, with NSAID treatment, Eq. 4.9 is designed to level off during low Na\(^+\) flow, stopping renin secretion from increasing (Fig. 4.2b).

### 4.2.8 Simulating impaired autoregulation

TGF and myogenic activity accounts for 90% of renal autoregulation [114]. Under double treatment with ACEI and furosemide, the body’s ability to defend against hypovolemia through the RAS and renal sympathetic nervous activity (RSNA) is eliminated and regulation of GFR falls to TGF and the myogenic response [184]. Hence, we assess the extent to which patients who have impaired myogenic regulation are at increased risk for double or triple whammy AKI. To investigate this, we describe an impaired myogenic effect using the following formula to link glomerular hydrostatic pressure to afferent arteriole resistance (Eq. B.5):

\[
\Sigma_{\text{myo}} = 1.2 + \frac{0.3}{1 + 9e^{-0.1(P_{gh} - 62 \text{ mmHg})}},
\]

(4.12)

Compared to the analogous formula for normal myogenic effect (Eq. B.8), the above formula attenuates the reduction (rise) in afferent arteriole resistance during low (high) levels of glomerular hydrostatic pressure, thereby narrowing the range of blood pressure within which GFR is stable; see Fig. 4.3.
4.3 Results

The model is run forward in time for 2 simulated days. To simulate the administration of ACEI or furosemide, the relevant parameters ($\kappa_{\text{ACEI}}$, $\kappa_f$, $\kappa_{f-md}$) are gradually increased over the initial 30 minutes from the baseline values to their target values. Average urine flow, GFR, and MAP for each day are then calculated.

Hypertension is a multifaceted disease. The scope of the present study is limited to hypertension that is induced by an over-active RSNA. That is represented by increasing the baseline RSNA parameter ($N_{\text{rsna}}$, see Eq. B.1) by 2.5-fold. This results in constriction of the afferent and efferent arterioles, stimulation of the RAS, and enhanced renal Na$^+$ reabsorption.

4.3.1 Response to hypertensive stimuli

Key model predictions [urine flow, GFR, MAP, PRA] are shown in Fig. 4.4. The simulations without drug treatment are labelled “Control.” Note that in control simu-
ulations, the MAP increase predicted for the hypertensive female model is lower than the hypertensive male model. Our model includes sex differences in RSNA, in that the female model has less excitable and more easily repressed RSNA [137, 90]. This leads to a smaller actual increase in female RSNA, and thus a smaller increase in MAP (Fig. 4.4a).

In our model, a higher MAP raises GFR in control simulations (Fig. 4.4). Specifically, the 51.8 and 39.2 mmHg increases in MAP predicted in the male and female hypertensive models are associated, respectively, with 11.1% and 9.4% increases in GFR. In contrast in population studies, higher daytime diastolic blood pressure is correlated with lower GFR [147]. This paradoxical effect may be attributable to the renal damage caused by elevated blood pressure, which is not captured in our hypertensive models.

4.3.2 Response to drug treatments

Key model predictions for single drug treatments are shown in Fig. 4.4, labelled “ACEI”, “Furosemide,” and “NSAIDs.” ACEI and, to a larger extent, furosemide lower MAP and GFR, and those decreases are larger in hypertensive models more than in normotensive models. For both normotensive and hypertensive models, all single drug treatment simulations yield urine flow substantially above threshold for AKI, with the exception of NSAID single treatment in normotensive models.

Experimentally, NSAID treatment causes little or no increase in MAP in normotensive patients, whereas an increase in MAP has been reported in hypertensive patients (3.32 mmHg [181]; 5mmHg [175, 99]). However, that increase in MAP does not come through water and Na\(^+\) retention [99] but rather through an increase in arterial pressure and peripheral resistance and possible decline in cardiac output [166].
Figure 4.4: Effect of drug treatments on renal and cardiovascular function. Shown are key model predictions for male normotensive (“Male”), female normotensive (“Female”), male hypertensive (“M HTN”), and female hypertensive (“F HTN”) models, obtained under control conditions (i.e., no drug) and following single, double, and triple drug treatments. (a) mean arterial pressure (MAP); (b) glomerular filtration rate (GFR); (c) urine flow; (d), plasma renin activity (PRA). Two data points are computed for each case, corresponding to key variables averaged over days 1 and 2. Triple treatment yields the lowest GFR (c), albeit not to a level indicative of acute kidney injury.
NSAIDs has also been observed to lead to reductions in PRA and ALD [175]. While the present models do not predict the drop in PRA (Fig. 4.4d) or ALD (results not shown), they do predict a slight increase in MAP following NSAID treatment alone (Fig. 4.4a).

We then consider combination treatments involving pairs of drugs. Key results are shown in Fig. 4.4. ACEI and furosemide together create a stronger MAP lowering effect in all models compared to either single treatment. In contrast, the addition of NSAIDs does not have a significant effect on MAP lowering effect of furosemide in any model. None of the double treatments reduces urine flow below the AKI threshold.

Triple treatment involving ACEI, furosemide, and NSAIDs results in MAP levels similar to double treatment with ACEI and furosemide. All simulations are above the urine threshold for AKI (Fig. 4.4c). A larger decrease in GFR is predicted for the hypertensive models (39.8% and 41.5% in male and female, respectively) than the normotensive models (35.7% and 34.5% in male and female, respectively), stemming from a larger drop in MAP in the hypertensive models. However, GFR drops to slightly lower levels in the female hypertensive model. Taken together, none of the models predict critically low GFR following triple treatment. This result may not be unexpected, given that only a fraction (0.8%-22%) of patients subjected to triple treatment actually suffer pre-renal azoteamia stemming from low GFR [117, 19]. As such, a hypertensive patient without additional autoregulatory problems is unlikely to suffer from AKI following triple treatment.

4.3.3 Risk factors for AKI

We conduct simulations to assess the effects of key risk factors on the predicted response to double and triple treatments. The risk factors considered are impaired renal
autoregulation, low water intake, and high drug dosages. Impaired renal autoregulation is simulated by attenuating the myogenic response (Fig. 4.3). Low water intake is simulated by attenuating the response of water intake to ADH concentration (Eq. 4.2). High dosages are simulated by increasing the parameters associated with ACEI and furosemide: $\kappa_{\text{ACEI}} = 0.9, \kappa_f = 0.3, \kappa_{f-md} = 0.5$ (compared to standard dosage values of 0.76, 0.15, and 0.4, respectively), and we further assume that NSAIDs completely inhibit TGF. Predicted MAP, GFR, and urine flow values at the end of the second day are shown in Fig. 4.5 for the male and female hypertensive models.

Recall that in the absence of these risk factors, ACEI and furosemide together lower GFR (by 36.2% and 38.8% in hypertensive male and female models, respectively) further than single treatments or double treatments with NSAIDs (Fig. 4.4b). When the effect of ACEI and furosemide is not counteracted by a robust myogenic response, GFR is further reduced (by 38.7% and 39.7%). When further aggravated by low water intake, GFR drops even lower (by 52.1% and 50.7%). It is noteworthy that in the presence of a robust myogenic mechanism, low water intake significantly lowers GFR.

Somewhat surprisingly, high dosages do not lead to further drops in MAP in the case of furosemide + NSAID or triple treatment. However, a higher dose of ACEI + NSAID or ACEI + furosemide does increase the MAP lowering effect. Triple treatment at high dosage is predicted to lower GFR to 0.0704 and 0.0699 l/min in male and female hypertensive models, respectively, which correspond to 21% and 16% reduction from normal conditions (i.e., triple treatment at regular dosage). Excessive dosages of drugs may lead to increased risk for AKI, this is especially important as many dosages are only based on clinical trials including men, rather than finding appropriate dosages for women separately.
Figure 4.5: Effect of selected drug combinations on renal and cardiovascular function of the male and female hypertensive models, obtained under differing aggravating conditions. (a) mean arterial pressure (MAP) value at the end of the second day following treatment; (b) glomerular filtration rate (GFR); (c) urine flow. Triple treatment yields the lowest GFR, albeit not to a level indicative of acute kidney injury. Solid lines labelled “Control” indicates values without drug treatment. Triple treatment administered at high dosage yield urine flow indicative of acute kidney injury (c).
4.4 Discussion

AKI is typically associated with elevated serum creatinine levels and a severe drop in urine output. The present study is concerned with “pre-renal AKI,” which results from altered renal hemodynamics leading to critically lowered GFR. (“Renal AKI” is caused by drug or ischemia-induced parenchymal injury, whereas “post-AKI” is a result of urinary tract obstruction.) Pre-renal AKI may develop as a result of hypotension, dehydration, heart failure, renal microangiopathy, or following the administration of certain drug treatments. Triple treatment with ACEI, diuretics, and NSAIDs is known to increase the rate of AKI [117]. However, the factors that predispose some patients to the development of triple whammy AKI are incompletely characterized. Our study has identified dehydration as a key contributing factor to the development of triple whammy AKI.

To maintain normal kidney function, GFR is kept within a narrow range and exhibits a wide plateau for renal perfusion pressures 80–180 mmHg [23]. A key autoregulatory mechanism is the myogenic response, which is a property of the preglomerular vasculature wherein a rise in intravascular pressure elicits constriction that generates a compensatory increase in vascular resistance. Another autoregulatory mechanism is TGF, which is a negative feedback response that balances glomerular filtration with tubular reabsorptive capacity. Both mechanisms operate via regulation of the contractility of the afferent arteriole smooth muscle cells.

In TGF, the macula densa cells located at the end of the cortical thick ascending limb act as the salt sensor. Tubular salt sensing by the macula densa involves apical NaCl transport mechanisms, including the furosemide-sensitive Na⁺-K⁺-2Cl⁻ cotransporter (NKCC2), which is the primary NaCl entry mechanism. When tubular fluid [Na⁺] and [Cl⁻] at the macula densa exceed their respective target values, the
macula densa cells signals to constrict the afferent arteriole, and vice versa. Among the mediators produced by the macula densa cells are the vasodilator prostaglandins, which are derived from the COX-2 pathway and are critical in the TGF mechanism and renin signaling cascade. Renin activates the systemic and renal RAS, which increase blood pressure and GFR.

RSNA regulates blood pressure via the natriuresis-diuresis-driven volemic response, and GFR via afferent and efferent arteriolar tone as well as proximal Na\(^+\) reabsorption. Specifically, the RSNA-mediated responses include the (i) release of ADH, which increases GFR by inducing afferent vasodilation and efferent vasoconstriction, (ii) renin secretion, which activates RAS and raises blood pressure, and (iii) enhanced Na\(^+\) reabsorption, leading to volume expansion and blood pressure increases [43, 98, 116].

Yet another factor in the interplay between blood pressure and GFR is blood volume. Perturbations in blood volume stimulate the stretch/distension receptors located on the right auricle and central veins, and induce responses aimed at stabilizing blood pressure. An increase in blood volume gives rise to atrial stretch and activates the release of atrial natriuretic peptide from cardiomyocytes. Atrial natriuretic peptide induces afferent vasodilation and efferent vasoconstriction; consequently, GFR increases, followed by natriuresis and diuresis.

The individual effect on GFR and blood pressure of each of the above mechanisms is well characterized. However, how they interact, especially under drug-induced alterations, is not completely understood in an integrated sense. Diuretics, for instance, lowers extracellular fluid volume by inhibiting tubular solute and water reabsorption and inducing natriuresis and diuresis. Taken in isolation, the reduction in extracellular fluid volume leads to reduction in blood volume and blood pressure, especially in hypertensive patients (Fig. 4.4a). ACEI inhibit the synthesis of Ang II, a potent
vasoconstrictor and anti-natriuretic peptide that promotes blood pressure elevation. Another commonly prescribed RAS inhibitor is the ARB, which impedes the binding of Ang II to Ang II type I receptor (AT1R), which is implicated in vasoconstriction, ALD secretion, and enhanced tubular salt and water reabsorption. ACEI and ARB lower blood pressure, especially in hypertensive patients (Fig. 4.4a), but alone do not significantly alter GFR (Fig. 4.4b). NSAIDs inhibit the production of prostaglandins, which, under hypovolemic conditions, may have an adverse effect on salt and water retention, and GFR regulation.

As previously noted, a number of blood pressure compensatory mechanisms are activated following the administration of diuretics (e.g., RSNA and RAS). The effects of these mechanisms are significantly attenuated by the concurrent administration of an ACEI (or ARB). As a result, model simulations predict that the combined administration of ACEI and furosemide slightly lower blood pressure and GFR, compared to furosemide alone, in normotensive populations; the predicted blood pressure and GFR reductions are more significant in hypertensive populations (Figs. 4.4a and 4.4b). The competing effects of lower GFR and lower tubular Na\(^+\) and water reabsorption results in the attenuation by ACEI of the diuretic effect (i.e., urine output) of furosemide in normotensive models and the female hypertensive model but increase the diuretic effect of furosemide in male hypertensive model (Fig. 4.4c). Some experimental findings have revealed that ACEI attenuate the diuretic effect of furosemide in normotensive humans [227] and normotensive Sprague-Dawley rats [226] while others have found that in chronic heart failure patients ACEI and furosemide double treatment increased urine flow in comparison to furosemide only treatment [65]. Thunhorst and Johnson [226] found the dosage of ACEI to be the determining factor: low dosage of captopril was found to increase urine flow, whereas a high dose decreased urine flow, possibly due to the RAS being a mediator of water ingestion.
This may suggest that dosing needs to be tailored to the individual in order to achieve the intended diuretic effect and properly reduce blood pressure or to avoid problematic side effects.

NSAIDs have been consistently found to attenuate the diuretic and RAS activating effect of furosemide in normotensive and hypertensive humans \[175, 226, 213\] and normotensive Sprague-Dawley rats \[101\]. Simulation results are in general agreement with these findings. In the models, urine flow is predicted to be attenuated with NSAID and furosemide double treatment compared to furosemide single treatment, with the exception of the male hypertensive model where it increases with double treatment (Fig. 4.4c). The increase in PRA from furosemide is also attenuated with NSAID treatment (Fig. 4.4d). These attenuations of renin and urine flow stems from NSAIDs inhibition of macula densa sodium signaling. Diuretic attenuation occurs due to the decrease of GFR from TGF (Fig. 4.2A), while RAS attenuation occurs to the inhibition of macula densa signaling of renin secretion (Fig. 4.2B). As such, this double treatment may put patients at risk for AKI as the RAS’ ability to respond to a hypovolemic state may be impaired.

ACEI and NSAIDs together have been shown to not decrease blood pressure and GFR in normotensive individuals \[214\] and to have no effect on RBF and GFR in ACEI treated hypertensive patients with controlled blood pressure \[185\]. However, the renin increase due to ACEI is attenuated with COX-2 inhibition \[33\]. While our models predict a decrease in MAP in response to ACEI single treatment, the addition of NSAIDs slightly weakens that response (Fig. 4.4a). Model predictions differ from experimental results in that the renin increase from ACEI is somewhat enhanced with NSAIDs (by 18%) in the hypertensive models (Fig. 4.4d). In a retrospective cohort study, Lapi et al. \[117\], found that double treatment with ACEI and NSAIDs is not associated with an increased risk of AKI. Consistent with that observation, model
simulations predict a slight increase in the hypertensive as well as similar urine flow levels in all models (Fig. 4.4c). Thus, no indication of an elevated risk for AKI is predicted following the combination therapy of ACEI and NSAIDs, in the absence of additional risk factors.

In triple treatment with ACEI, diuretics, and NSAIDs, critical blood pressure and GFR regulatory mechanisms are simultaneously interrupted. As previously noted, diuretics decreases extracellular fluid volume and blood pressure. The renal autoregulatory mechanisms that maintain GFR via TGF- and RAS-mediated compensation are inhibited through ACEI and NSAID. Consequently, triple therapy has been reported to increase the rate of AKI [117, 221, 142, 59]. Perhaps not unexpectedly, model simulations indicate that triple treatment reduces GFR more than single or double treatments in all individuals (Fig. 4.4b). However, under triple treatment, urine flow and GFR have not been predicted to fall sufficiently far to indicate AKI. This result is consistent with the fact that only a fraction of individuals develop AKI following triple treatment. Thus, we expect individuals who may be hypertensive but are otherwise healthy to be able to withstand triple treatment—in the absence of other aggravating factors.

One aggravating factor explored in the present study is dosage differences, which, perhaps not unexpectedly, can substantially lower GFR and urine flow (Fig. 4.5). Similarly, differences in pharmacokinetics and metabolism can also affect the drug concentrations at target sites and increase the risk for AKI in some individuals.

We also considered the effect of an impaired myogenic response, as seen in cardiovascular and renal diseases [14, 15]. As previously noted, GFR normally exhibits a wide plateau for a range of renal perfusion pressure values. That plateau can be attributed, in large part, to the myogenic response; by comparison the contribution of TGF is significant only for a narrow range of pressure values around the base-
line [209]. When renal autoregulation is impaired (Fig. 4.3), GFR becomes more sensitive to variations in renal perfusion pressure, which drops following the administration of diuretics and ACEI. An excessive reduction in GFR may result in AKI. Normally, GFR needs to decrease beyond 60% for plasma creatinine to significantly increase, and thus for AKI to ensue, due to the increased creatinine secretion that generates a creatinine-blind window for the detection of GFR decline [86]. Indeed, our model predicts that with an impaired myogenic response GFR exhibits a slightly larger decrease with all treatments involving furosemide, and a significant decrease when given high dosages (Fig. 4.5b). The excessive decrease in GFR may lead to a corresponding decrease in urine flow. Indeed, when myogenic response is impaired, urine flow is predicted to drop to the AKI level following the triple treatment at high dosage (Fig. 4.5c).

Hydration status is also a key factor in heightening the risk of AKI (Fig. 4.5). Other factors not considered in the present study includes alterations in the glomerular ultrafiltration coefficient (e.g., in mesangial contraction [45]), reduction in oncotic filtration pressure (e.g., in proteinuria [107]), TGF resetting [225], and the presence of certain other drugs.

A major contributing factor to triple whammy AKI that isn’t considered in the present study is nephron loss, often a consequence of hypertension. The kidney adapts to a reduction in nephron population and can, up to some critical nephron loss, maintain GFR at the normal level [53, 122]. Nonetheless, subcritical nephron loss likely elevates the risk for triple whammy AKI. To simulate kidney function under differing physiological and pathophysiological conditions, a more detailed representation of the kidney may be incorporated (e.g., for nephron function [124, 133, 131] and for renal autoregulation [130, 118, 28, 48]).

Finally, hypertension is simulated by assuming an overactive RSNA. However,
hypertension is typically a result of a variety of changes in the body, including, but not limited to, increases in systemic vascular resistance, preglomerular resistance, afferent arteriole resistance, $\text{Na}^+$ retention, renin or ALD secretion, or nephron loss. Results of the present simulations will probably extend to other causes of hypertension, inasmuch as RSNA stimulates many of the other causes of hypertension, such as afferent arteriole resistance, renin secretion, and ALD secretion.
Chapter 5

Potassium Homeostasis

5.1 Introduction

The majority of this dissertation pertains to the regulation of blood pressure through the effects of the kidney on water and sodium homeostasis; however, sodium is not the only solute with a major impact on blood pressure. Epidemiological studies have repeatedly indicated a major role for K\(^+\) in blood pressure control. Specifically, a high dietary K\(^+\)-to-Na\(^+\) ratio appears to be inversely related to blood pressure [84, 111, 196, 242]. Even independent of Na\(^+\) and aside from blood pressure considerations, regulation of K\(^+\) is important to understand, as disorders affecting plasma K\(^+\) concentration can be rapidly fatal and are associated with pathophysiologic processes such as progress of cardiac and kidney diseases [76].

Approximately 2% of total body K\(^+\) is located in the extracellular fluid, while the remaining 98% is stored within cells [35]. Plasma K\(^+\) concentration is tightly controlled, as maintaining a small extracellular and high intracellular concentration is necessary for providing membrane potential to drive action potentials, control muscle contractility, and power ion transporters [151]. This balance may have been determined by the K\(^+\) rich and Na\(^+\) poor environment humans evolved in [170].

5.1.1 Overview of K\(^+\) regulation

Plasma K\(^+\) concentration is regulated through both feedforward and feedback controls, as well as through quick responses and slower responses. These control mech-
anisms are described below.

**Kidney function** In the long term, the kidney is the principal defense against chronic K$^+$ imbalance [70]. K$^+$ is freely filtered through the glomerulus and into the renal tubular lumen. As the luminal fluid passes through the nephron, various regulatory processes control how much K$^+$ is secreted or reabsorbed. The proximal tubules and loops of Henle together consistently reabsorb about 90% of the filtered K$^+$, leaving the fine tuning to the distal tubules and collecting ducts [70].

The distal tubule has the ability to secrete or reabsorb K$^+$, depending on the state of the body. During normal or high K$^+$ intake, the distal tubule secretes 10% to 50% of filtered K$^+$. Secretion rate is controlled by ALD, which increases the luminal permeability of the distal tubule [239]. However, during low K$^+$ intake, the distal tubule can only reabsorb up to 3% of filtered K$^+$ [70], meaning that in times of drastically low K$^+$ intake, it is up to the collecting duct to conserve K$^+$.

The cortical collecting duct and outer medullary collecting duct consist of two types of cells responsible for K$^+$ regulation: principal cells and intercalated cells, responsible for K$^+$ secretion and reabsorption, respectively. Principal cells comprise approximately 70 to 75% of collecting duct cells. These cells use the electrochemical gradient established by Na$^+$ entry into the cell to drive K$^+$ secretion. The rate of K$^+$ secretion is regulated by dietary K$^+$ intake, intracellular K$^+$ level, Na$^+$ delivery to the cells, urine flow rate, and hormones, such as ALD and Ang II [70]. ENac and ROMK-like small conductance K channels in principal cells are sensitive to Ang II through AT1R binding [177, 238], while ALD stimulates secretion by increasing the driving force for K movement through apical channels [174]. As such, principal cells are targets for ARB and ALD receptor antagonists. During K$^+$ depletion, intercalated cells upregulate expression of luminal H,K-ATPases to enhance potassium
reabsorption [44]. Through this mechanisms, the outer medullary collecting duct can reabsorb up to 10% of filtered K⁺.

**Internal K⁺ balance**  While the kidney determines overall K⁺ conservation and loss, it takes time to have an effect – urinary excretion of a potassium load occurs over 24-48 hours [79]. In the event of large K⁺ intake, such as a meal, the low plasma K⁺ concentration must be maintained before renal regulation can fully take effect. The excess K⁺ is taken up into liver and skeletal muscle cells. This quick storage of excess K⁺ allows the body to maintain an appropriately low plasma K⁺ concentration, and then to slowly release K⁺ back into the blood as kidney function takes effect. The rate of cellular uptake is regulated by insulin and ALD. In the presence of either signal, the uptake of K⁺ into cells is increased, causing the excess K⁺ to enter the cells.

**Feedback control**  Feedback controls respond to changes in plasma K⁺ concentration to maintain K⁺ homeostasis. In the face of high plasma K⁺ concentration, more K⁺ is filtered through the glomeruli, which, taken in isolation, would lead to higher urinary K⁺ excretion. High plasma K⁺ concentration also increases ALD secretion, which stimulates the activity and synthesis of Na⁺-K⁺-ATPase and luminal K⁺ channels in the collecting duct principal cells, increasing K⁺ secretion into the tubular fluid and eventual urinary K⁺ excretion [237]. ALD also increases the abundance of Na⁺-K⁺-ATPase in muscle cells, increasing the cellular uptake of K⁺ [180].

Conversely, low plasma K⁺ concentration suppresses ALD production, reducing K⁺ secretion in the collecting duct and urinary K⁺ excretion, thereby allowing intracellular K⁺ in the muscles to leak back into the extracellular fluid.
Feedforward control  Feedforward control refers to a pathway that reacts to an environmental input in a predetermined way, without reference to the value being controlled. Increased dietary K$^+$ intake activates a feedforward control in which K$^+$ secretion is stimulated in the distal tubule before changes in plasma K$^+$ [18] or ALD [188] can be observed. This effect has been repeatedly shown in sheep [188], rats [21, 212], and humans [18].

Identifying all the mechanisms whereby K$^+$ is regulated is an open area of research [151, 35, 50].

One hypothesized mechanism is muscle-kidney cross talk, whereby intracellular K$^+$ concentration of muscle cells can directly affect urine K$^+$ excretion without first causing changes in extracellular K$^+$ concentration. This hypothesis is gaining support [29, 6, 235], but details remain lacking. This mechanism would facilitate the return of cellular K$^+$ levels to baseline after perturbations needed to maintain the extracellular K$^+$ concentration.

For example, during K$^+$ loading, cells quickly take up the excess K$^+$ to maintain a safe extracellular concentration. After the loading ends, that excess intracellular K$^+$ needs to be removed; however, urine K$^+$ excretion is dependent on the extracellular concentration and ALD (secretion of which is dependent on extracellular concentration). The feedforward effect does promote urine K$^+$ flow, but only when there is K$^+$ in the gut to begin the signaling pathway; depending on the amount of excess K$^+$, continued excretion after digestion may be necessary. In this situation, where the extracellular concentration has been maintained by an increase in the intracellular concentration and the feedforward effect is not sufficient in expelling the excess K$^+$, then, according to our current understanding, muscle-kidney cross talk may be the mechanism whereby the intracellular concentration is restored to baseline. Similarly,
under low K\(^+\) intake, muscle cells release K\(^+\) to buffer the extracellular concentration. Urine K\(^+\) flow drops to conserve K\(^+\), due to lack of stimulation from the feedforward effect, lower ALD (stemming from low extracellular K\(^+\)), and less K\(^+\) filtered through the glomerulus. However, when extracellular K\(^+\) is stabilized and intake returns to normal, according our current understanding, muscle-kidney cross talk may be the solution to continue low urine K\(^+\) if needed to restore the intracellular concentration.

In this chapter, we present a model of K\(^+\) homeostasis consistent in format with the models presented in chapters 3 and 4 to investigate how feedback and feedforward control each contributes to the regulation of plasma K\(^+\) concentration. We also investigate how muscle-kidney cross talk may affect recovery from K\(^+\) loading and depletion when controlling K\(^+\) transport in the distal tubule or collecting duct.

### 5.2 Methods

The model described here represents a simple model of K\(^+\) homeostasis including dietary intake, intra- and extracellular K\(^+\) storage, renal function, the feedforward effect of dietary intake on renal function, and ALD’s feedback control. It is fitted for men, and variables describing water and Na\(^+\) regulation (extra- and intracellular fluid volume, GFR, Na\(^+\) concentration) are considered constant for simplicity. A flowchart depicting the system is shown in Fig. 5.1.

#### 5.2.1 Internal K\(^+\) balance

K\(^+\) intake is treated as an independent variable. While computing a steady state solution we model K\(^+\) intake (Φ\(_{Kin}\)) as a constant throughout the day:

\[
\Phi^{ss}_{Kin} = 0.083\text{mEq/min} \quad (5.1)
\]
**Figure 5.1**: Flowchart depicting K⁺ homeostasis model. Green nodes represent internal K⁺ balance; orange, kidney function; blue, Aldoserone (ALD); and white, constants.
However, realistically, K\textsuperscript{+} intake varies throughout the day, with periods of high intake (meals) and periods of no intake (between meals). The K\textsuperscript{+} intake for each time dependent simulation will be described as each simulation is introduced.

The extracellular K\textsuperscript{+} amount \( (M_{\text{Kec}}) \) increases with dietary intake \( (\Phi_{\text{Kin}}) \) and decreases with urine K\textsuperscript{+} flow \( (\Phi_{\text{uK}}) \). Also affecting \( M_{\text{Kec}} \) is the exchange of K\textsuperscript{+} between the extracellular and intracellular compartments. Flow from extracellular to intracellular \( (\Phi_{\text{ECtoIC}}) \) is driven by Na\textsuperscript{+}-K\textsuperscript{+}-ATPase pumps while flow from intracellular to extracellular \( (\Phi_{\text{ICtoEC}}) \) is by diffusion.

\[
\frac{dM_{\text{Kec}}}{dt} = \Phi_{\text{Kin}} - \Phi_{\text{uK}} - \Phi_{\text{ECtoIC}} + \Phi_{\text{ICtoEC}} \tag{5.2}
\]
\[
\frac{dM_{\text{Kic}}}{dt} = \Phi_{\text{ECtoIC}} - \Phi_{\text{ICtoEC}} \tag{5.3}
\]

The K\textsuperscript{+} concentration \(( [K_{\text{EC}}^+] , [K_{\text{IC}}^+] ) \) is the amount of K\textsuperscript{+} divided by the amount of water for either the intra (IC) or extracellular (EC) compartment. The extracellular fluid volume \( (V_{\text{ecf}}) \) is considered a constant at 15 L. The intracellular fluid volume is also constant \( (V_{\text{icf}} = 28 \text{ L}) \).

\[
[K_{\text{EC}}^+] = \frac{M_{\text{Kec}}}{V_{\text{ecf}}} \tag{5.4}
\]
\[
[K_{\text{IC}}^+] = \frac{M_{\text{Kic}}}{V_{\text{icf}}} \tag{5.5}
\]

Flow from extra- to intracellular compartments \( (\Phi_{\text{ECtoIC}}) \) due to Na\textsuperscript{+}-K\textsuperscript{+}-ATPase activity is modeled with Michaelis-Menten kinetics, with a maximum rate of \( V_{\text{max}} \) equal to 134 mEq/min [32] and a half maximal activation level of \( K_m = 0.8 \text{ mEq/l} \). The value for \( K_m \) was chosen to be in the range of 0.8 to 1.5 mEq/L as given in [32]. ALD leads to a modest increase in Na\textsuperscript{+}-K\textsuperscript{+}-ATPase abundance (mathematically an increase in \( V_{\text{max}} \)), and thus higher flux [173, 32].
\[
\Phi_{\text{ECtoIC}} = \frac{\rho_{\text{al}} \times V_{\text{max}} \times [K^+_{\text{EC}}]}{K_m + [K^+_{\text{EC}}]} 
\]

(5.6)

where \( \rho_{\text{al}} \) represents the effect of ALD. Phakdeekitcharoen et al. [180] measured how ALD levels affect Na\(^+\)-K\(^+\)-ATPase pump activity. Using their data, we fit \( \rho_{\text{al}} \) as shown below.

\[
\rho_{\text{al}} = \frac{66.4 \text{ nmol/mg protein/h} + 0.237 \times C_{\text{al}}}{89.605 \text{ nmol/mg protein/h}} 
\]

(5.7)

Flow from intra- to extracellular compartments (\( \Phi_{\text{ICtoEC}} \)) is driven by diffusion through a permeable membrane. To fit the permeability constant (\( P \)), we use the knowledge that at steady state, the flow into and out of cells should be equal, meaning we set Eqs. 5.6 and 5.8 equal, use the baseline values for \([K^+_{\text{EC}}]\) and \([K^+_{\text{IC}}]\) and solve for \( P \).

\[
\Phi_{\text{ICtoEC}} = P \times ([K^+_{\text{IC}}] - [K^+_{\text{EC}}]) 
\]

(5.8)

5.2.2 Kidney function

The kidney is modeled as a single nephron, split into three model segments: the “proximal segment (pt)” that includes the proximal tubule and the loop of Henle, the “distal segment (dt)” that includes the distal convoluted tubule and the connecting tubule, and the collecting duct (cd).

\( K^+ \) is freely filtered at the glomulerus; as such, the filtered potassium load (\( \Phi_{\text{fIK}} \)) is GFR (\( \Phi_{\text{GFR}} \)) multiplied by the extracellular potassium concentration (\([K^+_{\text{EC}}]\)).
In this model, GFR is held constant.

\[
\Phi_{\text{filK}} = \Phi_{\text{GFR}} \times [K_{\text{EC}}^+] \tag{5.9}
\]

Proximal tubule $K^+$ reabsorption ($\Phi_{\text{pt-Kreab}}$) is a fraction of the filtered $K^+$ load. Fractional proximal tubule $K^+$ reabsorption ($\eta_{\text{pt-Kreab}}$) has a baseline of 90%. Macula densa $K^+$ flow ($\Phi_{\text{mdK}}$) is the filtered $K^+$ load minus proximal tubule reabsorption.

\[
\Phi_{\text{pt-Kreab}} = \Phi_{\text{filK}} \times \eta_{\text{pt-Kreab}} \tag{5.10}
\]
\[
\eta_{\text{pt-Kreab}} = 0.9 \tag{5.11}
\]
\[
\Phi_{\text{mdK}} = \Phi_{\text{filK}} - \Phi_{\text{pt-Kreab}} \tag{5.12}
\]

The macula densa marks the beginning of the distal tubule. $K^+$ is secreted into the distal tubular lumen, and that amount is independent of the $K^+$ delivered to the distal tubule. Distal tubule $K^+$ secretion ($\Phi_{\text{dt-Ksec}}$) has a baseline value of $\Phi_{\text{eq}}^{\text{dt-Ksec}} = 0.0291$ mEq/min. This baseline value is fitted to yield a urinary $K^+$ flow of 0.0873 mEq/min at steady state. The regulatory effect on distal tubule $K^+$ secretion ($\eta_{\text{dt-Ksec}}$) is dependent on the combined effect of ALD concentration ($\gamma_{\text{al}}$) and the feedforward effect ($\gamma_{\text{Kin}}$); see Eq. 5.14. Distal tubule $K^+$ outflow ($\Phi_{\text{dtK}}$) is given by the macula densa $K^+$ flow (input) plus distal tubule $K^+$ secretion (Eq. 5.15).
Distal tubule $K^+$ secretion increases with ALD level. Field et al. found that in adult male Sprague-Dawley rats an increase in plasma ALD concentration from 4.4 ng/dl to 55.8 ng/dl caused distal tubule secretion to increase by 83% [55]. Our (human) model has a baseline $C_{al} = 85$ ng/l, so we fit the equation so that the same percentage increase from our ALD baseline causes the same percentage increase in secretion.

$$\gamma_{al} = 0.3475 \times C_{al}^{0.23792} \quad (5.16)$$

It is noteworthy that findings in a separate study by Rabinowitz et al. may disagree with the steep slope near baseline, as these authors found that an increase in ALD concentration at sufficiently high levels raises $K^+$ secretion, but not when ALD concentration is within its normal physiological range [187].

In a feedforward effect, distal tubule $K^+$ secretion increases with higher $K^+$ intake. The scaling constant $A_{Kin}$ was fitted along with collecting duct reabsorption parameters ($A_{cd-Kreab}, B_{cd-Kreab}$ Eq. 5.22) to reproduce the behavior seen in Preston et al. [183] due to the lack of direct experimental data. This process of parameter fitting, including target model behavior and chosen values, is described in Section 5.3.1.
The collecting duct has the ability to both secrete and reabsorb \( K^+ \) through the function of principal and intercalated cells, respectively. Collecting duct \( K^+ \) secretion \( (\Phi_{cd-Ksec}) \) has a baseline value of \( \Phi_{cd-Ksec}^{eq} = 0.0053 \) mEq/min. Collecting duct \( K^+ \) secretion is regulated \( (\eta_{cd-Ksec}) \) by the ALD concentration \( (\lambda_{al}, C_{al}) \). Schwartz et al. [206] measured \( K^+ \) flux in the cortical collecting ducts of rabbits at various plasma ALD levels. Using this data, we fit the curve connecting ALD levels to collecting duct \( K^+ \) secretion.

\[
\Phi_{cd-Ksec} = \Phi_{cd-Ksec}^{eq} \times \eta_{cd-Ksec} \quad (5.18)
\]

\[
\eta_{cd-Ksec} = \lambda_{al} \quad (5.19)
\]

\[
\lambda_{al} = 0.4361 * C_{al}^{0.206} \quad (5.20)
\]

Collecting duct \( K^+ \) reabsorption is modeled separately from secretion, as they are mediated by different types of cells in the collecting duct. Collecting duct \( K^+ \) reabsorption \( (\Phi_{cd-Kreab}) \) is a fraction of distal tubule \( K^+ \) outflow. Fractional collecting duct \( K^+ \) reabsorption \( (\eta_{cd-Kreab}) \) is dependent on distal tubule \( K^+ \) outflow. How the fitting parameters \( A_{cd-Kreab} \) and \( B_{cd-Kreab} \) are chosen is described later (Section 5.3.1).

\[
\Phi_{cd-Kreab} = \Phi_{dtK} \times \eta_{cd-Kreab} \quad (5.21)
\]

\[
\eta_{cd-Kreab} = \frac{1}{1 + e^{A_{cd-Kreab}(\Phi_{dtK} - B_{cd-Kreab})}} \quad (5.22)
\]
Finally, urinary K\(^+\) excretion (\(\Phi_{\text{uK}}\)) is given by the distal tubule K\(^+\) outflow (\(\Phi_{\text{dtK}}\)) plus collecting duct K\(^+\) secretion (\(\Phi_{\text{cd-Ksec}}\)) minus collecting duct K\(^+\) reabsorption (\(\Phi_{\text{cd-Kreab}}\)).

\[
\Phi_{\text{uK}} = \Phi_{\text{dtK}} + \Phi_{\text{cd-Ksec}} - \Phi_{\text{cd-Kreab}} \quad (5.23)
\]

### 5.2.3 Aldosterone

ALD concentration (\(C_{\text{al}}\)) is modeled as the normalized ALD concentration (\(N_{\text{al}}\)) multiplied by the baseline concentration (85 ng/l). \(N_{\text{al}}\) increases with ALD secretion (\(N_{\text{als}}\)) and decays with a half life of \(T_{\text{al}}\). \(N_{\text{als}}\) is affected by the extracellular potassium and sodium concentrations (\(C_{\text{sod}}\)), MAP, and AT1R-bound Ang II. In this limited model, MAP and AT1R-bound Ang II are held constant and so not listed here (Eqs. B.65-B.68). We keep the effect of the K\(^+\) concentration and Na\(^+\) concentration (\(\xi_{\text{k/sod}}\)) the same as it was in Karaaslaan et al. [103], but with a gentler slope.

\[
C_{\text{al}} = N_{\text{al}} \times 85\text{ng/l} \quad (5.24)
\]

\[
\frac{dN_{\text{al}}}{dt} = \frac{1}{T_{\text{al}}}(N_{\text{als}} - N_{\text{al}}) \quad (5.25)
\]

\[
N_{\text{als}} = \xi_{\text{k/sod}} \quad (5.26)
\]

\[
\xi_{\text{k/sod}} = \frac{[K^+]_{\text{EC}}}{C_{\text{sod}}} - 3 \quad (5.27)
\]
Table 5.1: Parameter values for K$^+$ model equations. Model is fitted to represent a man.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi_{dt-Ksec}^{eq}$</td>
<td>baseline distal tubule K$^+$ secretion</td>
<td>0.0291</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{cd-Ksec}^{eq}$</td>
<td>baseline collecting duct K$^+$ secretion</td>
<td>0.0053</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{Kin}$</td>
<td>K$^+$ intake for steady state solution</td>
<td>0.083</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{GFR}$</td>
<td>glomerular filtration rate</td>
<td>0.125</td>
<td>L/min</td>
</tr>
<tr>
<td>$A_{Kin}$</td>
<td>fitting constant for $\gamma_{Kin}$</td>
<td>11.455</td>
<td>min/mEq</td>
</tr>
<tr>
<td>$A_{cd-Kreab}$</td>
<td>fitting constant for $\eta_{cd-Kreab}$</td>
<td>-160.4</td>
<td>min/mEq</td>
</tr>
<tr>
<td>$B_{cd-Kreab}$</td>
<td>fitting constant for $\eta_{cd-Kreab}$</td>
<td>0.046105</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$C_{sod}$</td>
<td>Na$^+$ concentration</td>
<td>144</td>
<td>mEq/L</td>
</tr>
<tr>
<td>$P$</td>
<td>cell permeability constant</td>
<td>0.82887</td>
<td>min$^{-1}$</td>
</tr>
<tr>
<td>$K_m$</td>
<td>half maximal activation</td>
<td>0.8</td>
<td>mEq/L</td>
</tr>
<tr>
<td>$T_{al}$</td>
<td>ALD half life</td>
<td>30</td>
<td>min</td>
</tr>
<tr>
<td>$V_{ecf}$</td>
<td>extracellular fluid volume</td>
<td>15</td>
<td>L</td>
</tr>
<tr>
<td>$V_{icf}$</td>
<td>intracellular fluid volume</td>
<td>28</td>
<td>L</td>
</tr>
<tr>
<td>$V_{max}$</td>
<td>maximum K$^+$ flow into cells</td>
<td>134</td>
<td>mEq/min</td>
</tr>
</tbody>
</table>

Table 5.2: Variable values for K$^+$ model equations at steady state. Model is fitted to represent a man.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_{al}$</td>
<td>effect of ALD on distal tubule K$^+$ secretion</td>
<td>1</td>
</tr>
<tr>
<td>$\gamma_{Kin}$</td>
<td>effect of K$^+$ intake on distal tubule K$^+$ secretion</td>
<td>1</td>
</tr>
<tr>
<td>$\xi_{k/sod}$</td>
<td>effect of K$^+$:Na$^+$ ratio on ALD secretion</td>
<td>1</td>
</tr>
<tr>
<td>$\eta_{dt-Ksec}$</td>
<td>regulation of distal tubule K$^+$ secretion</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 5.2: Variable values for K\textsuperscript{+} model equations at steady state. Model is fitted to represent a male human.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{cd-\text{Kreab}}$</td>
<td>fractional collecting duct K\textsuperscript{+} reabsorption</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$\eta_{cd-Ksec}$</td>
<td>regulation of collecting duct K\textsuperscript{+} secretion</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\eta_{pt-\text{Kreab}}$</td>
<td>fractional proximal tubule K\textsuperscript{+} reabsorption</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{al}$</td>
<td>effect of ALD on collecting duct K\textsuperscript{+} secretion</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\rho_{al}$</td>
<td>effect of ALD on cellular K\textsuperscript{+} uptake</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\Phi_{dtK}$</td>
<td>distal tubule K\textsuperscript{+} outflow</td>
<td>0.0820</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{dt-Ksec}$</td>
<td>distal tubule K\textsuperscript{+} secretion</td>
<td>0.0291</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{cd-Ksec}$</td>
<td>collecting duct K\textsuperscript{+} secretion</td>
<td>0.0053</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{cd-\text{Kreab}}$</td>
<td>collecting duct K\textsuperscript{+} reabsorption</td>
<td>0</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{\text{ECtoIC}}$</td>
<td>K\textsuperscript{+} flow into cells</td>
<td>112.56</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{\text{filK}}$</td>
<td>filtered K\textsuperscript{+} load</td>
<td>0.525</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{\text{ICtoEC}}$</td>
<td>K\textsuperscript{+} flow out of cells</td>
<td>112.56</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{mdK}$</td>
<td>macula densa K\textsuperscript{+} flow</td>
<td>0.0529</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{pt-\text{Kreab}}$</td>
<td>proximal tubule K\textsuperscript{+} reabsorption</td>
<td>0.4763</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$\Phi_{uK}$</td>
<td>urine K\textsuperscript{+} flow</td>
<td>0.087</td>
<td>mEq/min</td>
</tr>
<tr>
<td>$C_{al}$</td>
<td>ALD concentration</td>
<td>85</td>
<td>ng/L</td>
</tr>
<tr>
<td>$[K_{\text{EC}}^+]$</td>
<td>extracellular K\textsuperscript{+} concentration</td>
<td>4.2</td>
<td>mEq/L</td>
</tr>
<tr>
<td>$[K_{\text{IC}}^+]$</td>
<td>intracellular K\textsuperscript{+} concentration</td>
<td>140</td>
<td>mEq/L</td>
</tr>
<tr>
<td>$M_{\text{Kec}}$</td>
<td>extracellular K\textsuperscript{+} amount</td>
<td>32</td>
<td>mEq</td>
</tr>
<tr>
<td>$M_{\text{Kic}}$</td>
<td>intracellular K\textsuperscript{+} amount</td>
<td>3920</td>
<td>mEq</td>
</tr>
<tr>
<td>$N_{al}$</td>
<td>normalized ALD concentration</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$N_{als}$</td>
<td>normalized ALD secretion</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
5.3 Results

5.3.1 Acute response to K$^+$ intake

K$^+$ loading was simulated by varying K$^+$ intake as the independent variable. It started at the value of 0.0873 mEq/min (recommended daily intake of 120 mEq a day spread evenly over 24 hours) and continued for 100 min, before decreasing to 0 mEq/min and staying at 0 mEq/min for 3 hours. The bolus does of 35 mEq was achieved by linearly increasing $\Phi_{Kin}$ for 30 min to a level of 0.10606 mEq/min, where it stayed for 5 hours before linearly decreasing over 30 min back down to 0 mEq/min. Figure 5.2 shows the fitted response due to K$^+$ intake observed by Preston et al. [183]. The magnitude of the feedforward effect ($A_{Kin} = 11.455$) and collecting duct reabsorption ($A_{cd-Kreab} = -160.4$ and $B_{cd-Kreab} = 0.046105$) were chosen to reproduce a steady state value of $[K^+_{EC}] = 4.2$ mmEq/l, $\Phi_{uK} = 0.0423$ mEq/min during no K$^+$ intake in the time before the meal, and a maximum of at least $\Phi_{uK} = 0.08$ mEq/min during digestion of the meal. These parameters cause urine K$^+$ flow to decrease between meals and increase during a meal, allowing $[K^+_{EC}]$ to remain unperturbed.

5.3.2 Response to K$^+$ loading

To investigate the potential of muscle-kidney cross talk, we introduce a link ($\omega_{Kic}$) between intracellular K$^+$ concentration and various parts of the nephron. When the cross talk affects distal tubule secretion, collecting duct secretion, or collecting duct reabsorption, the Eqs. 5.14, 5.19, 5.22, respectively are multiplied by $\omega_{Kic}$. We investigate the strength of cross talk needed to elicit a response in urine K$^+$ by considering slopes ($m_{Kic}$) of 0.1, 0.01, and 0 (no cross talk). In the case of collecting
Figure 5.2: Variable values before and while digesting a 35mEq K⁺ meal. Blue lines denote the entire model, red the model without the feedforward effect.
duct reabsorption where we use $m_{K_{IC}} = -0.1$, -0.01, and 0. When $[K_{IC}^+]$ is at the baseline value of 140 mEq/l, the function has a value of 1, causing no change.

$$\omega_{K_{IC}} = \max(0, m_{K_{IC}}([K_{IC}^+] - 140) + 1) \quad (5.28)$$

We simulate the experiment performed in Rabelink et al. [186] by simulating a normal $K^+$ intake (120 mEq/day) for two days, a high $K^+$ intake (400 mEq/day) for four days, then returning to a normal $K^+$ intake for four days. $K^+$ intake is split evenly into four meals 6 hours apart, and digestion of each meal is assumed to take 6 hours. As such, $K^+$ intake is modeled as a downward facing parabola with zeros at the start of the meal and the end of digestion, as shown in Eq. 5.29 where $M_{dayK^+}$ is the daily $K^+$ amount, $t_0$ is the start of the meal, and $t_1$ is the end of digestion 6 hours later. Key model predictions are shown in Figure 5.3.

$$\Phi_{Kin} = \frac{-3}{2 \times 6^3} M_{dayK^+} (t - t_0)(t - t_1) \quad (5.29)$$

When muscle extracellular $K^+$ concentration is able to affect distal tubule secretion (Fig. 5.3a), urine $K^+$ flow increases to a higher level during $K^+$ loading, and takes longer to return to baseline after loading ends. This results in a slightly lower intracellular concentration at the end of loading, and a faster return to baseline after loading. The extracellular $K^+$ concentration rises to the same level with or without cross talk, but returns to baseline faster with strong cross talk.

Having cross talk affect collecting duct secretion (Fig. 5.3b) or reabsorption (Fig. 5.3c) has a minimal effect on urine $K^+$ flow, intra- or extracellular concentration.
5.3.3 Response to K⁺ depletion

We simulate K⁺ depletion by limiting the daily K⁺ intake to 10 mEq a day using Eq. 5.29 for 30 days, inducing hypokalemia (extracellular K⁺ concentration < 3.5 mEq/L), then returning K⁺ intake to normal levels (120 mEq/day) for 4 days. Again, we include muscle-kidney cross talk with distal tubule K⁺ secretion, collecting duct K⁺ secretion, and collecting duct K⁺ reabsorption with slopes with two slopes (Eq. 5.28, \( m_{\text{Kic}} = 0.1, 0.01 \)) and compare with no cross talk (\( m_{\text{Kic}} = 0 \)). Key model results are shown in Fig. 5.4.

A strong effect of intracellular K⁺ concentration on distal tubule K⁺ secretion
results in less severe hypokalemia after 41 days (i.e., $[K^+_{EC}]$ and $[K^+_{EC}]$ do not drop as low as control) and a steeper incline in $[K^+_{EC}]$ and $[K^+_{EC}]$ when $K^+$ intake resumes. This is due to a lower urine $K^+$ flow after intake returns to normal (Fig. 5.4a).

In the collecting duct, having intracellular $K^+$ concentration affect secretion or reabsorption causes the model to retain $K^+$ during the depletion period, but does not increase the slope of intracellular $K^+$ during the recovery period (Figs. 5.4b and 5.4c). This is especially true in the case of affecting collecting duct $K^+$ reabsorption, where the urine $K^+$ flow is able to decrease further during the depletion period, causing the model to completely avoid hypokalemia (marked by the horizontal black line).

## 5.4 Discussion

Potassium regulation is necessary for proper cell function and is linked to blood pressure regulation. Disorders affecting plasma $K^+$ concentration increase the risk and severity of cardiovascular and renal diseases. Presented here is a model of $K^+$ regulation incorporating both feedback and feedforward controls of internal $K^+$ balance and renal $K^+$ handling. The model can serve as a tool for investigating new mechanisms of $K^+$ regulation.

The model reproduces a stable extracellular $K^+$ concentration between and during meals typical in a healthy diet as well as increased urine $K^+$ flow during digestion of a meal (Fig. 5.2). Preston et al. [183] found that during a meal, urine $K^+$ flow increased rapidly and remained elevated while serum $K^+$ concentration remained stable during the 5 hour study period. In our model, urine $K^+$ flow is driven by the feedforward effect, and without that feedforward effect, there is no change in urine flow during digestion and a loss of $K^+$ between meals (Fig. 5.2, red line). This suggests that the feedforward effect linking dietary $K^+$ intake to distal tubule $K^+$ secretion is necessary.
Figure 5.4: Model response to K\(^+\) depletion with muscle-kidney cross talk affecting (a) distal tubule K\(^+\) secretion, (b) collecting duct K\(^+\) secretion, or (c) collecting duct K\(^+\) reabsorption. Color legend reports the slope of Eq. 5.28. Black lines mark the threshold for hypokalemia.

for quick excretion of K\(^+\) in the urine in response to elevated K\(^+\) intake.

In contrast to a single meal, we investigate how the model would respond to repeated K\(^+\) loading. Rabelink et al. found that after a period of K\(^+\) loading, serum K\(^+\) concentration returned to normal almost immediately after discontinuation of high K\(^+\) intake, with a slightly negative K\(^+\) balance only during the first 24 hours after discontinuation [186]. Our model instead takes many days to return extracellular K\(^+\) concentration ([K\(_{EC}^+\)]) to baseline, despite rising to similar levels during K\(^+\) loading (Fig. 5.3, blue line). The speed of recovery is increased when muscle-kidney cross...
talk causes distal tubule K\(^+\) secretion to increase when \([K_{EC}^+]\) is high. This allows model urine K\(^+\) flow to be somewhat elevated after discontinuation of K\(^+\) loading in comparison to before K\(^+\) loading (Fig. 5.3a), matching the negative K\(^+\) balance found by Rabelink et al. [186].

In a study of 29 patients with hypokalemic paralysis, Garg et al. found the average recovery time when treated with 80–100 mEq/day K\(^+\) was 34.7 hours, or within two days [63]. When simulating K\(^+\) depletion, the model extracellular concentration slowly drops; as such, we chose to simulate K\(^+\) depletion for 30 days to replicate moderate hypokalemia (between 2.5 and 3.5 mEq/L). When returned to normal K\(^+\) intake, the model without muscle-kidney cross talk takes at least 4 days for \([K_{EC}^+]\) to recover to 3.5 mEq/L and even longer to return to model baseline (4.2 mEq/L, Fig. 5.3, blue line). When the model represents muscle-kidney cross talk that causes distal tubule K\(^+\) secretion to decrease as \([K_{EC}^+]\) decreases, the recovery time is significantly shortened (Fig. 5.3a). Given a sufficiently strong muscle-kidney cross-talk effect (slope of 0.1, yellow line) the model reached the upper threshold for moderate hypokalemia in 2 days.

Results of the K\(^+\) loading and depletion simulations suggest that, without the representation of muscle-kidney cross talk, our model is unable to quickly recover from substantial perturbations in extracellular K\(^+\) concentration. The inclusion of muscle-kidney cross talk significantly improves recovery times, especially in depletion cases; however, in loading cases still takes longer to for \([K_{EC}^+]\) to return to baseline than recorded in clinical studies. Potential reasons for this discrepancy include (1) adaptations to chronic changes to intake not included in the model and (2) other regulatory mechanisms not included in the model.

During chronic K\(^+\) restriction, changes occur in regulation of both internal K\(^+\) balance and renal excretion [70, 29]. When not severe enough to cause hypokalemia,
insulin-stimulated clearance of K\(^+\) from the plasma is blunted [29] but Na\(^+\)-K\(^+\)-ATPase activity remains normal. When K\(^+\) restriction is severe enough to cause hypokalemia, Na\(^+\)-K\(^+\)-ATPase pumps are less numerous and less active in the skeletal muscle [70]. Renal adaptations include lower urinary K\(^+\) excretion achieved through adjustments in transporter activity and abundance [70]. Our model does not account for modifications in response to chronic changes in K\(^+\) intake.

Other mechanisms for K\(^+\) regulation not represented in the present model include circadian rhythms, interaction of Na\(^+\) and K\(^+\) in renal membrane transporters, metabolic control of internal K\(^+\) balance [70], and insulin’s effect on internal balance [151].

Circadian rhythms may provide a “predictive control” of extracellular K\(^+\), where K\(^+\) excretion is increased during times of expected K\(^+\) intake [151]. Recent studies have found evidence that clock genes control these rhythms in K\(^+\) excretion [75, 76]. These circadian rhythms in K\(^+\) excretion may partially come from circadian rhythms of ALD, as evidence of circadian rhythms of glucocorticoid synthesis and secretion has been found in the adrenal gland [173]. More in depth reviews of the circadian rhythm in K\(^+\) regulation are available [76, 75, 159].

Potassium regulation is linked to Na\(^+\) regulation, both in regard to internal K\(^+\) balance and renal K\(^+\) excretion. The high intracellular and low extracellular K\(^+\) concentrations are dependent on Na\(^+\)-K\(^+\)-ATPase activity, causing the converse Na\(^+\) transmembrane concentration gradient across the cell membrane. Similarly, transporters acting on both Na\(^+\) and K\(^+\) (e.g. Na\(^+\)-K\(^+\)-2Cl\(^-\) cotransporter [173]), or acting on one but dependent on the gradient of the other (e.g. K\(^+\) secretion through the distal ROMK channel is driven by Na\(^+\) gradient [173]), are found along the distal convoluted tubule, the connecting tubule and the collecting duct. This link between Na\(^+\) and K\(^+\) due to transporter activity is the subject of a number of re-
views [151, 173, 106]. Finally, linking this model of $K^+$ regulation with one of $Na^+$ regulation may provide greater insights into the relationship between $Na^+$, $K^+$, and blood pressure regulation. Indeed, this model has been proposed with the intent to incorporate it into the model presented in chapter 4.
Chapter 6

Conclusion

This dissertation presents ordinary and algebraic differential equations based computational models to understand sex differences in blood pressure regulation and anti-hypertensive treatments. Model components include the cardiovascular system, renal sympathetic nervous system (RSNA), renal hemodynamics [207, 27, ?], nephron water and solute transport [39, ?, 126], the renin-angiotensin system (RAS), and water, sodium, and potassium homeostasis.

The first part of this dissertation presents a model of the RAS fitted for four groups of rats: male normotensive, female normotensive, male hypertensive, and female hypertensive rats. We investigate the mechanisms that drive the translation of physiological sex differences into sex differences in the efficacy of angiotensin converting enzyme inhibitors (ACEI) and angiotensin receptor blockers (ARB) in treating hypertension. We propose that female rats either have (1) a stronger feedback effect of AT1R-bound Ang II on renin secretion, or (2) stronger effects of AT2R-bound Ang II on the rest of body.

We further investigate the mechanisms behind sex differences in drug treatment efficacy by fitting the RAS submodel to male and female humans and incorporating the resulting submodel into a larger circulation model inspired by Refs. [78, 103, 80]. We integrate sex differences in RSNA and the effects of the RAS on the body. We identify the source of female protection against hypertension caused by increased afferent arteriole resistance as their less excitable RSNA. We also identify the advantage of ARB over ACEI in the female model as stemming from the effects of AT2R-bound
Ang II on renal arteriole resistance.

We then expand the scope of our blood pressure regulation model to investigate risk factors for “triple whammy” acute kidney injury. We refine the description of water reabsorption in the nephron to allow for proper simulation of loop diuretics. We identify low water intake (or another blood volume reducing event), an impaired myogenic response, and higher dosages as possible risk factors for triple whammy acute kidney injury.

Lastly, we present a model of potassium homeostasis. The model includes both feedforward and feedback controls involved in potassium regulation. We investigate the feasibility of muscle-kidney cross talk to stabilize variations in intracellular potassium concentration and conclude that to replicate the recovery from potassium loading or depletion muscle kidney cross talk likely controls distal tubule potassium secretion. While currently a stand-alone model, the potassium homeostasis is formulated to allow future incorporation into the blood pressure regulation model.

While the models described here have proven useful in answering questions relating to sex differences in blood pressure regulation and safety while treating hypertension, they are limited in a number of ways. In order to simulate kidney function under differing physiological and pathophysiological conditions, more detailed representation is needed (e.g., for nephron function [124, 133, 131] and for renal autoregulation [130, 118, 28, 48, 208, 209]). In order to simulate the molecular mechanisms of drugs a more detailed description of epithelial transport is needed [46, 134, 133, 124, 132, 122, 131]).
6.1 Future directions

In the future, we plan on combining the K\(^+\) homeostasis model (chapter 5) with the blood pressure regulation model (chapter 4) and including the effects of renal Na\(^+\) transport on renal K\(^+\) transport and vice versa. This will allow us to (1) investigate the mechanisms behind how a high K\(^+\) to Na\(^+\) intake ratio can reduce blood pressure \cite{151}, (2) investigate how RAS inhibitors increase the risk of hyperkalemia \cite{220}, and (3) evaluate the efficacy of loop diuretics as a treatment for acute hyperkalemia \cite{35}. We can also investigate the discrepancy noted in studies looking at high and low K\(^+\) diets in chronic kidney disease patients. Currently, the suggested course of action is a low K\(^+\) diet, but some studies have observed that high K\(^+\) diets were associated with a lower risk of death or progression of kidney disease \cite{35}.

There are still many unknowns about how sex influences the development and treatment of hypertension, and the models presented here have the potential to be extended in ways to become tools to study these. Known sex differences in renal transporter expression \cite{199, 234} can be included as done in Ref. \cite{139}. We could also incorporate direct tracking of sex hormones and their effect on various model component – including the RAS, ALD, renal transport – which would allow us to look at changes that occur during the transition to menopause or better identify appropriate treatments for individuals based on hormone levels. These models can also be used to investigate sex differences in response to other anti-hypertensive treatments, such as the natriuretic effect of thiazide diuretics \cite{60} and the safety of direct renin inhibitors \cite{67}. These models can be used to investigate why there is a difference in RSNA activity levels in men and women, but renal denervation has the same anti-hypertensive effect in male and female SHR \cite{96}. 
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Appendix A

Determining Sex-specific Human RAS Parameters

To identify sex-specific RAS model parameters, we apply RAS hormone peptide levels from the literature (see Table 3.1 and description below) and solve for sex-specific RAS reaction rate constants as done in Chapter 2. The goal is to determine the reaction rates in Eqs. 3.1–3.11. To that end, we first set the RAS hormone peptide levels to values gleaned from literature. The values and references are found in Table 3.1 and further discussed below.

Human male concentrations are taken from Ref. [141, 104, 168, 26, 167]. Female hormone concentrations are estimated from these male values using the male-to-female ratios reported in the references given in Table 3.1, column labelled “Female”.

With the hormone concentrations specified, the 12 unknowns are (i) [PRC], (ii) PRA, (iii) AGT production rate ($k_{AGT}$) (iv) seven reaction rate constants ($c_i$), (v) [Ang IV], and (vi) [AT1R-bound Ang II].

The unknowns are computed by applying the steady-state formulation of the model equations (Eqs. 3.1–3.10), and the steady-state conservation equation.
\[ 0 = k_{\text{AGT}} - \frac{\ln(2)}{h_{\text{AGT}}} [\text{AGT}] - \frac{\ln(2)}{h_{\text{Ang I}}} [\text{Ang I}] - \frac{\ln(2)}{h_{\text{Ang II}}} [\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang (1-7)}}} [\text{Ang (1-7)}] - \frac{\ln(2)}{h_{\text{Ang IV}}} [\text{Ang IV}] - \frac{\ln(2)}{h_{\text{AT1R}}} [\text{AT1R-bound Ang II}] - \frac{\ln(2)}{h_{\text{AT2R}}} [\text{AT2R-bound Ang II}] \]

With 12 unknowns and 9 equations, we need 3 additional constraints. To that end, we impose the (i) ratio of AT1R-to-AT2R receptors (i.e., the associated reaction rate constants), (ii) ratio of NEP-to-ACE2, and (iii) ratio of ACE-to-Chymase. Sex-specific ratios are available for AT1R-to-AT2R receptors [210], but not the other ratios. See Table A.1.

**Table A.1**: Sex-specific RAS reaction rate constant ratios.

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE-to-Chymase</td>
<td>9.5</td>
<td>9.5</td>
</tr>
<tr>
<td>AT1R-to-AT2R</td>
<td>2.59[210]</td>
<td>0.7[210]</td>
</tr>
<tr>
<td>NEP-to-ACE2</td>
<td>8.78[195]</td>
<td>8.78[195]</td>
</tr>
</tbody>
</table>
Appendix B

Full Model Equations

B.1 Renal hemodynamics

RSNA  Renal sympathetic nervous activity (RSNA) is the nervous system control of kidney function. RSNA is affected by mean arterial pressure (MAP) and right atrial pressure (\(P_{ra}\)). Mathematically, RSNA is the baseline level (\(N_{rsna} = 1\)) multiplied by the effects of MAP (\(\alpha_{map}\)) and the effects of \(P_{ra}\) (\(\alpha_{rap}\)). Eq. B.2 describes the sex differences in RSNA, namely that females have less excitable and more easily repressed RSNA [90]. Eqs. B.3 and B.4 are taken from Ref. [103].

\[
rsna_0 = N_{rsna} \times \alpha_{map} \times \alpha_{rap}
\]  \hspace{1cm} (B.1)

\[
rsna = \begin{cases} 
\frac{1}{rsna_0} & \text{in females} \\
rsna_0 & \text{in males}
\end{cases}
\]  \hspace{1cm} (B.2)

\[
\alpha_{map} = 0.5 + \frac{1}{1 + e{(P_{ra}−100 \text{ mmHg})/15}}
\]  \hspace{1cm} (B.3)

\[
\alpha_{rap} = 1 - 0.008\text{mmHg}^{-1}P_{ra}
\]  \hspace{1cm} (B.4)

Renal Resistance  Renal vascular resistance (\(R_r\)) is the sum of afferent arteriole resistance (\(R_{aa}\)) and efferent arteriole resistance (\(R_{ea}\)). Afferent arteriole resistance (\(R_{aa}\)) is the baseline resistance (\(R_{aa−ss} = 31.67 \text{ mmHg min L}^{-1}\)) multiplied by the effects of RSNA (\(\beta_{RSNA}\)), tubuloglomerular feedback (\(\Sigma_{TGF}\)), the myogenic effect
(Σ\text{myo}), AT1R-bound Ang II (Ψ_{AT1R-AA}), and AT2R-bound Ang II (Ψ_{AT1R-AA}).

The myogenic effect (Eq. B.8) is signalling stimulated by glomerular hydrostatic pressure ($P_{gh}$) meant to protect the delicate capillaries of the glomerulus from excessively high or low pressure.

Tubuloglomerular feedback is where sodium (Na\(^+\)) flow inside the nephron at the macula densa stimulates a signalling pathway which controls resistance at the afferent arteriole to maintain a safe level of luminal flow through the nephron. We model Tubuloglomerular feedback (Σ\text{TGF}) as a function of macula densa Na\(^+\) flow ($Φ_{md-sod}$) [103].

Efferent arteriole resistance ($R_{ea}$) is the baseline resistance ($R_{ea-ss} = 51.66 \text{ mmHg min l}^{-1}$) multiplied by the effects of AT1R-bound Ang II (Ψ_{AT1R-EA}) [80] and AT2R-bound Ang II (Ψ_{AT2R-EA}). $β_{RSNA}$ and Σ\text{TGF} are given by Karaaslan et al. [103] while $Ψ_{AT1R-AA}$ and $Ψ_{AT1R-EA}$ are given by Hallow et al. [80].

\[
R_{aa} = R_{aa-ss} \times β_{RSNA} \times Σ\text{TGF} \times Σ\text{myo} \times Ψ_{AT1R-AA} \times Ψ_{AT2R-AA} \quad (B.5)
\]

\[
R_{ea} = R_{ea-ss} \times Ψ_{AT1R-EA} \times Ψ_{AT2R-EA} \quad (B.6)
\]

\[
β_{RSNA} = 1.5(rsna - 1) + 1 \quad (B.7)
\]

\[
Σ\text{myo} = 0.9 + \frac{1}{1 + 9e^{-0.9(P_{gh}-62)}} \quad (B.8)
\]

\[
Σ\text{TGF} = 0.3408 + \frac{3.449}{3.88 + e^{(Φ_{md-sod}-3.859)/-0.9617}} \quad (B.9)
\]

**Renal blood flow**  Renal blood flow ($Φ_{rb}$) is mean arterial pressure ($P_{ma}$) divided by total renal resistance ($R_r$).

\[
Φ_{rb} = P_{ma}/R_r \quad (B.10)
\]
Glomerular filtration rate  The glomerular filtration rate (ΦGFR) is the product of the net filtration pressure (Pt) and the constant glomerular capillary filtration coefficient (Cgcf). The net filtration pressure is the difference between the glomerular hydrostatic pressure (Pgh) and the sum of the Bowman hydrostatic pressure (PB) and the glomerular osmotic pressure (Pg0), both of which are considered constant. The glomerular hydrostatic pressure (Pgh) is the difference between the mean arterial pressure (Pma) and the mean afferent arteriole pressure, which is represented as the product of the renal blood flow (Φrb) and the afferent arteriole resistance (Raa).

\[
\Phi_{GFR} = P_t \times C_{gcf} \quad \text{(B.11)}
\]

\[
P_t = P_{gh} - (P_B + P_{go}) \quad \text{(B.12)}
\]

\[
P_{gh} = P_{ma} - \Phi_{rb} \times R_{aa} \quad \text{(B.13)}
\]

B.2  Sodium

Sodium intake  Na⁺ appetite is regulated by many things, including aldosterone (ALD), Ang II, brain osmolarity, arterial and venous baroreceptors, Na⁺ concentration of blood plasma and cerebrospinal fluid, neuromodulators, and signals from the gut [64]. Here, Na⁺ intake (Φsod−in) is modeled to subtly vary with ALD concentration (Cal⁰.76⁵).

\[
\Phi_{sod\text{−}in} = \frac{-0.93}{4.76 + 0.14C_{al⁰.76⁵}} + 0.230 \quad \text{(B.14)}
\]

Sodium amount and concentration  The total Na⁺ amount (Msod) increases with Na⁺ intake (Φsod−in) and decreases with urine Na⁺ flow (Φu−sod). At baseline
the total Na\(^+\) amount is 2160\text{mEq}.

\[
\frac{dM_{\text{sod}}}{dt} = \Phi_{\text{sod-in}} - \Phi_{\text{u-sod}} \tag{B.15}
\]

The Na\(^+\) concentration (\(C_{\text{sod}}\)) is equal to the total Na\(^+\) amount (\(M_{\text{sod}}\)) divided by the extracellular fluid volume (\(V_{\text{ecf}}\)).

\[
C_{\text{sod}} = \frac{M_{\text{sod}}}{V_{\text{ecf}}} \tag{B.16}
\]

**Filtered sodium load**  The filtered Na\(^+\) load is the rate at which Na\(^+\) is freely filtered through the glomerulus. As such, the filtered Na\(^+\) load (\(\Phi_{\text{filsod}}\)) is the glomerular filtration rate (\(\Phi_{\text{GFR}}\)) multiplied by the plasma Na\(^+\) concentration (\(C_{\text{sod}}\)).

\[
\Phi_{\text{filsod}} = \Phi_{\text{GFR}} \times C_{\text{sod}} \tag{B.17}
\]

**Proximal tubule sodium transport**  The proximal model segment (pt) includes the proximal tubule and the loop of Henle and ends at the macula densa. Here, the amount of Na\(^+\) reabsorbed depends on RSNA and bound angiotensin type one receptors (\([\text{AT1R-bound Ang II}]\)). Proximal tubule Na\(^+\) reabsorption (\(\Phi_{\text{pt-sodreab}}\)) is the fractional proximal tubule Na\(^+\) reabsorption (\(\eta_{\text{pt-sodreab}}\)) multiplied by the filtered Na\(^+\) load (\(\Phi_{\text{filsod}}\)). Fractional proximal tubule Na\(^+\) reabsorption (\(\eta_{\text{pt-sodreab}}\)) is a baseline amount (\(\eta_{\text{pt}}\)) multiplied by the effects of the filtered Na\(^+\) load (\(\gamma_{\text{filsod}}\)), AT1R-bound Ang II (\(\gamma_{\text{at}}\)), and RSNA (\(\gamma_{\text{rsna}}\)). \(\gamma_{\text{filsod}}, \gamma_{\text{rsna}}, \text{and } \gamma_{\text{at}}\) are taken from [103] with some adjustments in \(\gamma_{\text{at}}\) to account for a different baseline \([\text{AT1R-bound Ang II}]_{\text{eq}}\).
\[ \Phi_{pt-sodreab} = \Phi_{filsod} \times \eta_{pt-sodreab} \]  
(B.18)

\[ \eta_{pt-sodreab} = \eta_{\gamma-pt} \times \gamma_{filsod} \times \gamma_{at} \times \gamma_{rsna} \]  
(B.19)

\[ \gamma_{filsod} = 0.85 + \frac{0.3}{1 + e^{(\Phi_{filsod} - 18)/138}} \]  
(B.20)

\[ \gamma_{at} = 0.95 + \frac{0.12}{1 + e^{2.6 - 2.3418[AT1R-boundAngII]/[AT1R-boundAngII]_{eq}}} \]  
(B.21)

\[ \gamma_{rsna} = 0.72 + \frac{0.56}{1 + e^{(1-rsna)/2.18}} \]  
(B.22)

Macula densa \( \text{Na}^+ \) flow (\( \Phi_{md-sod} \)) is the filtered \( \text{Na}^+ \) load (\( \Phi_{filsod} \)) less what was reabsorbed in the proximal tubule (\( \Phi_{pt-sodreab} \)).

\[ \Phi_{md-sod} = \Phi_{filsod} - \Phi_{pt-sodreab} \]  
(B.23)

**Distal tubule sodium transport** The distal segment (dt) of our model includes the distal convoluted tubule and the connecting tubule. Here, \( \text{Na}^+ \) reabsorption is dependent on the ALD concentration (\( C_{al} \)). Distal tubule \( \text{Na}^+ \) reabsorption (\( \Phi_{dt-sodreab} \)) is the fractional distal tubule \( \text{Na}^+ \) reabsorption (\( \eta_{dt-sodreab} \)) multiplied by the macula densa \( \text{Na}^+ \) flow (\( \Phi_{md-sod} \)). Fractional distal tubule \( \text{Na}^+ \) reabsorption (\( \eta_{dt-sodreab} \)) is a baseline amount (\( \eta_{\gamma-dt} \)) multiplied by the effect of ALD (\( \psi_{al} \)). \( \psi_{al} \) is taken from [103].

\[ \Phi_{dt-sodreab} = \Phi_{md-sod} \times \eta_{dt-sodreab} \]  
(B.24)

\[ \eta_{dt-sodreab} = \eta_{\gamma-dt} \times \psi_{al} \]  
(B.25)

\[ \psi_{al} = 0.17 + \frac{0.94}{1 + e^{(0.48 - 1.2 \log_{10}(C_{al}))/0.88}} \]  
(B.26)

Distal tubule \( \text{Na}^+ \) outflow (\( \Phi_{dt-sod} \)) is the macula densa \( \text{Na}^+ \) flow (\( \Phi_{md-sod} \)) minus
distal tubule Na\(^+\) reabsorption (\(\Phi_{dt-sodreab}\)).

\[
\Phi_{dt-sod} = \Phi_{md-sod} - \Phi_{dt-sodreab}
\]  
(B.27)

**Collecting duct sodium transport**  The collecting duct is the final part of the nephron where Na\(^+\) reabsorption is affected by distal tubule Na\(^+\) outflow (\(\Phi_{dt-sod}\)), atrial natriuretic peptide concentration (\(C_{anp}\)), and the ALD concentration (\(C_{al}\)). Collecting duct Na\(^+\) reabsorption (\(\Phi_{cd-sodreab}\)) is equal to the distal tubule Na\(^+\) outflow (\(\Phi_{dt-sod}\)) multiplied by the fractional collecting duct Na\(^+\) reabsorption (\(\eta_{cd-sodreab}\)). The fractional collecting duct Na\(^+\) reabsorption (\(\eta_{cd-sodreab}\)) is the baseline value (\(\eta_{cd}\)) multiplied by the effects of distal tubule Na\(^+\) outflow (\(\lambda_{dt}, [103]\)), atrial natriuretic peptide (\(\lambda_{anp}, [103]\)), and ALD (\(\lambda_{al}, [80]\)).

\[
\Phi_{cd-sodreab} = \Phi_{dt-sod} \times \eta_{cd-sodreab}
\]  
(B.28)

\[
\eta_{cd-sodreab} = \eta_{cd} \times \lambda_{dt} \times \lambda_{anp}
\]  
(B.29)

\[
\lambda_{dt} = 0.82 + \frac{0.39}{1 + e^{(\Phi_{dt-sod} - 1.7625)/0.375}}
\]  
(B.30)

\[
\lambda_{anp} = -0.1 \times \dot{C}_{anp} + 1.1
\]  
(B.31)

\[
\lambda_{al} = \frac{1}{0.76} C_{al}^{0.06}
\]  
(B.32)

Urine Na\(^+\) flow (\(\Phi_{u-sod}\)) is distal tubule Na\(^+\) outflow (\(\Phi_{dt-sod}\)) minus collecting duct Na\(^+\) reabsorption (\(\Phi_{cd-sodreab}\)).

\[
\Phi_{u-sod} = \Phi_{dt-sod} - \Phi_{cd-sodreab}
\]  
(B.33)
B.3 Water

**Water intake** The rate of water intake ($\Phi_{\text{win}}$) is dependent on the antidiuretic hormone concentration ($C_{\text{adh}}$) [103].

$$\Phi_{\text{win}} = \max\left(0, \frac{0.0078541}{0.65451 + 18.22(C_{\text{adh}})^{-1.607}} - 0.002\right) \quad (B.34)$$

**Fluid volume** The rate of change in extracellular fluid volume ($V_{\text{ecf}}$) is the water intake ($\Phi_{\text{win}}$) minus the urine flow rate ($\Phi_{u}$). The steady state value for $V_{\text{ecf}}$ is 15L.

$$\frac{dV_{\text{ecf}}}{dt} = \Phi_{\text{win}} - \Phi_{u} \quad (B.35)$$

Blood volume ($V_{b}$) is represented as a function of extracellular fluid volume ($V_{\text{ecf}}$). We differ from Karaaslaan [103] and Guyton [78] in that we allow $V_{b}$ to decrease with $V_{\text{ecf}}$ rather than levelling off. This is necessary in order for the model to experience hypovolemia.

$$V_{b} = 0.325 \times V_{\text{ecf}} \quad (B.36)$$

**Urine production** Water resorption along the nephron is driven by the antidiuretic hormone concentration ($C_{\text{adh}}$) as well as the osmotic gradient produced through $\text{Na}^+$ transport. As such, tubular water reabsorption ($\Phi_{t-\text{reab}}$) is modeled as a minimum amount ($A_{\text{twreab}}$) minus some amount due to antidiuretic hormone ($\mu_{\text{adh}}$) plus a fraction of the glomerular filtration rate ($\Phi_{\text{GFR}}$) determined by the ratio of the total $\text{Na}^+$ reabsorption to baseline ($\mu_{\text{Na}}$). This includes $\text{Na}^+$ reabsorption in the proximal
tubule (Φ_{pt-sodreab}), distal tubule (Φ_{dt-sodreab}), and collecting duct (Φ_{cd-sodreab}).

\[
\Phi_{t-wreab} = A_{twreab} - \frac{0.001}{\mu_{adh}} + (0.8 + 0.08 \times \tanh(8.5(\mu_{Na} - 1))) \Phi_{GFR} \tag{B.37}
\]

\[
\mu_{Na} = \frac{\Phi_{pt-sodreab} + \Phi_{dt-sodreab} + \Phi_{cd-sodreab}}{\Phi_{eq_{pt-sodreab}} + \Phi_{eq_{dt-sodreab}} + \Phi_{eq_{cd-sodreab}}} \tag{B.38}
\]

\[
\mu_{adh} = 0.3313 + \frac{0.8}{1 + e^{0.6-3.7 \log_{10}(C_{adh})}} \tag{B.39}
\]

Urine flow (Φ_u) is equal to the glomerular filtration rate (Φ_{GFR}) minus tubular water reabsorption (Φ_{t-wreab}).

\[
\Phi_u = \Phi_{GFR} - \Phi_{t-wreab} \tag{B.41}
\]

### B.4 The cardiovascular system

**Mean filling pressure**  Mean filling pressure (P_{mf}) is the weighted average of pressure in all segments of the circulation system [78]. The compliance of all segments of the circulation is affected by the autonomous nervous system, represented here by the autonomic multiplier effect (ε_{aum}). Thus, mean filling pressure (P_{mf}) is a function of both blood volume (V_b) and the autonomic multiplier effect (ε_{aum}) [103].

\[
P_{mf} = (7.436 \text{ mmHg/L} \times V_b - 30.18 \text{ mmHg}) \times \epsilon_{aum} \tag{B.42}
\]

**Heart function**  The venous return (Φ_{vr}), which is blood flow into the heart, is the mean filling pressure (P_{mf}) minus the right atrial pressure (P_{ra}) and divided by the
resistance to venous return ($R_{vt}$),

$$
\Phi_{vr} = \frac{P_{mf} - P_{ra}}{R_{vt}} \quad (B.43)
$$

The cardiac output ($\Phi_{co}$) is taken equal to the venous return ($\Phi_{vr}$), as at steady state, the input to and the output from the heart must be equal.

$$
\Phi_{co} = \Phi_{vr} \quad (B.44)
$$

According to the Frank-Starling Law, the right atrial pressure ($P_{ra}$) is a function of the cardiac output ($\Phi_{co}$) [78]. We subtract a constant ($P_{ra-eq}$) at the end so that $P_{ra}$ is equal to zero at steady state.

$$
P_{ra} = 0.2787 \text{ mmHg} \times e^{\Phi_{co} \times (0.2281 \text{ min/L})} - P_{ra-eq} \quad (B.45)
$$

**Blood vessel growth** Vascularity (vas) is a representation of the average measure of the number and diameter of blood vessels in the body. During long periods of excess blood flow in the circulatory system, the diameter and number of tissue vessels slowly increase. Similarly, the “vascularity” decreases slowly during times of too little flow. As such, we model the rate of change in vascularity as the difference between the vascularity formation rate (vas$_f$) and the vascularity destruction rate (vas$_d$). The vascular formation rate is modeled as a function of cardiac output ($\Phi_{co}$) while the vascular destruction is a constant fraction ($K_{vd} = 0.00001$) of vascularity.
The equations for both vascular formation and destruction are taken from [103].

\[
\frac{d\text{vas}}{dt} = \text{vas}_f - \text{vas}_d \tag{B.46}
\]

\[
\text{vas}_f = \frac{11.312 \times e^{-\Phi_\infty \times (0.4799 \text{ min/L})}}{100000} \tag{B.47}
\]

\[
\text{vas}_d = \text{vas} \times K_{vd} \tag{B.48}
\]

**Arterial resistance** The arterial resistance \((R_a)\) is the basic arterial resistance \((R_{ba})\) multiplied by the autonomic multiplier effect \((\epsilon_{aum})\). The basic arterial resistance \((R_{ba})\) is inversely proportional to vascularity \((\text{vas})\) with a constant of proportionality \(K_{bar} = 16.6 \text{ mmHg min/mL} [103].\)

\[
R_a = R_{ba} \times \epsilon_{aum} \tag{B.49}
\]

\[
R_{ba} = \frac{K_{bar}}{\text{vas}} \tag{B.50}
\]

\[
R_{ba} = \frac{K_{bar}}{\text{vas}} \tag{B.51}
\]

Guyton et al. [78] describes the resistance to venous return \((R_{vr})\) as a weighted sum of a constant basic venous resistance \((R_{bv})\) and the arterial resistance \((R_a)\).

\[
R_{vr} = \frac{(8R_{bv} + R_a)}{31} \tag{B.52}
\]

The total peripheral resistance \((R_{tp})\) is equal to the sum of the arterial resistance \((R_a)\) and the basic venous resistance \((R_{bv})\).

\[
R_{tp} = R_a + R_{bv} \tag{B.53}
\]
Mean arterial pressure  Mean arterial pressure \( (P_{\text{ma}}) \) is equal to the cardiac output \( (\Phi_{\text{co}}) \) multiplied by the total peripheral resistance \( (R_{\text{tp}}) \).

\[
P_{\text{ma}} = \Phi_{\text{co}} \times R_{\text{tp}}
\]  \hspace{1cm} (B.54)

B.5  Feedback systems

Autonomous nervous system  As done in Guyton et al. [78], the effects of the autonomous nervous system is represented as a normalized variable, the autonomic multiplier effect \( (\epsilon_{\text{aum}}) \). It is composed of chemoreceptor \( (a_{\text{chemo}}) \) and baroreceptor \( (a_{\text{baro}}) \) activities, which are functions of the mean arterial pressure \( (P_{\text{ma}}) \). \( a_{\text{auto}} \) is an intermediate variable. Eq. B.58 includes adaptation behavior where 0.0000667 min\(^{-1}\) is the inverse of the adaptation time constant.

\[
\epsilon_{\text{aum}} = a_{\text{chemo}} + a_{\text{baro}}
\]  \hspace{1cm} (B.55)

\[
a_{\text{auto}} = 3.0042e^{-P_{\text{ma}} \times 0.0011 \text{ mmHg}^{-1}}
\]  \hspace{1cm} (B.56)

\[
a_{\text{chemo}} = \frac{1}{4} a_{\text{auto}}
\]  \hspace{1cm} (B.57)

\[
\frac{da_{\text{baro}}}{dt} = \frac{3}{4} \left( \frac{da_{\text{auto}}}{dt} - (0.0000667 \text{ min}^{-1}) \times (a_{\text{baro}} - 1) \right)
\]  \hspace{1cm} (B.58)

Antidiuretic hormone  The antidiuretic hormone concentration \( (C_{\text{adh}}) \) is modeled as the product of the normalized antidiuretic hormone concentration \( (N_{\text{adh}}) \) times its baseline value (4 milli-units/L). Eq. B.60 models the regulation mechanisms, whereby the normalized antidiuretic hormone concentration \( (N_{\text{adh}}) \) is regulated to the normalized antidiuretic hormone secretion rate \( (N_{\text{adhs}}) \) as done in [103]. The time constant \( T_{\text{adh}} \) is taken as 6 min, the baseline value of \( N_{\text{adh}} \) is taken as 1. The normalized antidiuretic secretion rate \( (N_{\text{adhs}}) \) is dependent on the Na\(^+\) concentration \( (C_{\text{sod}}) \) when
it is above 141 mEq/L, the autonomic multiplier effect \( (\epsilon_{\text{aum}}) \) when it is greater than 1, and the effect of right atrial pressure \( (\delta_{\text{ra}}) \). Eqs. B.61 and B.62 are taken from [103].

\[
C_{\text{adh}} = 4 \text{ milli-units/L} \times N_{\text{adh}} \tag{B.59}
\]

\[
\frac{dN_{\text{adh}}}{dt} = \frac{1}{T_{\text{adh}}} (N_{\text{adhs}} - N_{\text{adh}}) \tag{B.60}
\]

\[
N_{\text{adhs}} = (\max(141, C_{\text{sod}}) - 141 + \max(1, \epsilon_{\text{aum}}) - 1 - \delta_{\text{ra}}) / 3 \tag{B.61}
\]

\[
\frac{d\delta_{\text{ra}}}{dt} = 0.2P_{\text{ra}} - 0.0007\delta_{\text{ra}} \tag{B.62}
\]

**Aldosterone**  The ALD concentration \( (C_{\text{al}}) \) is the normalized ALD concentration \( (N_{\text{al}}) \) multiplied by the baseline ALD concentration \( (C_{\text{eqal}}) \). The rate of change in the normalized ALD concentration is dependent on normalized ALD secretion \( (N_{\text{als}}) \) and decay. The time constant \( T_{\text{al}} \) governing the regulation of ALD concentration is taken as 60 min, as used by Guyton et al. [78]. Normalized ALD secretion is affected by the potassium to Na\(^+\) ratio \( (\xi_{\text{k/sod}}) \), MAP \( (\xi_{\text{map}}) \), and AT1R-bound Ang II \( (\xi_{\text{at}}) \). \( \xi_{\text{k/sod}} \) is taken from [103]. \( \xi_{\text{map}} \) represents the direct stimulation of ALD that may be present in cases of hypotension, as done by [78]. \( \xi_{\text{at}} \) is taken from [103] with some
adjustments for our baseline value of AT1R-bound Ang II ([AT1R−boundAngII]_{EQ}).

\[
C_{al} = N_{al} \times C_{eq}^{al} \\
\frac{dN_{al}}{dt} = \frac{1}{T_{al}} (N_{als} - N_{al}) \\
N_{als} = \xi_{k/sod} \times \xi_{map} \times \xi_{at} \\
\xi_{k/sod} = \frac{C_{K}/C_{sod}}{0.00496} - 6 \\
\xi_{map} = \begin{cases} 
70.1054e^{-0.0425P_{ma}} & P_{ma} \leq 100 \text{ mmHg} \\
1 & P_{ma} > 100 \text{ mmHg} 
\end{cases} \\
\xi_{at} = 0.47 + \frac{2.4}{1 + e^{(2.82-1.9515[AT1R-boundAngII]/[AT1R-boundAngII]_{EQ})/0.8}} \\
\]

Atrial natriuretic peptide  Atrial natriuretic peptide is the main component of a pathway whereby right arterial pressure influences renal Na^+ excretion. The normalized atrial natriuretic peptide concentration (\(\hat{C}_{anp}\)) is a function of right arterial pressure (\(P_{ra}\)) in accordance with Lohmeier et al. [143].

\[
\hat{C}_{anp} = 7.4052 - \frac{6.554}{1 + e^{(P_{ra}-3.762 \text{ mmHg})/(1 \text{ mmHg})}} \\
\]

B.6 Renin-angiotensin system model

AGT is catalytically cleaved by plasma renin activity (PRA) to produce Ang I. The rate of change of [AGT] is given by the production rate \(k_{AGT}\), its conversion to Ang I, and the decay based on its half life \(h_{AGT}\).

\[
\frac{d[AGT]}{dt} = k_{AGT} - PRA - \frac{\ln(2)}{h_{AGT}}[AGT] \\
\]
Renin is secreted at the rate $R_{sec}$. It has a baseline rate of $N_{rs}$ and is dependent on the feedback from [AT1R-bound Ang II] ($\nu_{AT1}$ [80]).

$$R_{sec} = N_{rs} \times \nu_{md-sod} \times \nu_{tsna} \times \nu_{AT1}$$  \hspace{1cm} (B.71)

$$\nu_{md-sod} = 0.2262 + \frac{28.04}{11.56 + e^{(\Phi_{md-sod}\text{--}A_{nu-mdsod})/(0.6056 \text{ mEq/min})}}$$  \hspace{1cm} (B.72)

$$\nu_{tsna} = 1.822 - \frac{2.056}{1.358 + e^{rsna-0.8667}}$$  \hspace{1cm} (B.73)

$$\nu_{AT1} = 10^{0.0102-0.95 \times \log_{10}\left(\frac{[AT1R-bound\text{ Ang II}]}{[AT1R-bound\text{ Ang II}]_{EQ}}\right)}$$  \hspace{1cm} (B.74)

The plasma renin concentration (PRC) is dependent on $R_{sec}$ and decays with a half life of $h_{\text{renin}}$. PRA is related to [PRC] by a fixed constant of $X_{PRC-PRA}$ which was determined by [80] from the ratio of PRA to PRC in normotensive subjects in the absence of RAS-blocking therapies.

$$\frac{d[PRC]}{dt} = R_{sec} - \frac{\ln(2)}{h_{\text{renin}}}[PRC]$$  \hspace{1cm} (B.75)

$$\text{PRA} = [PRC] \times X_{PRC-PRA}$$  \hspace{1cm} (B.76)

Ang I is converted into other forms through angiotensin converting enzyme (ACE), chymase, and neutral endopeptidase (NEP) activity; the respective reaction rate constants are denoted $c_{ACE}$, $c_{chym}$, and $c_{NEP}$. The half life of Ang I is denoted $h_{\text{Ang I}}$.

$$\frac{d[Ang \text{ I}]}{dt} = \text{PRA} - (c_{ACE} + c_{chym} + c_{NEP})[Ang \text{ I}] - \frac{\ln(2)}{h_{\text{Ang I}}}[Ang \text{ I}]$$  \hspace{1cm} (B.77)

Ang II is converted from Ang I through ACE and chymase and then converted into Ang (1-7) through ACE2 at the rate $c_{ACE2}$. Ang II also binds to the AT1R.
and AT2R at rates $c_{\text{AT1R}}$ and $c_{\text{AT2R}}$, respectively. We assume that Ang II, AT1R-bound Ang II, and AT2R-bound Ang II have half lives $h_{\text{Ang II}}$, $h_{\text{AT1R}}$, and $h_{\text{AT2R}}$, respectively.

$$\frac{d[\text{Ang II}]}{dt} = (c_{\text{ACE}} + c_{\text{chym}})[\text{Ang I}] - (c_{\text{ACE2}} + c_{\text{Ang II=Ang IV}} + c_{\text{AT1R}} + c_{\text{AT2R}}) \times [\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang II}}} [\text{Ang II}] \quad (B.78)$$

$$\frac{d[\text{AT1R-bound Ang II}]}{dt} = c_{\text{AT1R}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{AT1R}}} [\text{AT1R-bound Ang II}] \quad (B.79)$$

$$\frac{d[\text{AT2R-bound Ang II}]}{dt} = c_{\text{AT2R}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{AT2R}}} [\text{AT2R-bound Ang II}] \quad (B.80)$$

Ang (1-7) is converted by NEP from Ang I and by ACE2 from Ang II, and it decays with a half life of $h_{\text{Ang (1-7)}}$.

$$\frac{d[\text{Ang (1-7)}]}{dt} = c_{\text{NEP}}[\text{Ang I}] + c_{\text{ACE2}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang (1-7)}}} [\text{Ang (1-7)}] \quad (B.81)$$

Ang IV is converted from Ang II at the rate $c_{\text{Ang II=Ang IV}}$ and decays with a half life of $h_{\text{Ang IV}}$.

$$\frac{d[\text{Ang IV}]}{dt} = c_{\text{Ang II=Ang IV}}[\text{Ang II}] - \frac{\ln(2)}{h_{\text{Ang IV}}} [\text{Ang IV}] \quad (B.82)$$
Table B.1: Parameter values for model equations. Values for the female model are only listed when they differ from the male model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{\text{cd}}$</td>
<td></td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>$\eta_{\text{dt}}$</td>
<td></td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>$\eta_{\text{pt}}$</td>
<td></td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>$\Phi_{\text{cd-sdoreab}}^{\text{eq}}$</td>
<td>mEq/min</td>
<td>1.6909</td>
<td></td>
</tr>
<tr>
<td>$\Phi_{\text{dt-sdoreab}}^{\text{eq}}$</td>
<td>mEq/min</td>
<td>1.5859</td>
<td></td>
</tr>
<tr>
<td>$\Phi_{\text{pt-sdoreab}}^{\text{eq}}$</td>
<td>mEq/min</td>
<td>13.909</td>
<td></td>
</tr>
<tr>
<td>[AT1R-bound Ang II]_{eq}</td>
<td>fmol/mL</td>
<td>13.99</td>
<td>3.78</td>
</tr>
<tr>
<td>[AT2R-bound Ang II]_{eq}</td>
<td>fmol/mL</td>
<td>5.0854</td>
<td>5.0854</td>
</tr>
<tr>
<td>$A_{\nu-mdsod}$</td>
<td></td>
<td>1.73</td>
<td>1.637</td>
</tr>
<tr>
<td>$A_{\text{Pra}}$</td>
<td></td>
<td>0.8268</td>
<td>0.8245</td>
</tr>
<tr>
<td>$A_{\text{sodin}}$</td>
<td></td>
<td>-0.087</td>
<td>-0.0741</td>
</tr>
<tr>
<td>$A_{t-wreab}$</td>
<td></td>
<td>0.0193</td>
<td>0.0199</td>
</tr>
<tr>
<td>$B_{\text{sodin}}$</td>
<td></td>
<td>2.0404</td>
<td>1.7115</td>
</tr>
<tr>
<td>$C_{\text{al}}^{\text{eq}}$</td>
<td>ng/L</td>
<td>85</td>
<td>69.1775</td>
</tr>
<tr>
<td>$C_{\text{gcf}}$</td>
<td></td>
<td>0.00781</td>
<td></td>
</tr>
<tr>
<td>$C_{\text{K}}$</td>
<td>mEq/mL</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>$c_{\text{ACE}}$</td>
<td>1/min</td>
<td>0.88492</td>
<td>1.4079</td>
</tr>
<tr>
<td>$c_{\text{ACE2}}$</td>
<td>1/min</td>
<td>0.0078009</td>
<td>0.0037603</td>
</tr>
<tr>
<td>$c_{\text{AngII=AngIV}}$</td>
<td>1/min</td>
<td>0.25056</td>
<td>0.038644</td>
</tr>
<tr>
<td>$c_{\text{AT1R}}$</td>
<td>1/min</td>
<td>0.17008</td>
<td>0.027089</td>
</tr>
<tr>
<td>$c_{\text{AT2R}}$</td>
<td>1/min</td>
<td>0.065667</td>
<td>0.038699</td>
</tr>
<tr>
<td>$c_{\text{chym}}$</td>
<td>1/min</td>
<td>0.09315</td>
<td>0.1482</td>
</tr>
</tbody>
</table>
Table B.1: Parameter values for model equations. Values for the female model are only listed when they differ from the male model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{NEP}$</td>
<td>1/min</td>
<td>0.038189</td>
<td>0.060759</td>
</tr>
<tr>
<td>$h_{AGT}$</td>
<td>min</td>
<td>600</td>
<td></td>
</tr>
<tr>
<td>$h_{AngI}$</td>
<td>min</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>$h_{AngII}$</td>
<td>min</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>$h_{AngIV}$</td>
<td>min</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>$h_{Ang(1−7)}$</td>
<td>min</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>$h_{AT1R}$</td>
<td>min</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>$h_{AT2R}$</td>
<td>min</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>$h_{renin}$</td>
<td>min</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>$K_{vd}$</td>
<td></td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>$K_{bar}$</td>
<td>mmHg/min/mL</td>
<td>16.6</td>
<td></td>
</tr>
<tr>
<td>$k_{AGT}$</td>
<td>1/min</td>
<td>577.04</td>
<td>610.39</td>
</tr>
<tr>
<td>$N_{rs}$</td>
<td>mg/mL/min</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$N_{rsna}$</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$P_B$</td>
<td>mmHg</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>$P_{go}$</td>
<td>mmHg</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>$R_{aa−ss}$</td>
<td>mmHg min $l^{-1}$</td>
<td>31.67</td>
<td></td>
</tr>
<tr>
<td>$R_{bv}$</td>
<td>mmHg min/mL</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>$R_{ea−ss}$</td>
<td>mmHg min $l^{-1}$</td>
<td>51.66</td>
<td></td>
</tr>
<tr>
<td>$T_{adh}$</td>
<td>min</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>$T_{al}$</td>
<td>min</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>$X_{PRC−PRA}$</td>
<td>fmol/min/pg</td>
<td>1.01666</td>
<td></td>
</tr>
</tbody>
</table>
Table B.2: Variable values at steady state.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unit</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{\text{map}}$</td>
<td></td>
<td>0.9412</td>
<td>0.9619</td>
</tr>
<tr>
<td>$\alpha_{\text{rap}}$</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\beta_{\text{rsna}}$</td>
<td></td>
<td>0.9072</td>
<td>0.9376</td>
</tr>
<tr>
<td>$\gamma_{\text{at}}$</td>
<td></td>
<td>0.9928</td>
<td>0.9931</td>
</tr>
<tr>
<td>$\gamma_{\text{filsod}}$</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\gamma_{\text{rsna}}$</td>
<td></td>
<td>0.9962</td>
<td>0.9975</td>
</tr>
<tr>
<td>$\delta_{\text{ra}}$</td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\epsilon_{\text{aum}}$</td>
<td></td>
<td>1.2404</td>
<td>1.2438</td>
</tr>
<tr>
<td>$\eta_{\text{cd-sodreab}}$</td>
<td></td>
<td>0.9294</td>
<td>0.9277</td>
</tr>
<tr>
<td>$\eta_{\text{dt-sodreab}}$</td>
<td></td>
<td>0.5530</td>
<td>0.5523</td>
</tr>
<tr>
<td>$\eta_{\text{pt-sodreab}}$</td>
<td></td>
<td>0.7908</td>
<td>0.79215</td>
</tr>
<tr>
<td>$\lambda_{\text{anp}}$</td>
<td></td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
<tr>
<td>$\lambda_{\text{al}}$</td>
<td></td>
<td>0.9890</td>
<td>0.9769</td>
</tr>
<tr>
<td>$\lambda_{\text{dt}}$</td>
<td></td>
<td>1.0106</td>
<td>1.0212</td>
</tr>
<tr>
<td>$\mu_{\text{adh}}$</td>
<td></td>
<td>0.9940</td>
<td>0.9978</td>
</tr>
<tr>
<td>$\mu_{\text{Na}}$</td>
<td></td>
<td>1.0998</td>
<td>1.0800</td>
</tr>
<tr>
<td>$\nu_{\text{AT1}}$</td>
<td></td>
<td>1.1839</td>
<td>1.1781</td>
</tr>
<tr>
<td>$\nu_{\text{md-sod}}$</td>
<td></td>
<td>0.7591</td>
<td>0.7611</td>
</tr>
<tr>
<td>$\nu_{\text{rsna}}$</td>
<td></td>
<td>0.9777</td>
<td>0.9850</td>
</tr>
<tr>
<td>$\xi_{\text{at}}$</td>
<td></td>
<td>0.9328</td>
<td>0.9369</td>
</tr>
<tr>
<td>$\xi_{\text{map}}$</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\xi_{\text{k/sod}}$</td>
<td></td>
<td>1.0165</td>
<td>1.0137</td>
</tr>
<tr>
<td>$\Sigma_{\text{TGF}}$</td>
<td></td>
<td>1.0652</td>
<td>1.0513</td>
</tr>
</tbody>
</table>
Table B.2: Variable values at steady state.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unit</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Σmyo</td>
<td></td>
<td>1.1083</td>
<td>1.0659</td>
</tr>
<tr>
<td>Φcd–sodreab</td>
<td>mEq/min</td>
<td>1.6539</td>
<td>1.6131</td>
</tr>
<tr>
<td>Φco</td>
<td>L/min</td>
<td>4.7964</td>
<td>4.7727</td>
</tr>
<tr>
<td>Φdt–sod</td>
<td>mEq/min</td>
<td>1.7795</td>
<td>1.7387</td>
</tr>
<tr>
<td>Φdt–sodreab</td>
<td>mEq/min</td>
<td>2.2012</td>
<td>2.1451</td>
</tr>
<tr>
<td>Φfilsod</td>
<td>mEq/min</td>
<td>19.0269</td>
<td>18.6855</td>
</tr>
<tr>
<td>ΦGFR</td>
<td>L/min</td>
<td>0.1324</td>
<td>0.1300</td>
</tr>
<tr>
<td>Φmd–sod</td>
<td>mEq/min</td>
<td>3.9808</td>
<td>3.8839</td>
</tr>
<tr>
<td>Φpt–sodreab</td>
<td>mEq/min</td>
<td>15.0461</td>
<td>14.8017</td>
</tr>
<tr>
<td>Φrb</td>
<td>L/min</td>
<td>1.2351</td>
<td>1.2178</td>
</tr>
<tr>
<td>Φsodin</td>
<td>mEq/min</td>
<td>0.1256</td>
<td>0.1256</td>
</tr>
<tr>
<td>Φt–wreab</td>
<td>L/min</td>
<td>0.1316</td>
<td>0.1291</td>
</tr>
<tr>
<td>Φu</td>
<td>L/min</td>
<td>0.00088</td>
<td>0.00096</td>
</tr>
<tr>
<td>Φu–sod</td>
<td>mEq/min</td>
<td>0.1256</td>
<td>0.1256</td>
</tr>
<tr>
<td>Φvr</td>
<td>L/min</td>
<td>4.7964</td>
<td>4.7727</td>
</tr>
<tr>
<td>Φwin</td>
<td>L/min</td>
<td>0.00088</td>
<td>0.00096</td>
</tr>
<tr>
<td>ΨAT1R–AA</td>
<td></td>
<td>0.9688</td>
<td>0.9698</td>
</tr>
<tr>
<td>ΨAT1R–EA</td>
<td></td>
<td>0.9867</td>
<td>0.9872</td>
</tr>
<tr>
<td>ΨAT2R–AA</td>
<td></td>
<td>1</td>
<td>1.0088</td>
</tr>
<tr>
<td>ΨAT2R–EA</td>
<td></td>
<td>1</td>
<td>1.0088</td>
</tr>
<tr>
<td>ψal</td>
<td></td>
<td>1.1059</td>
<td>1.1046</td>
</tr>
<tr>
<td>[AGT]</td>
<td>fmol/mL</td>
<td>486107</td>
<td>514908</td>
</tr>
<tr>
<td>[Ang I]</td>
<td>fmol/mL</td>
<td>6.4376</td>
<td>5.1760</td>
</tr>
</tbody>
</table>
Table B.2: Variable values at steady state.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unit</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ang II]</td>
<td>fmol/mL</td>
<td>4.0771</td>
<td>6.9529</td>
</tr>
<tr>
<td>[Ang IV]</td>
<td>fmol/mL</td>
<td>0.7369</td>
<td>0.1938</td>
</tr>
<tr>
<td>[Ang (1-7)]</td>
<td>fmol/mL</td>
<td>12.0170</td>
<td>14.7429</td>
</tr>
<tr>
<td>[AT1R-bound Ang II]</td>
<td>fmol/mL</td>
<td>12.0051</td>
<td>3.2607</td>
</tr>
<tr>
<td>[AT2R-bound Ang II]</td>
<td>fmol/mL</td>
<td>4.6351</td>
<td>4.6583</td>
</tr>
<tr>
<td>(a_{\text{auto}})</td>
<td></td>
<td>0.9617</td>
<td>0.9752</td>
</tr>
<tr>
<td>(a_{\text{baro}})</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(a_{\text{chemo}})</td>
<td></td>
<td>0.2404</td>
<td>0.2438</td>
</tr>
<tr>
<td>(C_{\text{al}})</td>
<td>ng/L</td>
<td>80.60</td>
<td>65.70</td>
</tr>
<tr>
<td>(C_{\text{adh}})</td>
<td>munits/L</td>
<td>3.8688</td>
<td>3.9504</td>
</tr>
<tr>
<td>(\dot{C}_{\text{anp}})</td>
<td></td>
<td>1.0008</td>
<td>1.0005</td>
</tr>
<tr>
<td>(C_{\text{sod}})</td>
<td>mEq/L</td>
<td>143.66</td>
<td>143.72</td>
</tr>
<tr>
<td>(M_{\text{sod}})</td>
<td>mEq</td>
<td>2130.86</td>
<td>2127.90</td>
</tr>
<tr>
<td>(N_{\text{adh}})</td>
<td></td>
<td>0.96719</td>
<td>0.9876</td>
</tr>
<tr>
<td>(N_{\text{adhs}})</td>
<td></td>
<td>0.96719</td>
<td>0.9876</td>
</tr>
<tr>
<td>(N_{\text{al}})</td>
<td></td>
<td>0.9482</td>
<td>0.9497</td>
</tr>
<tr>
<td>(N_{\text{als}})</td>
<td></td>
<td>0.9482</td>
<td>0.9497</td>
</tr>
<tr>
<td>(P_{f})</td>
<td>mmHg</td>
<td>16.958</td>
<td>16.647</td>
</tr>
<tr>
<td>(P_{\text{gh}})</td>
<td>mmHg</td>
<td>62.958</td>
<td>62.647</td>
</tr>
<tr>
<td>(P_{\text{ma}})</td>
<td>mmHg</td>
<td>103.55</td>
<td>102.29</td>
</tr>
<tr>
<td>(P_{\text{mf}})</td>
<td>mmHg</td>
<td>7.0281</td>
<td>6.9671</td>
</tr>
<tr>
<td>(P_{\text{ra}})</td>
<td>mmHg</td>
<td>0.0055</td>
<td>0.0033</td>
</tr>
<tr>
<td>PRA</td>
<td>fmol/mL/min</td>
<td>15.467</td>
<td>15.544</td>
</tr>
</tbody>
</table>
**Table B.2:** Variable values at steady state.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unit</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>[PRC]</td>
<td>pg/mL</td>
<td>15.213</td>
<td>15.290</td>
</tr>
<tr>
<td>$R_a$</td>
<td>mmHg min/L</td>
<td>18.188</td>
<td>18.0317</td>
</tr>
<tr>
<td>$R_{aa}$</td>
<td>mmHg min/L</td>
<td>32.863</td>
<td>32.552</td>
</tr>
<tr>
<td>$R_{ba}$</td>
<td>mmHg min/L</td>
<td>14.663</td>
<td>14.497</td>
</tr>
<tr>
<td>$R_{ea}$</td>
<td>mmHg min/L</td>
<td>50.975</td>
<td>51.444</td>
</tr>
<tr>
<td>$R_r$</td>
<td>mmHg min/L</td>
<td>83.839</td>
<td>83.996</td>
</tr>
<tr>
<td>$R_{sec}$</td>
<td>mmHg min/L</td>
<td>0.8787</td>
<td>0.8832</td>
</tr>
<tr>
<td>$R_{tp}$</td>
<td>mmHg min/L</td>
<td>21.588</td>
<td>21.432</td>
</tr>
<tr>
<td>$R_{vr}$</td>
<td>mmHg min/L</td>
<td>1.4641</td>
<td>1.4591</td>
</tr>
<tr>
<td>rsna</td>
<td></td>
<td>0.94112</td>
<td>0.96045</td>
</tr>
<tr>
<td>rsna$_0$</td>
<td></td>
<td>0.94112</td>
<td></td>
</tr>
<tr>
<td>$V_{ef}$</td>
<td>L</td>
<td>14.833</td>
<td>14.806</td>
</tr>
<tr>
<td>$V_b$</td>
<td>L</td>
<td>4.8206</td>
<td>4.8119</td>
</tr>
<tr>
<td>vas</td>
<td></td>
<td>1.1321</td>
<td>1.1450</td>
</tr>
<tr>
<td>vas$_d$</td>
<td></td>
<td>0.011321</td>
<td>0.01145</td>
</tr>
<tr>
<td>vas$_f$</td>
<td></td>
<td>0.011321</td>
<td>0.01145</td>
</tr>
</tbody>
</table>
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