
  Skip to Main ContentSkip to SearchSkip to First ResultSkip to FiltersSkip to Admin SidebarDuke University Libraries
 DukeSpace  Scholarship by Duke Authors 



	 English 
	 Català 
	 Čeština 
	 Deutsch 
	 Español 
	 Français 
	 Gàidhlig 
	 Italiano 
	 Latviešu 
	 Magyar 
	 Nederlands 
	 Polski 
	 Português 
	 Português do Brasil 
	 Srpski (lat) 
	 Suomi 
	 Svenska 
	 Türkçe 
	 Tiếng Việt 
	 Қазақ 
	 বাংলা 
	 हिंदी 
	 Ελληνικά 
	 Српски 
	 Yкраї́нська 


	Log In Log in with Duke NetID

Email addressPassword Log in
 New user? Click here to register.  Have you forgotten your password? 









Communities & Collections
Browse
 How to Deposit 



	Home

	Duke Student Scholarship

	Masters Theses

	Numerical Transfer Matrix Method of Next-nearest-neighbor Ising Models




 
Numerical Transfer Matrix Method of Next-nearest-neighbor Ising Models


Loading...







View / Download1.98 MB



Date
2021


Authors
 Hu, Yi 


Advisors
 Mukherjee, Sayan 


Journal Title



Journal ISSN



Volume Title



Repository Usage Stats
263
views

253
downloads


Abstract
In statistical physics, the exact partition function of simple (quasi)-one-dimensional models can be obtained from the numerical transfer matrix (TM) method. This method involves solving for the leading eigenvalues of a matrix representing all possible interactions between the states that a unit of the system can take. Because the size of this matrix grows exponentially with the number of those units, the TM method is ideally suited for models that have a finite state space and short-range interactions. Its success nevertheless relies on the use of efficient iterative eigensolvers and on leveraging system symmetry, whenever possible. 
By careful finite-size extrapolation of sufficiently large systems, the TM method can also be used to examine two-dimensional models. A particularly interesting series of such systems are Ising models modified with next-nearest-neighbor frustration, which recapitulate the formation of equilibrium modulated phases in systems as varied as magnetic alloys, lipid surfactants, and cell morphogenesis. In these models, frustration results in large mixing times for Markov chain Monte Carlo simulations, but the TM approach sidesteps this slowdown and thus provides a putatively well-controlled computational scheme. The effectiveness of TM approach for these models, however, had previously been obfuscated by the limited range of system sizes computationally available for the numerical analysis. 
In this thesis, I build on the sparse matrix decomposition and take advantage of the structure and symmetry of the TM to develop optimized algorithms for the method, and thereby overcome the computational challenge. The resulting algorithm is implemented in various canonical frustrated next-nearest-neighbor Ising models, aiming to solve long-standing physical problems in these models. The approach provides benchmark results for related statistical physics models. It could also inspire the development of adapted eigensolver for similarly structured matrices.
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