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Abstract

Schizophrenia is marked by significant disruptions to dopaminergic signaling across the mesolimbic and mesocortical circuits. Antipsychotic drugs have been largely unsuccessfully treating cognitive symptoms that debilitating the schizophrenia patient population. Dopamine 2 Receptor (D2R)- beta arrestin 2 (βarr2) biased signaling, independent of the canonical G protein signaling, has emerged as a potential mechanism for antipsychotic drugs to restore dopaminergic signaling and improve treatment resistant cognitive symptoms. In the following experiments, I described gene editing tools to systematically investigate D2R signaling in a region or cell specific manner. Next, I evaluated the behavioral effects of two functionally selective D2-like βarr2 biased ligands against psychotomimetic challenge from phencyclidine or amphetamine. Then I employed chemogenetics to perform synthetic pharmacology experiments e.g. studying the signaling cascade of a drug without using the drug, to discover how D2- R βarr2 signaling produces antipsychotic effects in the prefrontal cortex. Lastly, I characterized the neurophysiological changes induced by phencyclidine and a D2R βarr2 biased ligand within relevant brain regions in the meso-limbic and -cortical circuits. Our results determined antipsychotic like activity is 1) regulated by excitation-inhibitory balance maintained by cortical GABA interneurons 2) dependent on βarr2.
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1. Introduction

1.1 Schizophrenia

Schizophrenia, a highly heterogeneous lifelong psychiatric illness, affects roughly 1% of the global population(1). Schizophrenia is classified by 3 core symptoms: 1) positive symptoms (abnormally present) - hallucinations and delusions 2) negative symptoms (abnormally absent) – anhedonia, emotional flattening, social withdrawal 3) cognitive symptoms: deficits in learning, memory, attention, and organization(2). Schizophrenia was first characterized by the positive symptoms associated with psychosis related to hyperdopaminergia - increased dopamine release - in the dorsal striatum. Many therapeutic treatments, specifically antipsychotic drugs, can clinically manage positive symptoms by pharmacologically normalizing striatal hyperdopaminergia. Although positive symptoms were the first schizophrenia diagnostic markers; cognitive symptoms are now classified as core symptoms of schizophrenia and affect up to 80% of people living with schizophrenia. Cognitive symptoms cause severe functional impairments that complicate personal, professional, and social outcomes; consequently, the most debilitating schizophrenia symptoms measured by quality of life are cognitive symptoms(3). Currently there are no antipsychotic therapies that successfully ameliorate cognitive symptoms. The research described in this body of work aims to address this gap in knowledge and investigates
cellular and neurophysiological mechanisms that may ultimately shed light on how to improve treatment for cognitive symptoms.

1.1.1 Dopamine Hypothesis

Dopamine is a monoamine neurotransmitter that contributes cognition, reward, motivation, emotional affect, and movement (4,5). Dysregulation of dopamine is correlated with many psychiatric illnesses and has been posited to be a core hypothesis describing the pathophysiology of schizophrenia. The dopamine hypothesis emerged about 70 years ago after the serendipitous discovery that the intended antihistamine chlorpromazine actually functioned as a neuroleptic drug therapeutic efficacy treating irritability and psychosis in patients (6). In 1966 van Rossum challenged the pharmacodynamics of chlorpromazine being attributed to antiadrenergic action and hypothesized it was an “amphetamine antagonist” i.e. dopamine antagonist that blocked the dopamine receptor (7). Dopamine’s role in schizophrenia pathophysiology was solidified after observing several dopamine mimetic drugs such as amphetamine (increase extracellular dopamine by reducing dopamine transporter reuptake) and Disulfiram (increases extracellular dopamine by inhibiting dopamine metabolism to norepinephrine) led to drug induced psychosis that resembled the clinically observed hallucinations and delusions in schizophrenia (8,9). The dopamine hypothesis was updated to include cortical hypodopaminergia in addition to the established striatal hyperdopaminergia (10–13). Cortical hypodopaminergia has been correlated with the
onset of cognitive symptoms specifically deficits in working memory and attention(13–16).

### 1.1.2 Glutamate and GABA Hypotheses

Additional studies have contributed alternative hypothesis of neurobiological disruptions that may underlie schizophrenia however I will focus on two – glutamate and gamma-aminobutyric acid (GABA). Glutamate, the most abundant neurotransmitter in the brain, is an excitatory neurotransmitter mediated by N-methyl-d-aspartate receptors (NMDARs)(17,18). Decreased cortical mRNA expression of NMDAR subunits and postsynaptic density protein PSD95 have been linked to NMDA hypofunctioning e.g. decrease in long term potentiation and depression observed in schizophrenia(19). Dopaminergic neurons in the prefrontal cortex are regulated by glutamatergic projections to the midbrain dopamine nuclei thus disruptions in dopamine transmissions could arise altered glutamatergic function. Dopamine in the prefrontal cortex modulates NMDAR- and AMPAR-mediated currents via D2Rs(17,20). D2R can form heteroreceptor complexes with NMDARs. These D2-NMDA heteroreceptors at the synapse reduce Ca2+/calmodulin dependent phosphorylation of NMDAR subunits and decrease NMDA receptor signaling (21) NMDAR antagonists PCP and ketamine disrupt this heteroreceptor complex by increasing dopamine synthesis ultimately decreasing glutamate transmission observed in schizophrenia(22–24).
GABA is the major inhibitory neurotransmitter in the central nervous system. GABAergic interneurons generate high frequency synchronized brain rhythms, gamma oscillations, that aid in cognition, memory, attention and perception(25,26). Abnormal gamma oscillations and cognitive deficits are observed in schizophrenia as well as decreased expression and excitation of GABAergic interneurons, specifically parvalbumin positive fast spiking interneurons, in the prefrontal cortex(24,27) (Figure 1). Neurons in the cerebral cortex consist of a majority of excitatory (glutamatergic) pyramidal neurons (75%–80%) making synaptic contacts both locally (local network) and over long distances (across distinct cortical areas) and of inhibitory (GABAergic) interneurons (25%–20%) making extensive local connection(28–31). Glutamate and GABA work closely together to maintain stable global circuit activity called excitatory-inhibitory (EI) balance(25,32). NMDAR antagonists, phencyclidine or ketamine, induce cortical disinhibition disrupting the EI balance and cause cognitive deficits observed in schizophrenia(23,33,34).
Figure 1 Schizophrenia deficits in the prefrontal cortex

(Left) Healthy patients without schizophrenia have an excitatory-inhibitory (EI) balance maintained by GABAergic interneurons inhibiting excitatory glutamatergic pyramidal neurons. These neurons help regulate gamma oscillations observed in cognitive tasks in clinical neural imaging recording studies. (Right) Schizophrenia patients are observed to have significant reductions in expression and function of GABAergic interneurons, specifically parvalbumin positive interneurons. Consequently, less functional GABAergic interneurons result in a disruption in the EI balance (increased excitatory activity) and is observed to lead to fewer gamma oscillations and poorer cognitive abilities.

1.2 Antipsychotic therapies for schizophrenia

Antipsychotic drugs mainly target dopaminergic receptors to restore dysfunctional dopaminergic signaling. Dopamine receptors are G protein–coupled receptors (GPCRs) divided into two classes that are grouped by their coupled G protein and downstream effect on intracellular signaling. The D1 class (D₁ and D₅) couple Gαₛ activate intracellular signaling cascade while the D2 class (D₂-4) couples Gαᵢ and has inhibitor signaling. The majority of antipsychotic drugs preferentially bind to D₂ class of
receptors. Pharmacokinetics and receptor binding affinity was further used to mechanistically classify antipsychotic drugs into 3 generations. First generation antipsychotic drugs or typical antipsychotic drugs had high affinity for D2R and primarily functioned as D2R antagonist. The prolonged D2R binding in typical antipsychotics led to several motor and muscle deficits characterized within extrapyramidal effects. Second generation antipsychotic drugs still function as D2R antagonists but display higher affinity for the serotonin 5-HT2A receptor. Additionally, atypical antipsychotic terms have faster dissociation rates from the dopamine receptor and produce less extrapyramidal side effects. First and second-generation antipsychotics do not treat cortical hypodopaminergia, rather they exacerbate cognitive and negative symptoms. This led to the third generation of antipsychotic D2R partial agonist designed to simultaneously target cortical hypodopaminergia and striatal hyperdopaminergia. However, third generation antipsychotic drugs also sub optimally treat cognitive and negative symptoms. Recent discoveries in GPCR signaling revealed D2Rs can signal independently of G proteins and mediate distinct cellular and physiological outcomes through beta arrestin scaffold signaling. This discovery has set the foundation for functional selective ligands – pharmacological compounds that are biased towards a specific signaling cascade. This body of work will characterize functionally selective dopamine- beta arrestin biased ligands and their antipsychotic like activity in the prefrontal cortex and striatum.
1.3 Dopamine 2 Receptor Signaling

1.3.1 Isoforms

*Drd2*, the gene that encodes D2Rs, is the only dopamine receptor gene that has been identified as a risk factor for schizophrenia through genome wide association studies(35,36). Pre mRNA alternative splicing of exon 6 generates 2 D2R isoforms, D2R short (D2sR) and D2R long (D2lR)(37). Both isoforms inhibit intracellular cAMP through G protein inhibitory signaling and function at pre- and post-synaptic sites(38). While only separate by 29 amino acids, these D2R isoforms have distinct physiological functions and drastically different receptor densities throughout the brain(37). D2sRs are mainly presynaptic autoreceptors (receptors that respond to its own ligand e.g., the neurotransmitter released by their own neuron terminals) predominantly expressed on dopaminergic cell bodies, dendrites, and projection axons from midbrain structures e.g. substantia nigra and ventral tegmental area(39). Contrarily, the majority of D2Rs are postsynaptic heteroreceptors (receptors that respond to other ligands e.g., neurotransmitters released by other neurons) like D2lRs (Figure 2A). D2lRs are densely expressed in striatum e.g. caudate nucleus and putamen and have more sparse expression in other brain structures receiving dopaminergic inputs such as the prefrontal cortex(40)(Figure 2B).
Figure 2 Schematic of dopamine D2 receptor function and expression in corticostriatal regions.

(A) Dopamine 2 Receptors are expressed as two isoforms: D2R Short (D2S) primarily located on presynaptic terminals and function as autoreceptors; D2R long (D2L) primarily located on postsynaptic neurons and function as heteroreceptors. D2S regulate dopamine release and synthesis on dopaminergic neurons. D2L signal through G-protein inhibitory cascades or via G-protein independent mechanisms such as Beta-Arrestin signaling to produce dopamine mediated responses. (B) A visual approximation of D2R density in the prefrontal cortex, striatum, and midbrain – specificity the ventral tegmental area. D2S largely are located on dopaminergic neurons in the midbrain while D2L densely populated the striatum and are sparser in cortical regions.

1.3.2 D2R signaling and downstream effects

After a ligand binds to D2R, heterotrimeric G proteins facilitate downstream extracellular signals. The mechanistic action of heterotrimeric G proteins is described by the distinct functions of Ga and Gβγ subunits (41,42). In its inactivate state, the catalytic Ga subunit binds GDP which results in the Gβγ subunit sterically blocking its effector
domain. When the D2R is bound by a ligand, Ga subunit is active and binds GTP(41,42). The activated Ga1 subunits inhibit adenylyl cyclase and decreases cAMP production(41,43). Protein kinase A relies on cAMP to phosphorylate the dopamine- and cAMP-regulated neuronal phosphoprotein (DARPP-32). Increased DARPP-32 phosphorylation is correlated with increased dopamine expression and observed in many dopamine mediated behaviors like locomotion(16,44). After agonist stimulation, G protein-coupled receptor kinases (GRKs) are recruited to the D2R. GRKs phosphorylate serine and threonine residues on the third intracellular and recruit β-arrestin to the ligand bound D2R(45,46). β-arrestin facilitates uncoupling G proteins from the D2R, internalizes the D2R through clathrin-mediated endocytosis, and transduce G protein-independent signaling(47,48).

Though classically associated with terminating GPCR signaling cascades, β-arrestin can facilitate signaling independently of G protein mediation. Protein interaction studies and single molecule imaging revealed that receptor agonism leading to GRK phosphorylation and receptor C-tail release determine β-arrestin biased signaling(49). β-arrestin forms a multimeric protein scaffold with protein phosphatase 2A(PP2A) and leads to an Akt/glycogen synthase kinase 3 α/β (GSKα/β) signaling. Stimulating D2 class receptors leads to specific dephosphorylation of Akt’s regulatory serine/threonine activates Akt’s substrate GSK3 α/β (50,51). Our lab has shown pharmacologically activating AKT or inhibiting GSK 3 α/β results in loss of DA
mediated behaviors like locomotion, even when responding to amphetamine challenges (51). Importantly, inhibiting cAMP/PKA signaling did not affect Akt/GSK 3 activity, showing these signaling cascades are acting independently (52–54).
2. Validation of a CRISPR/Cas9 approach to manipulate D$_2$R signaling in corticostriatal regions

Dopamine receptors influence activity in many brain regions related to reward, cognition, motivation, and locomotion(55). Consequently, dopamine receptors are pharmacological targets for treatment of a variety of psychiatric diseases and all current antipsychotic drugs treating schizophrenia target the dopamine D$_2$ receptor (D$_2$R). These antipsychotics are effective in managing manifestations of psychosis through antagonism of D$_2$R striatal hyper-functioning but are ineffective in regulating the cognitive and social deficits of the illness correlated with cortical D$_2$R hypo-functioning. Schizophrenia’s paradoxical dopaminergic disruptions within the basal ganglia circuit as well as a lack of understanding of receptors and downstream signaling mechanisms has greatly limited beneficial therapeutic outcomes(56). We set out to determine D$_2$R functions in vivo by combining pharmacological models of schizophrenia and gene editing using an intersectional CRISPR/Cas9 approach.

Genomic studies report 95-99% shared homology between human and rodent D$_2$ mRNA (57). Previous computational modeling and molecular dynamics research have completed high resolution crystal structure of D$_2$Rs, in addition to establishing gene structure and the map of the eight exons of Drd2(58,59). Many D$_2$ transgenic mouse lines have been generated by modifying the amino terminus of the mouse D$_2$R using standard cloning techniques, specifically using vectors targeting Drd2 exon 2(60). Altogether,
Drd2’s widely studied structure and genomic sequence makes it an ideal candidate for CRISPR/Cas9 with minimal potential off-target sites (61, 62).

**2.1 CRISPR mediated gene editing of dopamine 2 receptor expression**

Genome editing technology has revolutionized the way disease processes and pathophysiology is interrogated. Clustered regularly interspaced short palindromic repeats (CRISPRs) are classes of repeated DNA sequences that use RNA-guided Cas9 nucleases to edit targeted DNA sequences (63). After being guided by an artificial short guide RNA (gRNA), the enzyme Cas9 induces double strand breaks in DNA that leads to a cascade of frameshift mutations and termination of translation of proteins of interest (64). The CRISPR/Cas9 system is commonly used to generate mice with gain or loss of function mutations in genes of interest to study developmental deficits and disease (65).

The CRISPR/Cas9 system takes advantage of adaptive immunity. CRISPR/Cas9 integrates short spaced-out sequences of the targeted viral DNA, protospacers, into the CRISPR locus (64). As protospacers are usually added to one end of the CRISPR and create a chronological order of previously encountered viruses, they serve as recognition elements and facilitates cells to quickly send Cas9 nucleases to identify and destroy the invasive viral DNA (66). Polymerase III gene promoters, such as U6, drive gRNA expression and determine Cas9 cleaving specificity. However, the mechanism U6 and related promoters transcribe gRNA from nucleotides is highly specific and restrains the
potential placement of protospacers within the targeted DNA sequence(66,67). As a result, CRISPR/Cas9 system using gRNAs has been reported to have many off target effects and greatly limit biological and clinical interpretations of genetic modification. A strategy to improve gRNA expression using polycistronic endogenous transfer RNAs (tRNA) has been demonstrated to improve CRISPR Cas9 targeting(67). tRNAs are highly conserved in living organisms and have been demonstrated to be effective in genetically modified mice. Using an artificial polycistronic tRNA processing system, multiple gRNAs can be expressed simultaneously to improve precision for genome editing(67,68).

**2.2 CRISPR/Cas9 $D_2R$ Plasmid**

The purpose of the CRISPR/Cas9 approach was to partially knockdown $D_2R$ in vivo within the prefrontal cortex and the striatum to investigate the role of dopaminergic signaling in psychotomimetic induced behaviors. Four multiplexed gRNAs targeting exon 2 of $D_2R$ were encoded within a single polycistronic tandemly linked by a tRNA precursor. The gRNA scaffold in $Drd2$ cloning site containing 4 BsmBI sites was inserted downstream of the U6 promoter. The construct also encoded a spectrally resolvable, nuclear-localized fluorescent tags that can be visualized to quantify neurons expressing gRNAs, where $D_2R$ is deleted. Large indels in exon 2 of the $Drd2$ gene were confirmed by deep sequencing (MGH, DNA Core) (not shown).
2.3 in vitro validation of CRISPR mediated D2R knockdown

Fluorogen activating proteins (FAPs), small and selective genetically encoded single chain antibody tags, can be used to monitor cell surface expression of GPCRs(69,70). FAPs take advantage of noncovalent steric strains and nonradiative excitation states with specific fluorogenic dye; consequently, these dyes are nonfluorescent until bound to their respective FAP(71) (Figure 3). We utilized a MarsCy1-FAP with a far red fluorogen, SC1. FAP offers a high signal to noise ratio as previous studies reported a 20,000 fold increase in fluorescence after Sci1 bound to MarsCy1-FAP(72). Sci1 is a membrane impermeant variant of SC1 which enables monitoring of cell surface expression of the FAP-GPCR. We will use this approach to validate our Drd2 gRNA vector efficiently reduce D2R expression at the cell membrane.
Figure 3 Schematic of sensor to monitor cell surface expression of GPCRs.

Dopamine 2 Receptors were tagged with a transmembrane fused protein MarsCy1-CD80. Cells expressing MarsCy1 were pulsed with the far-red membrane impermeant fluorogen Sci1. Sci1 will not fluorescence unless bound to MarsCy1. Cells expressing MarsCy1-Sci1 were imaged using a LiCOR-Odyssey IR imaging system and quantified.

The MarsCy1-FAP was cloned onto the N-terminus of the mus muluscus D2R previously tagged with eYFP on the C-terminus. We transfected stable USO2 cells with EF1α-mKO1-polycistronic Drd2 gRNAs or EF1α-mKO1-polycistronic Drd2 gRNAs and Cas9-2A-eYFP. Following U2O2 cells incubation with Sci1, infrared plate imaging with FAP-tagged D2R pulse was performed. We imaged and quantified the cells using the FAP tag via the near-infrared Licor scanner(72). The control cells (without Cas9) robustly expressed on the cell surface. Co-transfection of Drd2-gRNAs and Cas9
significantly reduced D₂R at the cell membrane (Figure 4). This experiment provided preliminary proof our engineered CRISPR gRNA Drd2 vector successfully targeted D₂Rs.

Figure 4 Infrared imaging monitoring of FAP D2R membrane expression.

After stable USOS were permeabilized in a 12 well plate, they were transfected with the fluorogen activating protein MarsCy1 designed to target D₂Rs on the cell membrane. Control cells were transfected with only the CRISPR vector containing gRNAs against exon 2 of the Drd2 gene. Experimental cells were transfected with Drd2 gRNAs and a Cas9 to systematically decrease D₂Rs expression at the cell membrane. FAP-tagged D₂R cell were pulsed with the far red fluorogen SCi1 and a primary HA-epitope antibody then imaged. D₂R cell surface expression was visually quantified between control and Cas9 transfected cells.

2.4 In vivo validation of CRISPR mediated D2R knockdown

To validate the CRISPR construct in vivo, we stereotaxically co-injected 2 AAV constructs encoding a Cre recombinase and gRNAs targeting Drd2, both under the
control of an EF1a promoter to drive high neuronal expression, into the striatum of Cre inducible LSL-Cas9 mice (73). Coronal vibratome sections were taken from fixed brains of Cas9 mice injected with virus and images were taken using a Zeiss Axiozoom microscope (Figure 5).

Figure 5 Validation of in vivo CRISPR/Cas9-mediated gene KO in brain.

(A) AAV constructs encoding Cre recombinase and a Drd2 polycistronic CRISPR vector. Both vectors use Ef1α to enhance viral expression in neurons. 4 tandemly arranged unique gRNAs against exon 2 of Drd2. 4 tRNAs sequences were inserted to optimize gRNA mediated deletion of Drd2 with minimal off target effects. B) Stereotaxic coordinates to bilaterally deliver viral constructs to dorsomedial striatum (C) Representative images of neurons co-expressing spectrally-resolvable nuclear localized fluorescent proteins of TFP-Cre (left, blue), mKO1-gRNAs (middle, orange), and merge (right)
As behavioral proof-of-concept, we used an open field assay to measure psychostimulant induced hyperlocomotion. Amphetamine causes presynaptic dopamine release and inhibits dopamine reuptake\(^{(74,75)}\). Importantly, dopamine in the striatum is highly correlated with movement\(^{(76)}\). We expected the psychostimulant-induced hyperlocomotion would be reduced in Cas9 mice with striatal D\(_2\)R KD as compared to WT C57 mice. Animals were virally injected with EF1\(\alpha\)-NLS-mkO1-polycistronic Drd2 gRNAs unilaterally into the dorsal medial striatum to partially knockdown D\(_2\)R. After 2 weeks of recovery, C57 WT and Cas9 mice were systemically injected with AMPH (3 mg/kg, i.p.). For AMPH-induced locomotion, we observed a significant genotype difference for Cas9 mice as compared to wildtype controls. Cas9 with decreased striatal D\(_2\)R expression significantly reduced the AMPH induced hyperlocomotion as compared to WT controls, **\(p = 0.0022\) (Figure 6B). These results show CRISPR targeted deletion of D\(_2\)Rs in the striatum were consistent with the antipsychotic contribution of striatal D\(_2\)R antagonism and its inhibition on amphetamine-mediated responses\(^{(21)}\).
WT and Cas9 mice received a systemic injection of (A) AMPH (3 mg/kg, i.p.) [green arrow, 30 min] or (C) PCP (4 mg/kg, i.p.) [pink arrow, 30 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a two-way ANOVA test with post hoc Bonferroni corrections. When stimulated with AMPH, a main effect of genotype $F(1,13) = 16.54$, $p < 0.0001$ and an interaction of genotype and time $F(29, 377) = 6.698$, $p < 0.0001$ were detected. In mice stimulated with PCP, we report a main effect of genotype $F(1, 360) = 191.5$, $p < 0.0001$ and an interaction between genotype and time $F(29, 360) = 6.423$, $p < 0.0001$. Total cumulative distance after systemic administration of psychotogenic drugs was calculated for Cas9 mice and WT controls. Data were analyzed using an unpaired, non-parametric t-test-Mann-Whitney rank sums (B) Cas9 mice with reduced striatal D2R expression inhibited the AMPH response, $**p = 0.0022$, compared with WT mice; $n= 7-8$. (D) Cas9 mice with reduced cortical D2R expression potentiated the PCP response and significantly increased locomotion, $**p = 0.0012$, compared with WT mice ; $n = 7$. Data shown are the mean ± SEM.
Next, we applied our validated CRISPR D2R construct to partially knockdown D2R in the medial prefrontal cortex. We repeated open field assay to measure psychomimetic induced hyperlocomotion using phencyclidine (PCP) was the pharmacological agent. PCP, an NMDAR antagonist, induces psychotic behavioral deficits through cortical disinhibition\(^{(77,78)}\). Cortical D2Rs help regular excitation-inhibition balance through inhibitory signaling on pyramidal neurons and decreasing Ca2+ release via dopamine-NMDA heteroreceptor complexes\(^{(20,21)}\). Total cumulative distance after systemic injection of 4 mg/kg PCP was calculated for Cas9 mice and WT controls. Cas9 mice with cortical D2R KD exhibited significantly higher PCP induced hyperlocomotion as compared to WT controls, **p = 0.0012. (Figure 6D).

The results of these CRISPR target D2R deletion in the prefrontal cortex and striatum recapitulates the distinct and opposite behavioral effects mediated by regional dopaminergic signaling. While these meso-cortical and -striatal dopaminergic deficits have been observed for several decades, we still do not understand how these disruptions to D2R transmission arise or the best approach to design therapeutic interventions in psychiatric illness.

**2.5 Future Directions**

Our objective is to combine pharmacological and genetic approaches to investigate the pathophysiology contributing to psychosis and cognitive deficits by manipulating D2R signaling in PFC neuronal subtypes. To accomplish this, we will
apply CRISPR/Cas9 to systematically delete D2Rs in PFC pyramidal neurons and interneurons. These findings targeting cortical D2R signaling can offer insight as to how schizophrenia symptomology manifests and cellular mechanisms of antipsychotic drugs.
3 Elucidating the effect of functionally selective βarr2 dopaminergic signaling on behavioral outcomes

3.1 Dopamine 4 Receptor’s distinction within the Dopamine 2 Receptor Family

Though the dopamine hypothesis originally focused on D2Rs, recent studies have shown the relevance of other dopaminergic receptors in schizophrenia treatment, specifically the D4R. The first generation of antipsychotic drugs (typical antipsychotic or neuroleptics) led to the onset of extrapyramidal side effecting motor and muscle control that was attributed to their suboptimal pharmaco- dynamics and -kinetics, specifically the high D2R occupancy (> 80%) and slow dissociation rate (79–81). The second generation of antipsychotics, such as clozapine, did not produce significant extrapyramidal side effects largely due to their low occupancy (<70%) and rapid dissociation at D2R(82). Interestingly, clozapine acts as an antagonist and preferentially to binds D4Rs with a binding affinity one magnitude higher than D2Rs (83). Post-mortem studies reported six-fold increase in D4R density in schizophrenia(84,85). Presently, more studies are focused on investigating D4Rs contribution to dopamine regulation and schizophrenia.

Like D2Rs, D4Rs belong to the D2 family receptors and couple Gi/o subunits to inhibit AC activity(86). Quantitative autoradiography studies, biochemical assay to determine spatial distribution and pharmacokinetics of biological ligands, report D4R constitute 17 to 40 % of the total D2 family receptor population(87). Genomic sequencing
of human D₄Rs report high homology to D₂Rs, namely the presence of seven transmembrane domains, conservation of catecholaminergic receptors binding sites, the short carboxy tail terminating D2 family receptors, and protein kinase C and protein kinase A phosphorylation sites in the third cytoplasmic in Gi couples receptors (83). Conversely, D₄Rs have a unique polymorphic 16 amino acid repeat in their third intracellular loop that can express in a range of two to ten repeats and increased D₄R repeat hypervariability in humans has been correlated with psychiatric disorders such as schizophrenia, attention deficit hyperactivity disorders, and substance abuse disorders (84,88,89). D₄Rs have distinct mRNA distribution localized mainly to cortical brain regions rather than D₂R’s striatal and midbrain distribution (87,90,91). Compared to D₂Rs which have low cortical receptor densities (~25%), D₄R expression is enriched in cortical regions with reported receptor densities of 77-90% (92–94) (Figure 7). Within the prefrontal cortex, D₄Rs are predominately expressed in GABAergic interneurons, the major cell contributor to gamma oscillations – a rhythmic neurophysiological circuit coordination highly correlated with attention and cognition (32,89,95). Abnormalities in GABAergic interneurons and reductions in gamma oscillations are displayed in schizophrenia and mice deficient in Dlx5/6, the gene that regulates GABAergic interneuron development(25,32,96). D₄R deficient mice have been reported to display abnormal cortical hyperexcitability and experience seizures while D₄R agonists have been shown to enhance gamma oscillations in cortical regions(89,90,97). Altogether,
D_{2}R’s binding affinity with atypical antipsychotics, robust density in the prefrontal cortex, and physiological influence on GABAergic interneurons identifies this receptor as potential target for pharmacological treatment of cognitive deficits in schizophrenia.

![Image showing dopamine receptor subtype densities in corticostriatal regions]

**Figure 7** Dopamine receptor subtype densities in corticostriatal regions.

Dopamine receptors Dopamine receptor 2 and 4 (D_{2}R and D_{4}R, respectively) are D2-like family of Gi-coupled GPCRs. D_{2}Rs (blue) are heavily expressed in the striatum and less in the prefrontal cortex and ventral tegmental area. Conversely, D_{4}R (purple) are highly expressed in the prefrontal cortex and sparse in the striatum and ventral tegmental area.

### 3.2 Functionally selective βarr2-D2-like receptor ligands

As part of a concerted multicenter endeavor, our group recently developed and characterized a functionally selective D_{2}R-βarr2 biased ligand, UNC9994A (94A), that
exhibits no G protein activity but partial agonism at the βarr2 pathway. Moreover, 94A activity is entirely dependent on the expression levels of βarr2 and GRK2, such that low expression of βarr2 and GRK2 results in 94A behaving as an antagonist while high expression results in βarr2 biased agonist activity. This unique property results in 94A engaging in cortical agonism and striatal antagonism by virtue of high βarr2 and GRK2 expression in the mPFC compared to the striatum.

Recently, our collaborators Drs. Shoichet (UCSF) and Roth (UNC-Chapel Hill) used the crystal structure of the human D_2R and in silico molecular docking to design UCSF924, a D_2R-βarr2 functionally selective compound. UCSF924 exhibits no off-target effects on > 320 non-olfactory GPCRs. UCSF924 behaves as a potent partial agonist at D_2R (K_d <5 nM, 75% efficacy vs DA) and is 7- to 10-fold more biased than DA for D_2R/βarr2 signaling in cellular assays(98).

The development of these compounds affords us a unique opportunity to study the effects of functionally selective D_2R and D_4R signaling within the corticostriatal circuit. We examined the effects of functionally selective ligands targeting cortical and striatal localized D_2R and D_4Rs. We use psychotomimetic drugs phencyclidine (PCP) and amphetamine (AMPH) induced DA disruptions and use as a pharmacological model of schizophrenia (Figure 8). AMPH can model positive symptoms of schizophrenia by increasing dopamine transmission via dopamine transporter inhibition(74,99,100). PCP models positive and cortical symptoms by increasing
dopamine and causing cortical disinhibition by increasing excitatory activity by reducing NMDAR activity on GABAergic cells(33,77,101). Using local administration of these functional selective ligands, we demonstrated cortical and striatal D2R and D4R signaling through β-arrestin pathways produce different antipsychotic like activity in the open field assay.
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**Figure 8 Pharmacological Models of Schizophrenia.**

Amphetamine models striatal hyperdopaminergia and models positive symptoms of schizophrenia. Phencyclidine models positive symptoms by increasing dopamine transmission in the striatum and cognitive symptoms by causing cortical disinhibition in the prefrontal cortex. While its effects can be observed in many regions, phencyclidine’s primary site of action is the prefrontal cortex.
3.3 Cortical and Striatal βarr2-D2R signaling produces antipsychotic like activity to PCP challenge

To determine the effect of biased βarr2-D2 like signaling, we measured the effects of injecting 94A (βarr2- D2R) or UCSF (βarr2-D4R) locally into the PFC and STR of WT mice on PCP-induced locomotion.

To confirm the role of βarr2 signaling in our functioning selective ligands, we co-administered the pharmacological GRK2 inhibitor compound 101 with 94A. βarr2 recruitment to dopamine receptors is dependent on GRK2 phosphorylation; thus, inhibiting GRK2 should result in loss of βarr2 dependent behavioral outcomes. We previously reported local prefrontal cortex co-administration of 0.5 μg compound 101 blocked the antipsychotic effect of 1 μg 94A to PCP challenge (4 mg/kg, i.p). Consistent with previous findings, 94A lost its antipsychotic activity and failed to reduce PCP induced hyperlocomotion when co-administered with compound 101. (p =0.6480, compared with 94A) (Figure 9).
Figure 9 Cortical D2R-βarr2 biased antipsychotic like activity in response to PCP is dependent on GRK2.

(A) WT mice received a bilateral local infusion in the prefrontal cortex of 1) 1 μg per side of VEH or D2R-βarr2 biased ligand 94A with or without 0.5 μg per side of GRK2 inhibitor CPD101 (black line, 30 min) followed by 2) a systemic PCP injection (6 mg/kg i.p) [pink line, 40 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a two-way ANOVA test with post hoc Bonferroni corrections. Main effect of treatment $F(2, 21) = 3.718$, $p = *0.0415$ and interaction between treatment and time $F(62, 651) = 2.939$, $p < 0.0001$. (B) Total cumulative distance after PCP was calculated for mice administered VEH, 94A, and CPD101/94A. Data were analyzed using a one-way ANOVA with post hoc Tukey test, $n= 8$ -9 per group. A significant treatment and time interaction was observed: $F(2,22) = 6.609$, **$p = 0.0057$. Only 94A treatment was able to inhibit the PCP response. VEH: *$p = 0.0346$, CPD101/94a: **$p = 0.0057$, compared with 94A. Co-injection with GRK2 inhibitor prevented 94A’s antipsychotic like activity. The PCP response of CPD101/94a compared with VEH was not significant, $p = 0.6480$. Data shown are the mean ± SEM.

Next, we evaluated the effects of 94A or UCSF local administration in the prefrontal cortex on PCP’s response (Figure 10). Our data was consistent with our previously published work showing 94A significantly decreases PCP induced locomotion ($p= 0.0111$, compared with VEH control; $n=7$) Despite having significantly
more receptors in the prefrontal cortex, the D4R ligand UCSF had no effect on PCP induced behaviors (p = 0.5737, compared with VEH control; n = 8).
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Figure 10 Cortical D2R-βarr2 signaling has antipsychotic like activity with PCP.

WT mice received a bilateral local infusion in the prefrontal cortex of 1) 1 μg per side of VEH, (A) D2R-βarr2 biased ligand 94A, or (C) D4R-βarr2 biased ligand UCSF [black line, 30 min] followed by 2) a systemic PCP injection (6 mg/kg i.p) [pink line, 40 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a two-way ANOVA test with post hoc Bonferroni corrections. A main effect of 94A treatment F(1,12)= 11.28, **p = 0.0057 and 94A treatment × time interaction F(31,372)= 7.259 p < 0.0001 were reported. UCSF treatment × time interaction F(31,434)= 0.9867, p < 0.0001. Total cumulative distance after systemic injection of PCP was calculated for mice administered VEH and D2- like ligands. Data were analyzed using an unpaired, non-parametric t-test- Mann-Whitney rank sums. (B) Cortical infusion of the D2R-βarr2 biased ligand 94A was able inhibit the PCP response, * p= 0.0111, compared with VEH control; n=7. (D) The D4R-βarr2 biased ligand UCSF had no effect
on PCP induced locomotion, p = 0.5737, compared with VEH control; n = 8. Data shown are the mean ± SEM.

As dopaminergic activity and D2 receptor density in the striatum opposes the prefrontal cortex, we repeated this experiment with local administration in the dorsomedial striatum (Figure 11). Once again, 94A significantly decreases PCP induced locomotion **p=0.0093, compared with VEH control; n =7- 8. The D4R ligand UCSF had no effect on PCP induced behaviors in the striatum, p = 0.9591, compared with VEH control; n = 8. UCSF’s lack of antipsychotic activity was expected as D4R is sparse in the striatum and receive inputs from different inputs than the D2R that heavily co-express on striatal medium spiny neurons.
WT mice received a bilateral local infusion in the dorsomedial striatum of 1) 1 μg per side of VEH, (A) D2R-βarr2 biased ligand 94A, or (C) D4R-βarr2 biased ligand UCSF [black line, 30 min] followed by 2) a systemic PCP injection (6 mg/kg i.p) [pink line, 40 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a two-way ANOVA test with post hoc Bonferroni corrections. A main effect of 94A treatment F(1,13) = 8.820, *p=0.0057 and 94A treatment × time interaction F(31,403) = 5.1289, p < 0.0001 were reported. UCSF treatment × time interaction F(31,434) = 1.905, p < 0.0001. Total cumulative distance after systemic injection of PCP was calculated for mice administered VEH and D2-like ligands. Data were analyzed using an unpaired, non-parametric t-test- Mann-Whitney rank sums. (B) Striatal infusion of the D2R-βarr2 biased ligand 94A was able inhibit the PCP response, **p=0.0093, compared with VEH control; n =7- 8. (D) The D4R-βarr2 biased ligand UCSF had no effect on PCP induced locomotion, p = 0.9591, compared with VEH control; n = 8. Data shown are the mean ± SEM.
Our behavioral data further support 94A produces antipsychotic like effects through D2R-βarr2 agonism in the PFC and D2R-βarr2 antagonism in the STR. We did not find any support for the D4R-βarr2 biased ligand have cortical agonism as previously studies suggested. Furthermore, we did not see any antipsychotic like effects from UCSF responding to PCP challenge.

3.4 Cortical βarr2-D4R and Striatal βarr2-D2R signaling produces antipsychotic like activity to AMPH challenge

To mimic striatal hyperdopaminergia, we used AMPH as a challenge to test the effects of our biased βarr2-D2 like ligands. We measured the effects of injecting 94A (βarr2-D2R) or UCSF (βarr2-D4R) locally into the PFC and STR of WT mice on AMPH-induced locomotion.

Although UCSF did not exhibit any antipsychotic like activity, we tested if the GRK2 inhibitor Compound 101 would have an effect on local UCSF response to systemic AMPH (Figure 12). We co-administered the pharmacological GRK2 inhibitor compound 101 with UCSF in the PFC then systemically injected AMPH (3 mg/kg, i.p). UCSF significantly reduced AMPH induced hyperlocomotion *(p = 0.0147*, compared with VEH control. Importantly, UCSF lost its antipsychotic like effect when co-administered with GRK2 *, p = 0.0104*, compared with UCSF. This result shows UCSF uses βarr2 signaling to produce an antipsychotic like response to AMPH.
Figure 12 Cortical D4R-βarr2 biased antipsychotic like activity in response to AMPH is dependent on GRK2.

(A) WT mice received a bilateral local infusion in the prefrontal cortex of 1) 1 μg per side of VEH or D4R-βarr2 biased ligand UCSF with or without 0.5 μg per side of GRK2 inhibitor CPD101 [black line, 30 min] followed by 2) a systemic AMPH injection (3 mg/kg i.p) [green line, 40 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a two-way ANOVA test with post hoc Bonferroni corrections. Main effect of treatment F(2, 21) = 6.216, *p = 0.0415 and interaction between treatment and time F(31, 651) = 41.53 p < 0.0001. (B) Total cumulative distance after AMPH was calculated for mice administered VEH, UCSF, and CPD101/UCSF. Data were analyzed using a one-way ANOVA with post hoc Tukey test, n= 8 per group. A significant treatment and time interaction was observed: F(2,21) = 6.703, **p = 0.0056. Only UCSF was able to inhibit the AMPH response. VEH: *p = 0.0147, CPD101/94a: *p = 0.0104, compared with UCSF. Co-injection with GRK2 inhibitor prevented UCSF’s antipsychotic like activity. The PCP response of CPD101/94a compared with VEH was not significant, p = 0.9870. Data shown are the mean ± SEM.

We measured the effects of injecting 94A (βarr2-D4R) or UCSF (βarr2-D4R) locally into the PFC mice on AMPH-induced locomotion (Figure 13). 94A had no effect on AMPH induced hyperlocomotion (p= 0.2593, compared to VEH control) while UCSF significantly inhibited AMPH response and significantly decreased distance traveled ( *p = 0.0148, compared with VEH control). These results suggest the D4R have an inhibitory
role to AMPH either because their significantly larger cortical receptor density compared to D2R or they modulate activity through different cellular mechanisms that act independently of GABAergic interneurons.

Figure 13 Cortical D2R-βarr2 signaling loses its antipsychotic like activity while D4R-βarr2 signaling inhibits the AMPH responses.

WT mice received a bilateral local infusion in the prefrontal cortex of 1) 1 μg per side of VEH, (A) D2R-βarr2 biased ligand 94A, or (C) D4R-βarr2 biased ligand UCSF [black line, 30 min] followed by 2) a systemic AMPH injection (3 mg/kg i.p) [green line, 40 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a two-way ANOVA test with post hoc Bonferroni corrections. There was no significant 94A treatment × time interaction F(31,372) = 0.6163, p = 0.9488. A main effect of UCSF treatment F(1,14)= 11.02,** p= 0.0051 and UCSF treatment × time interaction F(31,424) = 8.091 , p < 0.0001. Total cumulative distance after systemic injection of AMPH was calculated for mice administered VEH and D2- like ligands. Data
were analyzed using an unpaired, non-parametric t-test- Mann-Whitney rank sums. (B) Cortical infusion of the D2R-βarr2 biased ligand 94A did not attenuate the AMPH response, p= 0.2593, compared with VEH control; n=7. (D) The first display of antipsychotic like activity for the D4R-βarr2 biased ligand. UCSF significantly reduced AMPH induced locomotion, *p = 0.0148, compared with VEH control; n = 8. Data shown are the mean ± SEM.

We then measured the effects of injecting 94A (βarr2- D2R) or UCSF (βarr2-D4R ) locally into the STR mice on AMPH-induced locomotion(Figure 14). 94A regained its antipsychotic like activity and significantly decreased AMPH induced hyperlocomotion (***p = 0.0093, compared to VEH control). Although cortical βarr2-D4R signaling resulted in antipsychotic like activity, in the striatum UCSF lost its inhibitory effect to AMPH challenge (p = 0.4418, compared with VEH control).
Figure 9 Striatal D2R-βarr2 signaling regains its antipsychotic like activity with AMPH.

WT mice received a bilateral local infusion in the dorsomedial striatum of 1) 1 μg per side of VEH, (A) D2R-βarr2 biased ligand 94A, or (C) D4R-βarr2 biased ligand UCSF [black line, 30 min] followed by 2) a systemic AMPH injection (3 mg/kg i.p) [green line, 40 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a two-way ANOVA test with post hoc Bonferroni corrections. A main 94A treatment effect F(1,13) = 12.80, **p = 0.0034 and 94A treatment × time interaction F(31,403) = 4.829, p < 0.0001 were reported. UCSF treatment × time interaction F(1,14) = 1.110, p = 0.3166. Total cumulative distance after systemic injection of AMPH was calculated for mice administered VEH and D2- like ligands. Data were analyzed using an unpaired, non-parametric t-test- Mann-Whitney rank sums. (B) Striatal infusion of the D2R-βarr2 biased ligand 94A effectively reduced the AMPH response, **p = 0.0093, compared with VEH control; n=7-8. (D) The D4R-βarr2 biased ligand UCSF had no effect on AMPH induced locomotion, p = 0.4418, compared with VEH control; n = 8. Data shown are the mean ± SEM.
Our studies show contrasting regional activity of the βarr2- D_{2}R and βarr2-D_{4}R biased ligands 94A (βarr2- D_{2}R) has antipsychotic like activity in the striatum and UCSF (βarr2-D_{4}R) has antipsychotic activity in the prefrontal cortex in response to AMPH challenge (Figure 15). Recent studies have investigated AMPH effect in the prefrontal cortex. Acute injections of AMPH induced cFOS, a marker of neuronal activity, in PV+ interneurons in the prelimbic and infralimbic cortex of rats (102,103). Additionally, electrophysiology experiments show aberrant pyramidal neurons firing patterns post AMPH(104). Dopamine can indirectly inhibit pyramidal cell activity in the mPFC through increases in GABA activity and suppressing other neuronal activity. We speculate UCSF is able to modulate AMPH effect in the cortex due D_{4}Rs high expression on relevant GABAergic interneurons and pyramidal neurons (89,90,105). UCSF has significantly lower D_{4}R targets in the striatum, so the lack of antipsychotic activity was expected. Moving forward, we will continue to use the functionally selective βarr2- D_{2}R
ligand, 94A, to investigate antipsychotic like mechanisms in vivo.

**Figure 15** Functionally selective β-arrestin2-D2R ligand has more antipsychotic potential than β-arrestin2-D4R ligand.

(A) 94A – a functionally selective β-arrestin2-D2R ligand- resulted in antipsychotic like activity by inhibiting hyperlocomotion to local PCP challenge in the prefrontal cortex and striatum and local AMPH challenge in the striatum. (B) UCSF- a functionally selective β-arrestin2-D4R ligand- only produced antipsychotic like activity to local AMPH challenge in the prefrontal cortex.
4. Characterization of antipsychotic potential of cortical β-arrestin2 D2R-mediated signaling in vivo

The prefrontal cortex receives and integrates extensive inputs from cortical and subcortical areas involved in sensorimotor and limbic activities to regulate complex cognitive and social behaviors. Executive functioning — attention, working memory, decision making, cognitive flexibility, and sociability — is influenced by cortical excitation:inhibition balance primarily coordinated by excitatory glutamatergic pyramidal neuron and inhibitory GABAergic interneurons. Dopamine helps regulate this concerted cortical E/I balance through G protein inhibitory signaling and dysregulation of cortical dopamine is correlated with many psychiatric illnesses like schizophrenia. In addition to cortical hypodopaminergia, decreased excitability and expression of parvalbumin positive (PV+) GABAergic interneurons and cortical pyramidal is observed in schizophrenia. For decades, the field of neuropharmacology has attempted to rescue cognitive impairments with antipsychotic therapies targeting cortical D2R. Unfortunately, these extensive studies have been unsuccessful, and no FDA approved antipsychotic improves cognitive or social deficits.

4.1 Therapeutic potential of biased β-arrestin 2 signaling

Functionally selective ligands that selectively engage one signaling pathway over others may provide insight into novel drug targets and relevant signaling cascades. Like all GPCRs, activation of dopamine receptors results in G protein-dependent modulation of second messengers like cAMP which, in turn, mediates further...
downstream signaling cascades. Sustained DA stimulation results in receptor phosphorylation by G-protein-coupled Receptor Kinases (GRKs) and the recruitment of \( \beta \)-arrestins which subsequently cause receptor desensitization, endocytosis and supposed termination of the signal.

Over the past decade, our lab has demonstrated that like other GPCRs, DARs can signal through a distinct G-protein independent pathway that is dependent on the ability of \( \beta \)-arrestin2 (\( \beta \)arr2) to scaffold intracellular signaling complexes that ultimately mediate distinct cellular and behavioral processes. Importantly, \( \beta \)arr2 is expressed at contrasting high and low levels in the prefrontal cortex and striatum, respectively. A major limitation of antipsychotic drugs that signal that G protein pathways is their inability to function as a partial agonist to simultaneously treat cortical hypodopaminergia and striatal hyperdopaminergia. The inverse expression of \( \beta \)arr2 may provide the ideal mechanism for achieving dopaminergic cortical agonism and striatal antagonism with minimum off target effects.

Our laboratory contributed to the development and characterization of a \( \beta \)arr2 biased D2R ligand-UNC9994A (94A) with little to no activity at the G protein pathway. In vitro electrophysiology experiments showed 94a acted as an agonist in the cortex—increasing excitability of fast spiking interneurons—and an antagonist in the striatum – have no effect on medium spiny neuron excitability(106). Characterizing the cellular
and neurophysiological outcomes of cortical βarr2 biased D2R signaling may provide valuable insight into treating cognitive deficits in psychiatric illness.

To understand more about the antipsychotic like activity exhibited by 94A, we attempted to recapitulate inhibition of psychotogenic induced responses and increased cortical GABAergic excitation. We utilized chemogenetics (Designer Receptors Exclusively Activated by Designer Drugs, DREADDs) to selectively increase neuronal activity in cortical interneurons and studied PCP induced effects in a βarr2 KO mouse line. To add to the significance of this work, we are the first group using the βarr2-biased DREADD to study functionally selective signaling and therapeutic potential.

4.2 Validation of the Barr2 DREADD

4.2.1 Confirmation of GRK2 and βarr2 expression within the cortex

The βarr2-biased D2R ligand UNC9994A (94A) was designed using the scaffold of aripiprazole, a third-generation antipsychotic and partial D2R agonists. To determine the βarr2 functional selectivity of this ligand, rigorous biochemical, protein interaction, behavioral, and electrophysiological assays were completed testing 94A against endogenous ligand dopamine and other well characterized D2R ligand. A protein-protein interaction assay measuring βarr2 recruitment to the D2R determined low GRK2 levels enhanced agonist activity and high GRK2 levels increase antagonist activity of 94A(45). The tested D2R ligands that preferentially signal through G protein signaling pathways did not show changes in agonist and antagonist profiles with varying
concentration of GRK2(44,107). These results are consistent with the GPCR signaling cascade that has long established βarr2 recruitment to the GPCR is dependent on GRK phosphorylation of the G protein subunit. Our lab previously quantified GRK2 distribution in the prefrontal cortex and striatum and reported significantly higher expression in the prefrontal cortex as compared to the striatum(106). As our future experiments and working hypothesis about the therapeutic potential of βarr2-biased D2R signaling rely heavily on this distinct cortical and striatal expression, we repeated the western blot analysis. Our regional GRK2 and βarr2 expression complemented the previously published expression pattern (Figure 16).

Figure 16 Cortical and striatal expression of GRK2 and βarr2:

(A) Western blot analysis in brain slices from the prefrontal cortex (PFC) and striatum (STR) from C57Bl6 mice probed with antibodies to GRK2, βarr2, and GAPDH (B) Quantification of Western blot band intensities normalized to the loading control GAPDH. STR levels were set to 100%. *p < 0.05, ***p < 0.001, comparing STR with PFC using a two-way ANOVA test with post hoc Bonferroni corrections. Error bars depict SEM of 4 independent experiments.
4.2.2. Synthetic pharmacology using DREADDs

GPCRs are the most ubiquitous membrane receptors, consequently, they are common drug targets (108). Pharmacologically characterizing GPCRs and the outcome of their mediated signaling cascades can help understand disease pathophysiology and improve drug therapy. DREADDs, chemogenetic tools that can temporally control neuronal activity with cell specificity, can uniquely contribute to learning mechanisms underlying therapeutic efficacy (109, 110). DREADDs are high sensitivity engineered GPCRs that can respond to nanomolar concentrations of its designed exogenous ligand with high efficacy (109). DREADDs act on comparable timescales and hormonal signaling mechanisms ongoing in the brain. We will utilize DREADDs as ‘synthetic pharmacology’ or manipulating neuronal activity to resemble pharmacotherapeutic drug action (111).

The first engineered DREADDs introduced mutations to modify the human muscarinic receptors and change its coupling preference with G proteins (112). Presently, many DREADD variants exist with distinct G protein coupling and downstream signaling effects. Rat and human muscarinic receptor were hybridized to create a new DREADD rM3Dqarr that has a coupling preference to Arrestin 2 rather than any G protein subunits (113). We used two different excitatory DREADDs (HM3Dq and βarr2 biased rM3Dq) to study how 94A modulates neuronal activity within the prefrontal cortex (Figure 17).
Muscarinic receptor based DREADDs are engineered G-Protein Coupled Receptors that selectively influence cellular signaling after binding with an exogenous ligand, Compound 21. rM3Dq (left) is biased towards the effector protein β Arrestin mediated signaling. rM3Dq and hM3Dq (right) signal through the Gαq effector protein to increase Ca2+ and neuronal burst firing.

4.2.3. In Vitro Assessment of the β Arrestin biased DREADD

We used bioluminescent resonance energy transfer (BRET) assays to measure the interaction between βarrrs and the DREADD receptors (Figure 18). As a negative control we included rM3Dq as it functions through the same receptor as the βarr-biased rM3Dq but preferentially couples to G proteins like HM3Dq. As described in methods, we co-
transfected HEK293T cells with DREADDs fused to RLuCI and Venus tagged βarr2.

**Figure 18** Schematic of bioluminescence resonance energy transfer (BRET) assay to monitor protein-protein interactions.

This biochemical assay depends on dipole-dipole energy transfer from a donor enzyme-luciferase (RLuCI, blue) to an acceptor fluorophore (mVenus, yellow). When the fluorophore tagged protein, β-Arrestin 2, is within 10 nm of the luciferase fused protein, GPCR, an enzyme-mediated oxidation of the luciferase substrate will produce a quantifiable fluorescent signal.

We stimulated cells with increasing concentrations of GRK2 and DREADD agonist Compound 21 and reported NET BRET ratios (**Figure 19**) (114). hM3Dq had the highest NET BRET reflecting high βarr2 recruitment to the receptor. Importantly, CPD21 βarr2-rM3Dq had the lowest [CPD21] BRETs, reflecting the effect of βarr2 bias. The
control rM3Dq had the lowest NET BRET and the highest [CPD21]BRET50, otherwise low recruitment of βarr2.
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<table>
<thead>
<tr>
<th></th>
<th>hM3Dq</th>
<th>[Gq] rM3Dq</th>
<th>[βarr] rM3Dq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>0.06227</td>
<td>0.01235</td>
<td>0.03669</td>
</tr>
<tr>
<td>LogEC50</td>
<td>-5.689</td>
<td>-5.510</td>
<td>-5.991</td>
</tr>
<tr>
<td>EC50</td>
<td>2.044e-006</td>
<td>3.909e-006</td>
<td>1.021e-006</td>
</tr>
</tbody>
</table>

**Figure 19 BRET Receptor Arrestin Recruitment Assay.**

(A) HEK293T cells co-expressing BRET donor, hM3Dq-RLuc, [Gq]rM3D-RLucII or [βarr]rM3D-RLuc, and BRET acceptor βarr2-mVenus. GRK2 were incubated with increasing concentrations of CPD21. BRET measurements were performed as described under Materials and Methods. Readings were averaged per plate and the NET BRET ratio was calculated by subtracting the stimulated CPD21 Venus/RLuc ratios from the unstimulated vehicle Venus/RLuc ratio. B values (µM) were as follows: hM3Dq= 2.04±0.07, [Gq]rM3Dq= 3.09±0.18, and [βarr]rM3Dq= 1.02±0.14 With the lowest CPD21 BRET50, the CPD21 displayed the highest potency at the biased βarr2-rM3Dq.

We next evaluated DREADD preferred G protein coupling using the TGFα shedding assay. A schematic describes the mechanism to quantify G protein activity...
Our lab modified this assay to measure fluorescence from alkaline phosphatase substrate, 4-methylumbelliferyl phosphate (45,115). G proteins are classified into four families according to their α subunit: $G_s$, $G_i$, $G_{12/13}$, and $G_q(116)$ DREADDs are engineered to preferentially couple to a specific G protein(s). We measured the amount of TGFα released for each DREADD co-expressed with 3 different G protein subunits: $G_s$, $G_i$, and $G_q$ and a negative control $G_q\Delta\text{C\ term}$: Gq protein lacking 6 C-terminal residues essential for coupled to receptors. The objective was to validate $[\beta\text{arr}]\text{rM3D}$ preferentially engaged $\beta\text{arr}$ which would be interpreted as little to no TGFα shedding.

**Figure 20 TGFα Shedding Assay Schematic.**

The TGFα shedding assay detects basal G protein coupled receptor (GPCR) activity and assesses G-protein binding to GPCRs. Ligand binding to the GPCR releases G protein
from the receptor and induces tumor necrosis factor α converting enzyme (TACE) activation. TACE cleaves and releases alkaline phosphatase coupled-TGFα (AP-TGFα) from the cell membrane into cell media. Soluble TGFα dephosphorylates 4-MUP into 4-MU, a blue wavelength fluorescent molecule. G-protein coupling for the various DREADD was assessed via alkaline peroxidase activity released into the media.

We observe the predicted shedding with HM3Dq and rM3Dq having the highest percentage with their preferred G protein, Gq and Gs respectively (Figure 21)(109,111). All DREADDs showed little to no activity with the control GqΔ C term. The βarr2 biased rM3Dq showed little to no activity with any G protein subunits. These data and the results from the BRET recruitment support βarr2-rM3Dq is biased towards βarr2 with little G protein engagement. In conclusion, we validated the functional selectivity of the βarr2 biased DREADD in vitro, then we proceeded to in vivo DREADD studies to model 94A.

Figure 21 Evaluation of DREADD agonist (Cpd21) activity in the TGFα shedding assay.

DREADD GPCR receptors were co-expressed with chimeric Ga proteins subunits Gs, Gi1/2, Gq or a negative control GqΔ C term. (A) When co-expressed with hM3Dq’s effector G protein Gq, hM3Dq released the highest percentage of TGFα (17.26%) e.g. the most GPCR activity (B) [Gq]rM3D exhibited similar GPCR activity with all Ga proteins but with a slight preference for Gs (C) [βArr]rM3D has little to no G Protein activation in
the TGFα shedding assay confirming the intended design of the receptor. The negative control GqΔ C term did not effectively bind with any DREADD GPCR as noted by the < 1 % TGFα release in all DREADD variants. No statistics performed.

4.3 Determining the role of cortical βarr2 biased signaling in antipsychotic like activity

Neural gamma oscillations (30-80 Hz) have been correlated with attention, working memory, sensory processing, and other key features of cognition (117). GABAergic inhibitory interneurons, specifically parvalbumin expressing fast-spiking, work in synchrony with excitatory pyramidal neurons to generate gamma oscillations. Patients with schizophrenia experience several cognitive deficits, have abnormal reductions in gamma power as measured by electroencephalogram recordings during cognitive tasks, and have decreased expression of parvalbumin in cortical inhibitory neurons a reduction also observed in several animal models of schizophrenia (25,27). Animal models of schizophrenia utilize NMDAR antagonists such as PCP to induce cortical disinhibition. These data suggest a clear role of cortical interneurons and schizophrenia symptomology, yet the mechanisms to rescue cognitive ability and restore abnormal gamma activity remains elusive.

The D2R antagonism that is a core pharmacodynamic feature of most antipsychotics does not improve cortical disinhibition and often worsens circuit dysfunction and behavioral abnormalities. A recent study used an NMDAR antagonist MK-801 to induce cortical disinhibition but a D2-like partial agonist was able to stabilize gamma oscillations (118,119). Our previously whole cell, current clamping study
demonstrated 94A significantly increased GABAergic interneuron excitability (106). Additionally, a D₃R agonist quinpirole increases FSI excitability, directly contradicting its canonical inhibitory role (120). These data converge to inform our hypothesis that cortical disinhibition can be treated with G protein independent agonism targeting GABAergic interneurons. To test this hypothesis, we tested the behavioral responses after disrupting cortical circuitry with the NMDAR antagonist PCP in mice expressing excitatory hM3Dq or βarr2-rM3Dq in cortical interneurons. To examine the relationship between cortical interneuron excitability and antipsychotic actions, we evaluated locomotor response after systemic PCP injection in mice expressing excitatory DREADDs in the prefrontal cortex. Cell specific activation in the prefrontal cortex was achieved by stimulating inhibitory neurons with hM3Dq. These excitatory proteins were selectively expressed in GABAergic neurons using the DLX enhancer. Using immunohistochemistry (IHC), we confirmed cortical interneuron expression of DREADDs. We stained for GABAergic interneurons, Parvalbumin + interneurons, somatostatin interneurons, and CAMKIIa as a negative control (Figure 22). We quantified the total number of labeled cells and co-expression with DREADDs and respective antibody markers and confirmed we successfully targeted GABAergic
interneurons with negligible off targets of pyramidal cells (not shown).

Figure 22 Excitatory DREADD expression in cortical interneurons.

(A) AAV constructs encoding the excitatory hM3D DREADD driven by the interneuron selective Distal Less Homeobox (DLX) promoter and tagged with the fluorescent reporter mCherry. (B) This DREADD plasmid was packaged into AAV and selectively targeted to the prelimbic cortex, a region within the medial frontal cortex in C57BL6 mice aged 8-12 weeks. Stereotaxic coordinates + 2.5 AP; ± 0.3 ML; -1.8 DV. AAV titers were confirmed as >10^{12} (C) DREADD expression was confirmed by visualization of the fluorescent marker mCherry. DREADD localization to cortical interneurons was confirmed through IHC, using antibodies against GAD67 (GABAergic interneuron marker; top row), PV (parvalbumin + interneuron marker; middle row), or a negative control CamKIIa (exhibitory pyramidal cell marker; bottom row). Interneuron targeting was validated by quantifying DREADDs colocalization with inhibitory markers – GAD67 and PV. DREADDs were robustly co-expressed with GAD67 (merge: middle column, top row) and showed no colocalization with CAMKIIa (merge: middle column, bottom row). All antibody staining conditions had at least n=3 mice. Scale bar 50 uM.
We stereotaxically inject the AAV-DLX-HM3Dq construct into the prelimbic cortex of WT mice and allowed them to recover for 2 weeks. PCP-induced locomotion is a pharmacologically induced behavior commonly inhibited by APD. To assess whether cortical interneuron excitability can elicit antipsychotic-like effects, we measured the effects of systemically injecting WT mice with vehicle (saline/ DMSO) or Compound 21 (DREADD agonist) on PCP-induced locomotion. Consistent with previous findings, increased GABAergic excitability reduced PCP-induced locomotion (**p = 0.0050); This resembled our previously published PCP inhibition by 94A. In a different cohort of mice expressing hM3Dq in cortical interneurons, we measured the behavioral response when stimulated with AMPH. Cortical interneuron activation did not affect AMPH induced locomotion (Figure 23D, p =0.62000. These results are consistent with these drugs primary mechanisms and site of action. The AMPH-induced locomotor response is dependent on striatal DA release. It is likely that animals with DREADD stimulation of cortical interneurons could exert local control to restore excitation/inhibition balance, consequently inhibiting the PCP response.
Figure 23 Activating cortical interneurons inhibits PCP, but not AMPH responses.

(A) Schematic of cortical interneurons expressing the excitatory DREADD HM3Dq in WT mice. WT mice were systemically injected with 1) VEH or DREADD agonist CPD21 2 mg/kg, i.p. [black line, 30 min] then 2) a systemic injection of psychotogenic drug (B) PCP 4 mg/kg, i.p. [pink line, 40 min] or (C) AMPH 3 mg/kg i.p [green line, 40 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a two-way ANOVA test with post hoc Bonferroni corrections. With PCP responses, we report a main effect of treatment $F(1,29) = 8.442$, $**p = 0.0070$ and treatment × time interaction $F(31,899 )= 4.205$, $p < 0.0001$. There were no significant main effects or interactions observed with AMPH administration. Treatment × time interaction $F(31,341) = 0.5475$, $p = 0.9779$. Total cumulative distance after systemic injection of (C) PCP or (E) AMPH calculated for mice administered VEH and CPD21. Data were analyzed using an unpaired, non-parametric t-test- Mann-Whitney rank sums. (C) Using DREADDs to increase cortical interneuron firing exhibited antipsychotic like behavioral effects and significantly inhibited the PCP response, $**p = 0.0050$, CPD21 compared with VEH control; n= 14-16. (E) Exciting cortical interneurons did not affect the AMPH response, $p = 0.6200$, CPD21 compared with VEH control; n = 7. Data shown are the mean ± SEM.

Next we sought to interrogate βarr2’s involvement with exciting cortical interneurons and mediating an antipsychotic response. We expressed the βarr2 biased DREADD under the control of the DLX promoter in WT mice. This enhanced βarr2
signaling in cortical interneurons. We quantified behavioral responses to PCP between VEH treated and CPD21 treated WT mice (Figure 24). Increased biased βarr2 signaling in cortical interneurons recapitulated the antipsychotic effect of the βarr2 biased D2R partial agonist 94A, **p=0.0066, compared with VEH control. We established βarr2 signaling in cortical interneurons was sufficient to inhibit PCP's response.

Figure 24 Exciting cortical interneurons with biased βarr2 signaling produces antipsychotic like responses to PCP

(A) Schematic of cortical interneurons expressing the excitatory βeta Arrestin 2 biased DREADD rM3Dq in WT mice. WT mice were systemically injected with 1) VEH or DREADD agonist CPD21 2 mg/kg, i.p. [black line, 30 min] then received 2) a systemic injection of (B) PCP 4 mg/kg, i.p. [ pink line, 40 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a two-way ANOVA test with post hoc Bonferroni corrections. PCP induced hyperlocomotion yielded a main effect of treatment F(1,28) = 6.150, **p = 0.0194 and a treatment × time interaction F(31,868) = 4.095, p < 0.0001. (C) Total cumulative distance after PCP was calculated for mice administered VEH and CPD21. Data were analyzed using an unpaired, non-parametric t-test- Mann-Whitney rank sums. Increasing βeta Arrestin 2 signaling, and exciting cortical interneurons was sufficient to significantly inhibited the PCP response, **p = 0.0066, CPD21 compared with VEH control; n= 15. Data shown are the mean ± SEM.

To investigate if βarr2 signaling in cortical interneurons we generated βarr2 KO mouse and measured their response in the same pharmacological behavioral assay, PCP
induced distanced travel in an open field box (Figure 25). βarr2 KO mice were indistinguishable from C57BL/6J mice in standard behavioral tests. βarr2 KO mice treated with CPD121 lost their antipsychotic like response to PCP (compared to VEH treated βarr2 KO mice, p = 0.7786). WT controls treated with CPD121 retained their antipsychotic like activity, confirming βarr2 is necessary to modulate cortical interneuron.

Figure 25 Cortical interneuron excitability requires βarr2 biased signaling to inhibit the PCP response.

(A) Schematic of cortical interneurons expressing the excitatory DREADD hM3Dq in WT mice or βeta Arrestin 2 KO (βArr2 KO) mice. (B) WT and βArr2 KO mice were systemically injected with 1) VEH or DREADD agonist CPD21 2 mg/kg, i.p. [black line, 30 min] then received 2) a systemic injection of (B) PCP 4 mg/kg, i.p. [pink line, 40 min]. Distance traveled was calculated for 120 min after 30 min of habituation. Data were analyzed using a three-way ANOVA test with post hoc Tukey corrections. After PCP administration, we observed yielded main effects of Genotype F(1, 1376) = 122.1 p < 0.0001, Treatment F(1, 1376) = 40.28 p <0.0001 and interaction effects of Genotype x Treatment F(1, 1376)= 4.986, p = **0.0257 (C) Total cumulative distance after PCP was calculated for mice administered VEH and CPD21. Data were analyzed using a one-way ANOVA with post hoc Tukey correction. Genotype x Treatment x Time F(3,43) =4.671, **p = 0.0065. Despite being treated with CPD21 to increase cortical interneuron activity, βArr2 KO mice lost all antipsychotic-like activity and had no effect on PCP induced hyperlocomotion, p = 0.7786; compared with VEH treated βArr2 KO mice. WT mice treated with CPD21 inhibited the PCP response, **p = 0.0043, compared with VEH treated WT mice. βArr2 signaling is necessary to generate the antipsychotic like activity
to PCP from cortical interneuron excitation, CPD21 treated βArr2 KO compared with CPD21 treated WT mice, *p = 0.0497. There were no significant PCP induced behavioral differences between VEH treated controls within genotypes, p = 0.2828, VEH treated βArr2 KO compared with VEH treated WT mice. n=12 mice per group. Data shown are the mean ± SEM.

Our synthetic pharmacology experiments shed light on 94A’s antipsychotic action. We observed the same behavioral effects when induced with AMPH or PCP. Like 94A, the DREADD agonist CPD21 did not inhibit AMPH induced hyperlocomotion but significant decreases PCP effects. Our most critical finding was βArr2 signaling in cortical interneurons is necessary to inhibit PCP’s effect. This result has great therapeutic potential as GABAergic dysfunction is observed in schizophrenia. Many antipsychotic drugs do not act as D2R agonists in the prefrontal cortex and ultimately do not rescue/improve the excitatory inhibitory balance integral to cognitive tasks. Our preliminary studies using pharmacological and transgenic mouse models of schizophrenia showed 94A can improve cognitive deficits.

Previously, we have studied the effect of 94A on memory impairments in NR1KD mice (a transgenic model of cortical disinhibition/glutamate hypothesis of schizophrenia) and mice treated with PCP in the T-Maze behavioral assay for working memory(22,121–123). In the T Maze, mice receive sensory cues -light or sound- to indicate director of reward -left or right arm(124). Working memory - temporarily storing information for goals and decision making- is evaluated in this task as total number of correct trials after cue. Our preliminary results showed 94A significantly
improved total number of correct trials as compared to mice treated with PCP or transgenic NR1KD mice treated with the vehicle control. Additionally, we have tested our transgenic and pharmacological mouse models of schizophrenia in a social interaction assay to measure novel social behavior and social preference. Mice are prosocial animals and social interaction with other mice is encoded in the brain as rewarding or pleasurable as reported by microdialysis and neurophysiological recordings. Social deficits are another core cognitive symptom in schizophrenia(2,10,125). Mice that display social deficits have a preference for an inanimate object or a non social target or no preference for a social partner(126,127). NR1KD mice treated with vehicle spent equal time engaging with an object or social partner and displayed social deficits; however, when treated with 94A, NR1KD mice spent more time with a social partner. These preliminary data are promising and we will repeat our synthetic pharmacology experiments in WT and βArr2 KO mice in these cognitive and social assays to uncover cellular mechanisms producing antipsychotic like behavior. We hypothesize βArr2 dependent cortical excitation may be sufficient to rescue working memory or social behavior in PCP treated mice.
5. Characterizing psychotogenic induced corticostriatal network dynamics

Local field potentials are summations of the ongoing neural oscillatory activity and describe how neural networks produce behavioral outcomes. Cognitive dysfunction is highly prevalent in schizophrenia and is linked to morphological cortical abnormalities that can be measured using clinical brain imaging or neural recordings like functional magnetic resonance imaging (fMRI) or electroencephalograms (10,117,128,129). Recent clinical practices are using machine learning and dimensional approaches to study psychiatric disease. Rather than solely relying on diagnostic labels to create treatment plans, patients are being cluster based on their symptomology in concert with brain imaging to identify relevant biomarker that may aid in treatment.

Our lab has the unique neurophysiological and machine learning expertise to study neural circuit disruptions prevalent in disease states or induced by drugs. We use ensemble electrophysiological recordings from multiple brain areas to interrogate circuit changes (130–132). We conducted large-scale multi-array recordings across the corticostriatal circuit to neurophysiologically profile the pharmacological and behavioral effects of PCP and 94A. Our findings will be discussed in this chapter.
5.1 Transitioning from neuropsychiatric nosology to data driven diagnostics

Nosology, the medical classification of diseases, predates the current Diagnostic and Statistical Manual of Mental Disorders (DSM-5) by well over a century (133). Since the first the DSM was used in 1945, there has been a shift from solely relying on psychoanalysis or clinically presenting symptoms to considering neurobiology and psychopharmacology effects when diagnosing patients (3,133). With each iteration of the DSM there are critical evaluation of how to improve classifications. However, the vast heterogeneity and frequent co-morbidity in psychiatric disorders greatly complicates disease classification based on observable clinical symptoms. In neuro-psychiatry fields, data clustering methods are emerging quickly to aid in uncovering disease etiologies and shed light on how to improve treatment, with the overarching goal of personalized medicine in the near future. Converging neuroimaging and machine learning enable studies to non-invasively extract neurobiological information from diverse and high-
dimensional data sets in schizophrenia patient populations (134–136) (Figure 26).

**Figure 26 Clinical clustering using machine learning schematic**

A schematic of the rationale for machine learning in psychiatry. Schizophrenia is a heterogenous disease and clinically presents with many symptoms which complicates treatment. Separating patients by clinical symptoms and neurophysiological features can lead to better stratification of disease and lead to personalized medicine or identification of relevant biomarkers.

Clinical studies using machine learning methods to find disease subgroups predominately use unsupervised statistical approaches e.g. find subgroups automatically based on structure within the data and algorithm heuristics (information processing technique to generate faster, more optimal solutions). The opposing methodology, supervised statistics, use labels to indicate the class to which each subject belongs (drug v placebo.) Although studies have shown high success using supervised
learning to predict diagnosis or outcome from neuroimaging data, subject diversity and
disease heterogeneity complicates identifying labels.

The most common unsupervised learning in clinical cohort is clustering or using
algorithms to divide data into “clusters” that have high similarity within cluster and do
not share many overlapping features with other clusters. The success of this
classification can be evaluated by measuring the distance between newly generated data
clusters. Finite Mixture Modeling also uses unsupervised learning with the objective of
represent data using a finite of parametric distributions e.g. a set number of statistical
features.

Clinical studies using clustering with cohorts of patients with psychiatric
disorders have not generated consistent subtypes and there are several theories how this
is occurring. First, genetic polymorphisms can mimic syndromic expression of other
psychiatric disorders e.g. autism and schizophrenia(137–139). Machine learning
approaches cannot stratify psychiatric disorders subtypes solely using symptoms. To
circumvent this issue, studies are using machine learning approaches with
neuroimaging or neurophysiological recordings to converge biological phenomena and
cognitive and emotional to improve disease subgroups. For example, supervised
learning models using support vector machine algorithms and classifiers from MRI-
derived brain morphometry features such as gray matter volume or cortical thickness
have been successful in predicting schizophrenia diagnosis and differentiating
schizophrenia patients from healthy controls with accuracies of 81% and 76%, respectively (134).

Furthermore, Machine learning models combined with the high temporal resolution in EEGs are being used to establish functional markers of cognitive deficits in schizophrenia. EEG power and microstates are stable on a comparable timescale of many mental processes like working memory or identifying sensory cues. Importantly, EEG topography maps capture changes in pre-stimulus electrical activity that have been used to predict accuracy in visuo-spatial working memory tasks and identify neural connectivity abnormalities in schizophrenia (140, 141).

**5.2 Integrating machine learning and neural circuit studies preclinically**

**5.2.1 Limitations of neural circuit studies in rodents**

Functional connectivity, neural network synchrony regulating sensory inputs and physiological outputs, can be used as a neurobiological map of behavioral function. Mouse neurophysiology studies using genetic modifications, cognitive, emotional, or social behavior paradigms, or acute drug administration have reported robust changes in neural activity. Much like clinical human studies, oscillatory dynamics reflect the activation state of brain circuits responsible for cognitive processes and socio-emotional states. Due to technical limitations, many studies only target a single brain region, or a microcircuit related to their physiological outcome of interest. Like clinical studies, it is unlikely changes in neural synchrony are restricted to specific brain regions. Studying
neural synchrony and brain wide activity distributed across larger networks can provide insight into many disease mechanisms and uncover how behavior is regulated. Our lab has previously demonstrated the ability to simultaneously collect neurophysiological recordings from >10 cortical and subcortical brain structures in freely behaving mice. This high spatiotemporal data collection combined with our expertise in rodent behavior and ability to generate predictive machine learning models allows us to explore brain-wide dynamics that can tease apart nuances of neural circuitry.

5.2.2 Discriminative Cross-Spectral Factor Analysis maintains relevant neurophysiological features

Similar to the lack of convergence of disease subgroups in clinical unsupervised cluster studies, machine learning can successfully classify animals into specific groups but at the expense of neurophysiological interpretability. We have recently developed a new machine learning-based model termed discriminative Cross-Spectral Factor Analysis (dCSFA) to classify animals and retain relevant and translational neural features. dCSFA discovers neural oscillations across regions that change together over seconds of time and segregates these neural synchrony patterns according to pre-specified behavioral variables. Comparable to the spatio-dynamics of neuroimaging like fMRI, our dCSFA model discovers neural dynamics that are correlated across many brain regions over seconds of time. However, dCSFA is more similar to the temporal dynamics of EEG as our model analyses neural dynamics at the millisecond timescale(142). Our model can generate several biologically relevant features from our
recorded local field potentials (LFPs)- summation of electrical potential of thousands of neurons near the micro electrode site. We observe and analyze 1) spectral power-strength of neural oscillation 2) cross power - temporal correlate of two oscillations changing together and 3) cross phase - a neural correlate of information transfer between distinct LFPs leads the other e.g. directionality. Despite occurring at different time scales, dCSFA can statistically integrate these neural features into a single framework called an electome – electrical functional connectome. As these LFP neural dynamics encompass the newly generated electome, they are referred to as “electome factors.” (Figure 27).
Figure 27 Electome Model Overview.

Target electrical recording sites can be observed individually during a behaviorally relevant task. Simplified LFP recordings from regions implanted are collected and separated into time windows. LFP frequency specific features are calculated for each time window. Behavioral scoring identifies behaviorally relevant windows. A supervised machine learning algorithm is applied to the data to identify supervised electome factors and unsupervised electome factors. Representative electome factors are visualized with a circle plot composed of power (outer circle) and coherence features (diagonal lines spanning inner circle).
5.3 Profiling neurophysiological effect of PCP

We used mice implanted with multi-wire electrodes to create a model that describes how cortico-striatal brain regions integrate across time and space to mediate behavioral changes related to 1) PCP and 2) antipsychotic inhibition of PCP(122,130). First, we used machine learning to discover the brain-wide spatiotemporal dynamic patterns that prelude the PCP brain state. Then, we repeated this machine learning strategy to uncover networks specific to antipsychotic activity. Together, these studies will further our understanding of the brain-wide effects of cortical disinhibition and provide insight into how antipsychotics mediate circuit deficits in schizophrenia. Importantly, as our machine learning approach yields interpretable models, we will be able to generate hypotheses for testable manipulation strategies which may provide new avenues for therapeutic intervention.

5.3.1 Experimental Design

The basal ganglia, group of neurons and subcortical structures heavily related to dopaminergic mediated behaviors i.e., movement, reward, cognition, displays impaired functional connectivity in schizophrenia and is the site of action for many antipsychotic drugs(59,143–145). We targeted key brain regions in the basal ganglia. C57 mice (age 10-14 weeks; N = 8) were implanted with microwire array bundles to target prefrontal cortex (cingulate-, prelimbic-, and infralimbic- cortex) dorsal striatum, nucleus accumbens, ventral tegmental area, ventral hippocampus, basolateral amygdala. The
bolded regions were chosen for their implications in schizophrenia or dopaminergic transmission. A schematic shows a simplified circuit with dopaminergic, glutamatergic, and GABAergic projections between our focal brain regions (Figure 28A). The placement of each electrode within region was verified by histological examination of postmortem brain slices and/or our CT-MR co-registration approach for high-throughput confirmation (Figure 28C).

Figure 28: Experimental design for studying corticostriatal neurophysiological and behavioral changes induced by PCP.

(A) Schematic of dopaminergic, glutamatergic, and GABAergic projections between the Prefrontal Cortex (PFC), Striatum (STR), and Ventral Tegmental Area (VTA). (B) Brain regions implanted with multisite electrode. Pink regions are brain corticostriatal or dopaminergic relevant structures included in dCSFA analysis. Gray Regions were implanted but not included in the study. Circle size corresponds to number of wires per
region. PFC (8 wires) : Cingulate cortex (Cg, 4 wires), Prelimbic cortex (PrL 2 wires), Infralimbic cortex (2 wires); STR (8 Wires) : Dorsomedial striatum (DMS, 4 wires), Nucleus Accumbens (NAc, 4 wires); VTA (4 wires). (C) Sagittal view of computed tomography 3D rendering of mouse brain with multisite electrode (D) Open field behavior paradigm

Seven days following implantation surgery, mice were handled and habituated to being plugged into an amplifying neural headstage. After 5 days of habituation, mice were plugged into the amplifying system, and we systematically evaluated the integrity of neural signal while online cell sorting. The PCP induced hyperlocomotion experiment was designed to be within subject (Figure 28D). All mice would receive 4 treatments: 1) VEH (saline, 5% DMSO, 10% cyclodextrin) and saline 2) VEH and 94A 3) 94A and PCP 4) VEH and PCP. Mice were pseudorandomly assigned mice to treatment group order (n=8). All mice received treatment 1 or 2 then were tested in the open field test for 160 minutes. After a one-week washout, mice were tested with the next treatment.

5.3.2 PCP induces robust neurophysiological changes

We simultaneously recorded single unit neurons activity and local field potentials across the corticostriatal circuit. Although we were simply preprocessing the data to use with our dCSFA model, we immediately noticed an increase in spike firing from baseline to PCP treated conditions. The raster plot shows a 10 second window of spiking the last ten minutes of baseline (pre injection) and 30 minutes after PCP administration (Figure 29A). Previous models have incorporated neuronal spike firing
and we also plan to the investigate the neuronal dynamics that change with PCP(132,146).

Figure 29 PCP induced neurophysiological changes at the single unit and LFP level.

(A) Top: Cortical striatal single units recorded in the same session following treatment with PCP. Bottom: Representative waveforms of single units in top. (B) Local field potentials recording over 10 seconds 30 minutes after PCP was injected.

Next we generated power spectrograms of the drug treatments within subject. Our spectrograms use 1 second windows to display neurophysiological changes. We use this as a method to visually discern the integrity of the electrode as poorly electrically grounded or deficient electrodes will show aberrant activity or power that has no physiological relevance on the spectrogram. Out of curiosity, we created 5-minute time bins to match the time windows used in distance traveled plots and visualized region power by frequency. We immediately noticed neural power differences at the peak effect windows 60-80 minutes (Figure 30B, pink box) and the 94A and PCP power spectrogram appeared to return to baseline power while PCP did not (Figure 30B,
orange box). These preliminary data informed our hypothesis that 94A normalized PCP induced circuit deficits.

![Power spectrogram](image)

Figure 30 Power spectrogram shows neurophysiological changes that mirror PCP induced behavior and pharmacokinetics.

(A) Distance traveled in open field plot shows max PCP induced - distance traveled per 5 minute interval in box peak and loss of statistically significant behavioral differences of drug groups in orange box. (B) Power spectrogram from the prelimbic cortex in VEH and PCP (left) and 94A and PCP (right) condition, within subject 1 week apart. Pink and orange boxes on spec plots show differences in power at the same time points as the behavior in (A). Heat bar scale is normalized power spectral density.

### 5.4 dCSFA Model Validation

We trained out dCSFA model to learn the network features that predict drug effect by identifying behavioral sessions of VEH control and PCP or 94A and PCP. The model coefficients discovered using the initial dCSFA analysis in the baseline session
(pre drug injection) were applied to the LFP data recorded from 8 mice treated with both drug conditions, yielding network scores which quantify the expression of the original network in new animals for each condition. We tested whether the PCP brain-state was more prominent in the VEH/PCP treated mice that exhibit higher PCP induced hyperactivity. Receiver Operating Characteristic (ROC) analyses determined the performance of the model by determining the tradeoff between the true-positive rate versus the false-positive rate. Area under the ROC curve (AUC, or equivalently the concordance index) summarizes model performance - results larger than 0.5 indicates that the model has identified a network related to the classes. Thus, this analysis will determine whether the PCP brain-state was associated with behavioral deficits in animals previously untested in the model. If this analysis is successful, it will establish that the PCP-conditioned brain-state generalizes across subjects. We used a leave-one-out procedure to determine model hyperparameters and achieved an average AUC on the holdout mouse of 0.925 (range: 0.658-1.000), indicating the model was able to predict drug condition (no drug vs. PCP) well above chance levels. Then data from all 8 mice was used to train a single dCSFA model using the previously determined hyperparameters (Figure 31). Interestingly, plotting 1 minute time windows of our PCP or 94A+ PCP scores resembled the behavioral graphs of PCP induced locomotion with separation of treatment groups at the peak drug effect (60-80 minutes) and overlap of
Figure 31 dCSFA model can reliability predict PCP or 94a + PCP conditions.

(A) dCSFA scores for one-minute windows in an example mouse. Time course plots shows high scores and separation of PCP and 94A + PCP at peak drug effect (60-80 min) and convergence when drug effect is diminished (100 min). (B) Score separation of dCSFA factors’ Area Under the Curve (mean AUC) on the validation mice. Baseline: scores time windows between blue lines, Post PCP scores from time windows between red lines in (A). Model can accurately predict drug effect.

Mice were injected with the VEH control or 94A at 30 minutes then PCP at 40 minutes and the peak effect of PCP administered intraperitoneally at similar dosages are observed 30 minutes later(147,148). Our dCSFA model shows the highest factor scores at the peak effect of PCP, confirming we were able to capture neurophysiological changes that aligned with the PCP’s pharmacokinetics. Our score separation plots demonstrate the model scores for our baseline (pre injection) factor and drug effect (post PCP injection) factor has minimal overlap.

We used the full set of neural data recorded from all of implanted brain areas of interest (PFC, STR, and VTA). dCSFA discovered the electome factor features (power,
cross power, or cross phase directionality that form the PCP brain state have the strongest predictive accuracy using gamma power in the prelimbic cortex (Figure 32).

Figure 32 dCSFA generated electome factor identifying PCP condition:

(A) dCSFA used supervised autoencoders and LFP neural features (power and cross power) to train and predict the behavioral label of PCP on hold out mice. The brain regions used were cortical (cingulate cortex (Cg), prelimbic cortex (PrL), and infralimbic (IL); striatal (dorsal mediostriatum. (DMS) and nucleus accumbens (NAc), and midbrain (ventral tegmental area (VTA)). (B) Diagonal subplots indicate region power and off-diagonal subplots indicate cross-power, both scaled by frequency. Horizontal axes indicate frequency from 0-55Hz. The factor that predicted PCP most accurately was driven by high gamma power in the Prelimbic Cortex (PrL), shown in black box.
5.5 Prelimbic cortex gamma oscillations underlie antipsychotic effect in PCP inhibition

5.5.1 The prelimbic cortex’s role within the corticostriatal circuit

The prefrontal cortex is integral to regulating cognition and emotion. A subregion, the prelimbic cortex is, highly implicated with cognitive tasks involving memory, coordinating goal directed behavior, learning habits, specifically relevant for drug seeking, and regulating emotions related to fear and anxiety (149–154). The prelimbic cortex, like much of the cerebral cortex, has distinct cytoarchitecture with specific connectivity, functions, and interlaminar interactions (155, 156). Layer V and VI prelimbic cortex is densely innervated by projections from limbic and autonomic regions while layers II through VI have more local cortical and limbic projections (157, 158). For example, pyramidal neurons within prelimbic layer 5/6 project to infralimbic layer 5/6 and are implicated with alpha and beta oscillations (159) (Figure 33). When higher frequency gamma oscillations are observed, areas like the hippocampus have glutamatergic synaptic inputs on layer V prelimbic interneurons are coherent and phase locked with beta-low gamma activity (160–162). Whereas prelimbic neurons in layer 2/3 are hyperexcitable and synchronize gamma oscillations locally across the prefrontal
Figure 33 Mouse prelimbic cortex laminar layers and projections

(A) Schematic of mouse brain highlighting the prelimbic cortex. GABAergic interneurons and glutamatergic pyramidal neurons make up ~20 and 80% of the cell population, respectively. (B) Laminar layers in the prelimbic cortex. Width of the box represents laminar thickness e.g. Layer V is thickest and Layer II is thinnest. Each layer has distinct projects across the brain. Layer II/III sends cortical projections and receive cortical and limbic innervations. Layer V is densely innervated by the midbrain while also receiving inputs from cortical, limbic, and autonomic brain regions. Layer V/VI sends cortical projections to limbic, midbrain, and autonomic regions. These laminar specificities and projections are correlated with distinct neural oscillations frequencies.

Relevant to antipsychotics mechanism of action, dopamine inhibits pyramidal neurons of prelimbic cortex that project to subcortical targets through D2Rs and indirectly affects GABA release from interneurons. Conditional mutant mice with D2R deletion in PV+ interneurons led to schizophrenia like phenotypes, providing additional evidence of D2R’s role in maintaining cortical excitatory/inhibitory balance(165,166).
NMDAR antagonist PCP reduces gamma oscillations that is reversed in vitro with antipsychotic drugs(101). Cortical layer V has the highest density of pyramidal and GABA neurons expressing D₂Rs(167). A 2017 in situ hybridization study quantified PrL pyramidal cells with D₂Rs are 20–25% in layer V compared to 4–5% in layers II–III; PrL GABAergic cells with D₂Rs are 6-10% in layer V and 2-5% in layer II-III (31). Importantly, layer V pyramidal neurons expressing D₂Rs innervate many subcortical implicated in schizophrenia circuit dysregulation like the striatum(168). These D₂R pyramidal projections show highly sensitive to NMDAR antagonists, but these effects counteracted by antipsychotic drugs acting on D₂Rs(18,101,169,170). Our dCSFA model using prelimbic gamma power to separate PCP and 94A and PCP factors suggest 94A may be increasing excitability of GABAergic interneurons and enhancing glutamatergic transmission from the prelimbic cortex to produce antipsychotic like effects.

5.5.2 Potential antipsychotic cellular interactions within the prefrontal cortex

One of the most consistent pathological changes in schizophrenia is a decrease in gamma oscillations reflective of impaired GABAergic signaling and a decrease in PV+ interneurons density and function. Perineuronal nets, extracellular matrix, 3 dimensional lattices that cover and surround PV+ interneurons, have also been implicated in schizophrenia(171). Perineuronal nets indirectly stabilize the excitatory/inhibitory balance that is integral to cortical and subcortical circuits by protecting PV+ interneurons from oxidative stress and regulating their excitability(172). Recent
schizophrenia genetic studies identified down regulation of genes encoding perineuronal net components and speculate decreased perineuronal nets are correlated with the increased PV+ interneuron cellular degradation observed in postmortem brains(173,174).

Layer V of the prelimbic cortex is densely populated by PV+ interneurons surrounded by perineuronal nets (175) A recent study using an NMDAR antagonist, MK801, reported decrease in the density of perineuronal nets and PV + interneurons in the prelimbic cortex.(176) Decreases in perineuronal nets and abnormal gamma oscillations were also observed using a different NMDAR antagonist ketamine(177) Application of antipsychotics to tissue cultures pretreated with GABAA receptor antagonist differentially modified burst firing of PV + interneurons. Importantly, 95% of the PV+ interneurons co-expressed aggrecan, a component of perineuronal networks(178). These studies suggest cortical network connectivity disruptions could be ameliorated with antipsychotic action through the prefrontal cortex, specifically involving PV+ interneurons and likely perineuronal nets (178).

5.5.3 The analogous region of the prelimbic cortex in the human brain

The mouse prelimbic cortex corresponds to the human brain region Brodmann area 32 in the dorsal anterior cingulate cortex(179). Brodmann’s area 32 has been highly investigated in schizophrenia clinical studies. Fractional anisotropy studies report many patients with schizophrenia have with decreased white matter density in Brodmann’s
area 32 (180) Magnetic resonance imaging schizophrenia studies are investigating the volumetric loss in cortical regions, including Brodmann’s area 32, and if antipsychotic treatment can restore cortical thickness and decrease/delay grey matter deterioration(181–183). fMRI studies on working memory, a core cognitive deficit in schizophrenia, identified Brodmann’s area 32 hypoactivity as a part of the circuit dysconnectivity observed(128). Postmortem analysis of brains from schizophrenic patients report significant decrease in density of interneurons in the anterior cingulate, also including Brodmann’s area 32(174,184). In conclusion, our dCSFA model identified a neural feature, prelimbic cortex gamma oscillatory power, that has high biological translation and interpretability.

5.6 Biological interpretation of 94A drug effect electome factors

Neural oscillations are being used as key clinical identifying features of the ideal psychosis or cognitive deficits. Circuit abnormalities in schizophrenia have been marked by specific changes in resting state neural oscillations in magnetoencephalography and electroencephalography studies(10,117,185,186). Combining pharmacology and neural imaging/recording is providing more insight into drug mechanisms and personalized medicine for patients. The key-locke theory postulates the ideal pharmacological treatment would induce changes that rescue – or are opposite- to neural disruptions observed in the disease state(178,187,188). We used our dCSFA model to characterize
94A’s changes to PCP induced circuit deficits in regions in the prefrontal cortex, striatum, and ventral tegmental area.

**5.6.1 94A normalizes PCP disruptions to neural circuit in time-frequency analysis**

Time-frequency analysis, comparing the power spectra values of time-frequency, is used as a core technique to interrogate the frequency band of interest and uncover possible circuit abnormalities(189). Additionally, source localization methods determine the input location of abnormal oscillation signals(190). We targeted cortical and subcortical regions in vivo and confirmed their electrode placement, to determine single units and oscillations were derived from the intended region. We analyzed our PCP and 94A and PCP cross-power over time and plotted their absolute difference from baseline e.g. absolute error in decibels (dB) of the cross-power volume (channels by channels by frequencies). ([Figure 34](#)). The time absolute difference from baseline analysis also confirmed the pharmacokinetics of PCP and showed the PCP cross-power began deviating from baseline around 20 minutes and remained ~ 2.1 dB from baseline for the remainder of the recording session. Contrarily, 94A+ PCP dampened the effect of PCP alone and maintained a smaller deviation from baseline ~1.6 dB.
Figure 34 94A stabilizes PCP’s neurophysiological effects over time.

Solid lines are averages over 8 mice. Spread indicates +/- 1 SEM.

Next we analyzed PCP and 94A and PCP absolute differences from baseline over a frequency range of 1-50 Hz. High gamma oscillations (50-80 Hz) and high frequency oscillations (100-200 Hz) have also been implicated in schizophrenia circuit disruptions, therefore further analysis will expand into including these frequencies ranges(191,192). Again, 94A and PCP decreased the circuit disinhibition caused by PCP (Figure 29). It is important to note that there are absolute differences and not reflective of values e.g. increase or decrease in power. Our future analyses will include power ratio analysis to
understand what PCP does to these highlighted frequencies, specifically delta (1-4 Hz) theta (5-8 Hz) and low gamma (30-50 Hz.)

Figure 35 94A reduces PCP induced regional circuit disruptions to power.

Solid lines are averages over 8 mice. Spread indicates +/- 1 SEM.

5.6.2 94A significantly increases gamma power in cortical regions

We analyzed how PCP affects power in our implanted corticostriatal regions. Power spectral densities are plotted relative to baseline, dashed horizontal line (Figure 36). PCP significantly decreased power in all regions and trended towards increasing power in the delta (1-4 Hz) band in striatal regions and the ventral tegmental area. PCP has been reported to decrease gamma oscillations by decreasing the excitation of
GABAergic neurons, specifically PV+ interneurons(25,33,101,193). Our lab’s in vitro whole cell patch clamp experiment reported 94A was able to significantly increase excitation of GABAergic interneurons(106). 94A+ PCP significantly increasing gamma power in 30-50 Hz in the cingulate cortex and 40-50 Hz in the prelimbic cortex has provided in vivo support that 94A acts as an agonist in the prefrontal cortex.

Figure 36 94A normalizes PCP disruptions to power in all corticostriatal regions.

Amplitude values (y axis) are reflecting the relative LFP spectral energy observed at each frequency (Hz, (x axis)), Dashed line is relative to baseline.

5.6.3 94A rescues PCP induced circuit disruptions

Our PCP cross power showed 94A rescues and increases cross power (region synchrony) between prelimbic cortex and cingulate cortex and prelimbic cortex and the
ventral tegmental area (Figure 37). The specific frequencies affected were delta (1-4 Hz) and gamma (30-50 Hz.) Gamma oscillations have been central to the discussion around abnormal functional connectivity in schizophrenia, however, delta oscillation alterations have been highly implicated as well. Delta, the oscillation band most prominent during non-rapid eye movement sleep, is integral to maintaining executive functioning(194,195). Patients with schizophrenia suffer from sleep abnormalities, have cognitive deficits, and show delta aberrations during psychosis(196,197). Cortical delta oscillations are mediated through layer V pyramidal cells. In vitro studies report pyramidal cells entering the after hyperpolarization period after synchronized with delta oscillations(198,199). Recent genome wide association studies included schizophrenia gene variants related to ion-channel and Ca2+ transporters and this may be correlated with abnormal delta oscillations(36,198,200). Importantly, dopaminergic terminals from VTA neurons innervate GABAergic interneurons and pyramidal cells in
Figure 37 Antipsychotic effect on cortical-midbrain synchrony.

Power relative to baseline (dB) (y axis) are reflecting the synchrony of each paired oscillation per region at each frequency (Hz, (x axis)), Dashed line is relative to baseline

Altogether, this can explain how 94A’s antipsychotic effects these regional synchronies and inhibited PCP’s behavioral effect and circuit disinhibition. In conclusion, 94A exhibited the key-locke theory and may be an ideal candidate as an antipsychotic drug as it reduced PCP’s increase in delta and gamma oscillations in
cortical, striatal, and midbrain regions (Figure 38).

![Diagram showing changes in Delta and Gamma oscillations under PCP and 94A+PCP conditions.]

Figure 38 94A exhibits the key-locke theory to PCP challenge.

Delta oscillations (1-4 Hz) abnormalities are correlated with positive symptoms e.g. psychosis and gamma oscillations (30-80 Hz) are correlated with cognitive symptoms observed in schizophrenia. After measuring power and cross power changes across cortical-striatal regions, we reported PCP decreased gamma power and delta cross power. 94A resulted in antipsychotic activity to PCP challenge by increasing delta cross power and gamma power.

5.7 Integrating dopaminergic dynamics into a PCP drug effect model

As the dopamine hypothesis is a core focus in schizophrenia research and antipsychotic drug targets, we wanted to investigate cortical dopaminergic dynamics. The first reason is due to 94A unique pharmacodynamic profile of acting like a D2R agonist in the prefrontal cortex. The second reason is to have a in vivo integration of
dopamine signaling directly correlated with neurophysiological changes captured by our dCSFA model. We completed fiber photometry experiments using a dopamine biosensor, GRAB.DA1, in the prefrontal cortex to pilot this experiment before integrating 94A.

To test whether PCP, when administered to drug-naïve mice, causes a DA increase in the prefrontal cortex, we recorded the fluorescence changes of an intensity-based genetically encoded DA sensor (GRAB DA1) in freely moving mice with fiber photometry. We delivered an adeno associated virus encoding dopamine biosensor (AAV9-CAG-GRABDA1) in the prelimbic cortex, followed by implantation of an optic fiber for recordings. GRABDA1 enables optical readout of changes in DA concentration by coupling the agonist binding-induced conformational changes in human DA receptors to changes in the fluorescence intensity of circularly permuted (cp) GFP derived from GCaMP6(203,204). Although the prefrontal cortex has low dopamine, the GRAB DA has successfully been used in low dopaminergic regions. The GRAB DA1 sensor has a higher affinity for dopamine than the previous dlight1.1 sensor, Kd 130 nM and 330 nM, respectively(204,205). To then test the effects of PCP on prelimbic dopamine levels, animals were habituated to being plugged in their home cage and systemically injected with either saline or PCP (4 mg/kg) on subsequent days. Contrary to many fiber photometry studies, we did not have a specific event or stimulus to time lock with fluorescence changes. We monitored fluorescence over a continuous 40 minute
recording session. While our previous experiments were 160 minutes total (30 minutes habituation, 10 minute inter trial interval between 94A and PCP injection, and 120 minute observation after PCP), we did not want to photo bleach the prelimbic cortex and limited the 40 minutes. We plotted the dF/F over 35 minutes, 5 minutes before PCP injection, to capture the peak effect of PCP. A representative trace from one animal is shown in Figure 39. We analyzed our results of 5 mice with a Wilcoxon rank sum test and reported p = 0.0625 (Figure 39D). Although our results were not significant, it is promising that we can integrate fiber photometry into future studies. We plan to increase our PCP dosage from 4 mg/kg to 10 mg/kg. 10 mg/kg has also been used without inducing aberrant seizure activity which is a concern with increasing dosage of other NMDAR antagonist drugs.
Figure 39 Measuring PCP effects on dopamine with a dopaminergic biosensor.

(A) Dopamine biosensor viral construct: AAV9-CAG-GRAB-DA1. (B) Histological verification of GRAB-DA1 in prelimbic cortex. (C) dF/F trace in one mouse, 30 minutes after PCP (4 mg/kg, i.p) (D) dF/F average trace 30 min after PCP (4 mg/kg, i.p.) (E) Quantification of D. PCP significantly increased dF/F compared to saline *p=0.0312, Wilcoxon rank sum test; n=5.

We recently designed a fibertrode- a multisite electrode that integrates an optic fiber to enable simultaneous neurophysiology and dopaminergic dynamics. We will further profile the antipsychotic effects of 94A by studying the network changes and dopaminergic dynamics in vivo. This will shed light on the beta-arrestin biased D2R cellular and neurophysiological mechanisms and uncover key pathophysiology contributing to schizophrenia deficits.
6. Conclusions

The experiments outlined in this document sought to investigate the cellular and neurophysiological mechanism that contribute to cognitive and negative deficits in schizophrenia. Previous work in our lab showed therapeutic potential for βarr2-mediated signaling downstream of the D2R in the prefrontal cortex and the striatum.

This work presented in this document significantly contributes to the fields of cellular biology, pharmacology, and neuroscience. First, we recapitulated the paradoxical dopaminergic signaling within the corticostriatal circuit using CRISPR/Cas9 as a gene editing tool. Now that we have validated our constructs against Drd2, this opens the possibility of creating many cell type specific genetically modified mice to further investigate regional differences or signaling cascades that may underlie schizophrenia abnormalities.

Next, we measured the behavioral effects of two different D2-like functionally selective ligands against challenge of psychotomimetic drugs – PCP and AMPH. Our work showed βarr2-D2R signaling generally produced more antipsychotic like effects in both the prefrontal cortex and striatum to inhibit PCP or AMPH effects, excluding loss of inhibition in cortex with AMPH challenge. Our work lays the foundation to follow up with the unique cortical βarr2-D4R activity exhibited by UCSF.

After, we validated the βarr2-biased DREADD for the first time in vivo. Using DREADDs to create synthetic pharmacology of 94A activity in the prefrontal cortex, we
showed βarr2- signaling is necessary to produce antipsychotic like activity. Stimulating GABAergic interneurons was sufficient to inhibit PCP’s response but the effect was completely lost in βarr2-KO mice. This also provides in vivo support that 94A acts as an agonist in the prefrontal cortex and increases excitability of GABAergic interneurons. These findings show 94A may have potential benefits to treating cognitive deficits in schizophrenia.

Finally, using machine learning and in vivo neurophysiology, we identified relevant neurological features that mediate antipsychotic effects. Our preclinical pharmacoEEG experiment identified several neural abnormalities observed in schizophrenia, namely disruptions to cortical gamma oscillations, delta oscillations, and altered synchrony within corticostriatal regions. Importantly, our dCSFA model identified the prelimbic region, the brain region we manipulated in chapter 4 with DREADDs and provide addition support that this region is heavily involved in regulating corticostriatal dynamics and should be considered for therapeutic targets for schizophrenia (Figure 40). Furthermore, the development of the fibertrode to simultaneously measure dopamine transients and neurophysiological circuit changes
can transform the way we understand drug effects and disease modeling in vivo.

Figure 40 Prelimbic cortex identified as an antipsychotic drug relevant brain region

Venn diagram shows our supervised machine learning tool dCSFA (pink) describing 94A’s effect on PCP induced network changes and the synthetic pharmacology using DREADDs (green) to excite cortical interneurons converge on antipsychotic activity in the prelimbic cortex is related to GABAergic interneuron function.
Appendix A : Methods and Materials

Animals

All mouse studies were conducted in accordance with the National Institutes of Health Guidelines for Animal Care and Use of Laboratory Animals and with approved animal protocols from the Duke University Animal Care and Use Committee. Adult male and female C57BL/6J and global βarrestin-2 KO, and their respective WT littermate mice were used in the reported studies. All mice were between 10-24 weeks old, weighing between 18-32 grams, and were age- and sex-matched for individual experiments. All mice were housed in a barrier facility, maintained on a 12:12 hour light: dark cycle in a temperature- and humidity-controlled room and fed a standard laboratory diet, with food and tap water provided ad libitum. All mice were group housed for all experiments (2-5 per cage), the exception being mice used in local (mPFC or dorsal striatum) drug infusion studies. These mice were singly housed and provided additional enrichment following cannula implantation.

Drugs and Chemicals

D-Amphetamine (AMPH), phencyclidine (PCP) HCl, haloperidol and UCSF924 were purchased from MilliporeSigma (Burlington, MA (Henry Schein, Raleigh, NC). UNC9994A (94A) and Compound 38 (Cpd38) were synthesized and provided as a gift from Dr. Jian Jin at Mt. Sinai School of Medicine (New York, NY). D4G180 and UCSF924
were provided by Dr. Brian Shoichet at the University of California – San Francisco (San Francisco, CA) DREADD agonist 21 (Cpd21), Compound 101 (Cpd101), A412997 and PD168,077 were purchased from Tocris Bioscience (Bristol, UK).

**Open Field Activity: Systemic (i.p.) Drug Effects**

Open field activity was measured using the Accuscan activity monitor (Omnitech Electronics, Inc., Columbus, OH), as previously described. Briefly, to evaluate drug challenges to stimulant induced hyperlocomotion, drug-naive male and female C57BL6 mice were acclimated to the activity monitors for 30 minutes prior to administration intraperitoneally (i.p.) of vehicle (saline or 5% DMSO, 10% cyclodextrin) or drug (UNC9994A, UCSF924, Cpd21). Mice were then returned to the activity monitors for 10 minutes prior to systemic administration of psychostimulant (AMPH, PCP). Animals were immediately returned to the open field, and locomotor activity was monitored over 120 minutes in 5-minute intervals.

**Cannulation: Local Drug Infusion**

To locally inject drugs, bilateral guide cannulas (Plastics One) were designed to target either the mPFC (AP: + 2.3, ML: ± 0.5, DV: -1.8) or dorsal striatum (AP: +1.1, ML: ± 1.5, DV: -3.0). Anesthesia was induced using 2% isoflurane and Cannulas were affixed to the skull using dental cement (C&B Metabond® Quick Adhesive Cement System, Parkell, NY) and mice were allowed a minimum recovery period of 1 week prior to experimentation. On the day of experimentation, mice were acclimated to the open field
for 30 minutes prior to local infusion of drug or vehicle using an automated injection system. Exactly 0.5 µl and 0.75 µl of drug or vehicle was delivered to each hemisphere in the mPFC and dorsal striatum respectively, at a rate of 0.4 µl/min. In experiments with the GRK2/3 blocker Cpd101, it was co-injected with UCSF924 or UNC9994A. After local injection, mice were placed in activity monitors for 10 minutes prior to systemic (i.p.) administration of psychostimulant (AMPH or PCP). Mice were immediately returned to the open field, and locomotor activity was monitored over 120 minutes in 5-minute intervals.

**A.1 Materials and methods for chapter 2**

**Adeno-Associated Virus (AAV) production**

Following complete sequencing, constructs were packaged into adeno-associated virus (AAV) pseudotype 10 and the XX680 helper plasmid using the triple-transfection technique, as previously described (Xiao, 1998). Titors of each AAV were determined to be between 1012 -1013 vg/ml using qPCR.

**AAV stereotaxic surgeries**

Stereotactic surgeries were performed as previously described. Briefly, mice were anesthetized under continuous 1-2% isoflurane and injected stereotactically in the mPFC (AP: +2.3, ML: ± 0.3, DV: -1.8) with 0.5 µl of AAV at a rate of 0.2 µl/min. The needle was held in place for an additional 3 minutes prior to its gentle extraction. Mice were allowed a recovery period of 2 weeks prior to experimentation.
FAP

The MarsCy1 sequence is from (70). The MarsCy1-FAP was cloned onto the N-terminus of the mus muluscus D2R previously tagged with eYFP on the C-terminus. The MarsCy1-FAP-tagged D2R was completed by standard cloning techniques and verified by sanger sequencing. Stable USO2 cells expressing the Drd2-Cas9 plasmid were generated as described in (65). U2O2 cells were incubated with 20 nM SCI1 for 5 minutes and then imaged. No washing was performed. Infrared plate imaging of a 12-well plate with FAP-tagged D2R pulsed with SCI1 and a primary HA-epitope antibody at 4 °C and then fixed. The SCI1 dye was synthesized as in (206) and was resuspended in ethanol with 5% acetic acid at 78 μM. Cells were incubated with 20 nM SCI1 for 5 minutes. The 680 nm setting on LI-COR Odyssey infrared Western blot imager was used to image cells. Focal offsets were adjusted accordingly to match the focal plane of the plate.

A.2 Materials and methods for chapter 3

See animals, drug preparation, cannulation, and open field assay in Appendix A.

A.3 Materials and methods for chapter 4

Plasmids DREADDs

The interneuron selective DLX-hM3D(Gq)-mCherry plasmid was engineered through modification of pAAV-CaMKIIa-hM3D(Gq)-mCherry (Addgene #50476; gift from Bryan Roth). The pcDNA3.1 plasmid encoding the β-arrestin biased rM3D DREADD was a kind gift from Jürgen Wess and used to engineer the pAAV-DLX-
rM3D(βarr)-mCherry plasmid. The hM3D-RlucII, rM3D(βarr)-RlucII, βarrestin2-Venus and GRK2-FLAG constructs. The constructs and cell lines used for the TGFα shedding assay were generously provided by Dr. Asuka Inoue (Tohoku University, Sendai, Japan). All plasmids used will be made available on Addgene.

**TGFα Shedding Assay**

Unless otherwise noted, all GPCRs and Gα proteins used in this study were from human origin and, to avoid artifacts, did not contain an epitope tag. GPCR sequences were cloned into mammalian expression vector pCAGGS (gift from J. Miyazaki, Osaka University) or pcDNA3.1 (Invitrogen). Gα protein sequences were cloned into pCAGGS. A plasmid encoding AP-TGFα was constructed by S.H. and described previously. Plasmids were purified using NucleoBond PC 20 kit or Xtra Midi Plus kit (Macherey-Nagel). All clones were verified by sequencing (ABI Prism 3700, Applied Biosystems).

TGFα shedding assays were performed as previously described (Pack et al., 2018). Alkaline phosphatase activity was measured using a ClarioStar plate reader equipped with a fluorescent reader. Excitation and emission were set at 360 nm (±10 nm) and 450 nm (±15 nm), respectively. Data were collected over the course of 5 minutes. Shedding activity was calculated by dividing the amount of phosphatase activity present in the conditioned media by the amount present on the cells plus the
conditioned media. These values were standardized to background shedding activity, defined as compound-induced shedding activity in non-NTR1 expressing HEK293T cells, and represented at mean standardized shedding ± SEM.

**Bioluminescence Resonance Energy Transfer (BRET) Assays**

BRET assays were performed as described. Day 1, HEK293T cells were seeded at 70% confluence in a 6-well plate and transfected via the calcium phosphate method using 200 ng/well of hM3Dq-RlucII, rM3D(Gq)-RlucII or rM3D(βarr)-RlucII and 2 μg of βarr2-mVenus. Day 2, cells were transfected with 500 ng GRK2-FLAG. Both days, media was changed 6 hours after transfection. The following day, cells were plated onto poly-D-lysine-coated, clear-bottom, white-walled 96-well plates using clear minimum Eagle's medium supplemented with 10 mM HEPES, 1× GlutaMax, 2% fetal bovine serum, and 1× Antibiotic-Antimycotic. On Day 4, the media was removed, and cells were incubated with 80 μl of Hank’s Balanced Salt Solution (HBSS) containing calcium and magnesium for 2-3 hours prior to treatment. 10x concentrations of DREADD agonist 21 (CPD21) were prepared in distilled water just prior to experimentation.

A white vinyl sticker was placed on the bottom of the plate and 10 μl of Cpd21 was added 10 minutes prior to reading. 10 μl of a 10x concentration of coelenterazine h (final concentration, ~4.7 μM) was added 5 minutes prior to reading to bring the total volume to 100 μl. Plates were read on a Berthold Mithras LB 940 plate reader (Bad Wildbad, Germany) set at 35°C. Readings were averaged per plate and the NET BRET
ratio was calculated by subtracting the stimulated CPD21 Venus/RlucII ratios from the unstimulated vehicle Venus/RlucII ratio. The NET BRET ratio presented is a combined average from 3 experiments. Data are presented as Mean NET BRET ratio ± SEM.

**Immunohistochemistry (IHC)**

Using a vibratome, formalin-fixed mouse brains were sectioned to obtain 50-micrometer thick sections for IHC analysis, as previously described(106). Sections were washed in TBS and treated with 10% normal goat serum (#31872, Invitrogen) and 0.3% Triton X-100 for 1 h. To confirm localization of DLX promoter driven DREADDs to interneurons, sections were incubated overnight at 4°C in mouse anti-GAD67 (1:500, MAB5406 clone 1G10.2, Millipore Sigma), goat anti-PV (1:500; PVG-213; Swant Inc.), and mouse anti- SST (1:500, H-11 sc-74556, Santa Cruz) were used. As a negative control, mouse anti-CAMKII (1:500, ab22609, Abcam) were used to label CamKIIa + neurons. The following day, sections were rinsed in TBS and incubated in goat anti-mouse IgG (H+L) Cross-Adsorbed Secondary Antibody, Alexa Fluor 568 (Invitrogen A-11004, 1:1000) for 1 hour at room temperature. Sections were then mounted on Superfrost Plus microscope slides (Thermo Fisher Scientific, catalog #12-550-15) and coverslipped. Images were taken using a Zeiss Axiozoom microscope.

**Analysis of DREADD Interneuron Expression**

Images from representative sections of the IHC are at least 3 per group; sections in the prefrontal cortex, striatum, and hippocampus were collected. We analyzed red
(DLX-hM3Dq-mCherry) and orange (interneuron antibody-Alexa Fluor 568) channels separately to minimize channel interference with labeling. To optimize evaluation of marker colocalization after cells were labeled, the red and orange channels were merged and artificially labeled purple and green, respectively. In every instance where a cell body contained markers for the mCherry DREADD construct, we evaluated whether GAD67 was also present. The number of double-labeled cells was compared with the total number of GAD67+ neurons to quantify the mCherry+ cortical interneurons expressing DREADDs.

**Curve fitting and statistical analysis**

Dose-response curves were fit using GraphPad Prism’s log (agonist) vs. response (three parameters) nonlinear fit function in order to calculate logEC50 and max efficacy values.

Statistical analysis was performed in Prism version 9.0 (GraphPad Software Inc., La Jolla, CA) as indicated in the text. Experiments testing the effect of a manipulation at each receptor were considered as one statistical unit. Two-way ANOVA were performed before Bonferroni’s corrected t-tests. Each BRET or TGF shedding assay was performed in duplicate with at least 3 independent replicates.

**A.4 Materials and methods for chapter 5**

Neurophysiological data acquisition
Neuronal activity was sampled at 30kHz using the Cerebus acquisition system (Blackrock Microsystems Inc., UT). Local field potentials (LFPs) were bandpass filtered at 0.5–250Hz and stored at 1000Hz. Neuronal data were referenced online against a wire within the same brain area that did not exhibit a SNR > 3:1. At the end of the recording, cells were sorted again using an offline sorting algorithm (Plexon Inc., TX) to confirm the quality of the recorded cells. Only cellular clusters well-isolated with respect to background noise, defined as a Mahanalobis distance greater than 3 compared to the null point, were used for our unit-Electome Factor correlation analysis. Clusters that exhibited more than 99.5% of their inter-spike-interval distribution above 2ms were defined as single units (53% of recorded neurons). Ultimately, we chose to use both single and multi-units for our analysis since our sole objective was to determine whether the Electome Factor Activity showed temporal dynamics that reflected cellular activity. Neurophysiological recordings were referenced to a ground wire connected to both ground screws.

Electrode implantation surgery

Mice were anesthetized with 1.5% isoflurane, placed in a stereotaxic device, and metal ground screws were secured above the cerebellum and anterior cranium. The recording bundles designed to target amygdala (AMY), NAc, VTA, PFC, and VHip were centered based on stereotaxic coordinates measured from bregma (AMY: −1.6mm AP, 2.75 mm ML, −3.9 mm DV from the dura; NAc: 1.6mm AP, 1.4mm ML, −3.5 mm DV
from the dura; PFC: 1.7mm AP, 0mm ML, 2.25mm DV from the dura; VTA: −3.3mm AP, 0.5 mm ML, −4.25 mm DV from the dura; (VHip: −3.7mm AP, 3.0mm ML, −3.5mm DV from the dura). We targeted PrL and IL using the PFC bundle by building a 0.5mm DV stagger into our electrode bundle. Histological analysis of implantation sites was performed at the conclusion of experiments to confirm recording sites used for neurophysiological analysis.

**Homecage recordings**

Mice were connected to a headstage (Blackrock Microsystems, UT, USA) without anesthesia, and placed in a new home cage. Recordings were initiated after a 30-min habituation period.

**LFP preprocessing to remove signal artifact**

We used a heuristic to remove recording segments with non-physiological signals. First, we estimated the envelope of the signal in each channel using the magnitude of the Hilbert transform. For any 1-second window where the envelope exceeds above a pre-selected low threshold, the entire segment is removed if the envelope exceeds a second, high threshold at any point within that window. The two thresholds were determined independently for each brain region. The high threshold was selected to be 5 times the median absolute deviation of the envelope value for that region. Five median absolute deviations was chosen as the high threshold because it is roughly equivalent to 3 standard deviations from the mean for normally distributed
data, but is robust to outliers in the data. The low threshold was empirically chosen to be 3.33% of the high threshold. If more than half the window was removed for a channel, we removed the rest of that window for that channel as well. In addition, any windows where the standard deviation of the channel is less than 0.01 were also removed.

**Determination of LFP oscillatory power and cross power**

LFPs were averaged across wires within region to yield a composite LFP measure. Signal processing was performed using Matlab (The MathWorks, Inc., Natick, MA). For LFP power, a sliding Fourier transform with Hamming window was applied to the averaged LFP signal using a 1 second window and a 1 second step. Frequencies were analyzed with a resolution of 1Hz. LFP cross-structural coherence was calculated from the pairs of averaged LFPs using magnitude-squared coherence where coherence is a function of the power spectral densities of A and B, and their cross-spectral densities.

Cross power volumes were calculated using Welch’s method with 1024 samples (about 1 second of LFP sampled at 1 kHz) and half overlap, using median averaging over periodograms. For regions comprising multiple channels, the average cross-power over all pairs of channels was taken as the cross power. The LFPs were windowed at 1 minute, resulting in a cross-power volume for each minute of recording.

We applied a Supervised Cross-Spectral Factor Analysis – Nonnegative Matrix Factorization (CSFA-NMF) model, which is fully described elsewhere (Talbot et al., 2020), to these calculated cross-power volumes. Briefly, this method performs logistic
regression to predict label (in our case, baseline recording vs. PCP recording) using the cross-power features. However, this logistic regression task is regularized with the task of reconstructing the features using a nonnegative weighting a small set of nonnegative factors. The logistic regression also passes through this low-dimensional weighting (factor score) bottleneck, thereby associating each class of the prediction task with a nonnegative factor or “network” used to reconstruct the cross-power volume. Therefore, the CSFA-NMF model makes “interpretable” predictions in that its label predictions are associated with the relative strength of different nonnegative cross-power volumes. One notable difference from the CSFA-NMF approach described by Talbot et al. (2020) is that the nonnegative factors in this work, in addition to being linear, are additionally constrained to be rank-1 volumes (tensor products of three vectors). This restricted hypothesis class can help generalization and respects the intrinsic 3-dimensional nature of the cross-power volumes.

**Discriminative Cross-Spectral Factor Analysis – Nonnegative Matrix Factorization**

To apply our Supervised Cross-Spectral Factor Analysis – Nonnegative Matrix Factorization (CSFA-NMF) model, which fully described elsewhere (Talbot et al., 2020), we consider each window of data to be an independent stationary measurement. This implies that the relevant dynamics happens at the scale of windows, so the extracted electome scores are all that is needed for later analysis. In this work, we choose a 1 second window because this balanced fine-grained behavior with enough length of
signal to estimate the relevant LFP features. Prior work has shown relative robustness to windows between 0.5s to 5s in similar methods (Ulrich et al., 2015), so we expect similar results for similar window lengths; however, 5s here would not be able to capture the short-term scale of behavior necessary for this analysis.

For each window of data, we have the generated features, consisting of spectral power features, coherence features, and exponential granger features, totaling distinct features per window. Using the subscript to denote window and state that there are total windows. We describe the preprocessed data as (the -dimensional non-negative domain) and the observed behavioral label as , where the binary indicates a social or non-social behavioral label. To briefly described this model, we set up an objective function to learn the different electome factors, the electome factor scores are given by the multi-output function , and the relationship between the electome factor scores and the behavioral labels is given by . This equation has a mean squared error loss on the behavior labels. In practice for binary behavioral labels, we instead use a binary cross-entropy loss. The relative importance of reconstructing the observed data and the importance of the predictive task were balanced by choosing the hyperparameter. This represents a novel method to fit an NMF model using supervised autoencoders and requires the user to choose a parametrization for . In our method, this is simply set to an affine function following by a non-linearity, , where the parameters of the function are and the softplus means an element-wise operation of the operation , which maps a real number to the
non-negative space. This function can vary in complexity to allow greater model complexity, but we found that this function was sufficient in practice. Because this objective function follows a supervised autoencoder structure, a common deep learning structure, we can implement this technique in Tensorflow (Abadi et al., 2016) using the ADAM algorithm for learning (Diederik and Ba, 2014).

A benefit of using this structure for learning is that performing statistical inference from new data is fast and straightforward. In factor models, one typically has to set up an optimization algorithm to find the maximum a posteriori estimate. However, in our supervised CSFA-NMF framework, we can calculate the electome scores on new data simply by calling the function, allowing easy portability and facilitating future real time applications.

**Fiber Photometry**

Wildtype mice were chronically implanted with an optic fiber (MFC_400/430–0.48_4mm_ZF2.5(G)_FLT, Doric Lenses) above prelimbic cortex and control LED light (405 nm, M405FP1, Thorlabs) was passed through excitation filters and focused onto a patch cord (MFP_400/430/1100–0.48_4 m_FC-ZF2.5, Doric Lenses). The fiber patch cord was connected to the chronically implanted fiber, and emission light (500–550 nm) was collected through the same fiber and passed onto a photoreceiver (Newport 2151, Doric Lenses). Excitation light was sinusoidally modulated at 211 and 531 Hz (470 nm and 405 nm light, respectively) and collected raw signal was demodulated by a real-time signal
processor (RZ5P, Tucker Davis Systems) to determine contributions from 470 nm and 405 nm excitation sources (see Lerner et al., 2015). For recordings of cortical dopamine dynamics using AAV9-CAG-GRABDA1, after habituation to handling, animals were injected intraperitoneally while freely moving in their homecage. In order to assess the effects of phencyclidine (4 mg/kg), intraperitoneal injections were performed within subject with a 1 week wash out. To account for fluorescence bleaching effect, the light was turned on 10 minutes prior to recording. During each day, fluorescence was recorded for at least 40 continuous minutes- 5 minute baseline period before injection, and a 35-minute period after injection to capture the peak effect of PCP.

All data analyses were performed offline in Matlab (custom script https://github.com/tjd2002/tjdshared-code, Davidson, 2016). To calculate dF/F, a linear fit was applied to the 405 nm signal during the baseline period to align it to the 470 nm signal, producing a fitted 405 nm signal that was used as F0 to normalize the 470 nm using standard dF/F normalization: (470 nm signal - fitted 405 nm signal)/fitted 405 nm signal. dLight experiments, the average signal in the five minutes preceding IP injection was compared to the average signal between thirty minutes after IP injection.

Mice were euthanized and brains fixed in paraformaldehyde to prepare histological slices for verification of virus expression and optic fiber placement.
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