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Abstract

Tremendous effort has been put into study of the etiology of complex diseases including the breast cancer, type 2 diabetes, cardiovascular diseases, and prostate cancers. Despite large numbers of reported disease-associated loci, few associated loci have been replicated, and some true associations does not belong to the group of the most significant loci reported to be associated. We built a Bayesian hierarchical model incorporated with SNP-level functional data that can help identify associated SNPs in pathway-wide association studies. We applied the model to an association study for the serous invasive ovarian cancer based on the DNA repair and apoptosis pathways. We found that using our model, blocks of SNPs located in regions enriched for missense SNPs or gene inversions were more likely to be identified as candidates of the association.
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Introduction

In the past few decades, mapping genes to phenotypes has received tremendous attention because it helps people understand the function of genes and uncover the mechanisms of life, as well as provide clues for the development of new treatments and therapies when phenotypes of interest are diseases. Great success has been achieved in mapping thousands of genetic loci to simple monogenic Mendelian disorders [1], including Huntington’s disease [2]. Until recently, the Online Mendelian Inheritance in Man (OMIM), an updated online catalog of human genes and diseases [3], had recorded over 2200 disease related genes [4].

Complex traits are phenotypes that appear not to follow the simple dominant-recessive models of Mendelian inheritance, where inheritance can be explained by a single gene [5]. They have the property that a common genotype leads to different phenotypes or different genotypes but result in the same phenotype [5]. The susceptibility to complex diseases is one type of complex traits. Different from studies for Mendelian diseases, the primary obstacle in studying such disease susceptibility comes from the difficulty in linking a genetic marker to the disease trait, due to the incomplete penetrance of the disease-causing allele (the proportion of affected individuals among people carrying the genotype), genetic heterogeneity (mutations at different genes can cause the disease independently), or polygenic inheritance (multiple alleles at different genes must be present together to cause the disease) [5]. To address these problems, linkage analysis has been conducted on larger samples [6], large
family pedigrees [7], and more densely placed genetic markers [8] [9] [10] [11] [12]. However, linkage analysis has generated inconsistent results for some diseases [13], and it is less powerful than an association study for detecting loci with modest effects [14]. Instead of tracing disease transmissions in family pedigrees, association studies look for over-represented patterns of genetic markers in patients compared to controls. In 1996, the Genome Wide Association Study (GWAS) was suggested by Risch [14], Lander [5] and Collins [15]. The goal of the study is to conduct a whole-genome association scan to look for genetic variants that are associated to the disease susceptibility. Broadly speaking, there are two inferential paradigms used GWAS: the Frequentist approach and the Bayesian approach.

The most common Frequentist approach is to test the null hypothesis of no association ($H_0$) against the alternative hypothesis of association ($H_1$) one at a time for each SNP. If a test statistic (a value calculated based on the data and hypotheses) is significant (the test statistics is an extreme value under $H_0$), one may conclude that $H_0$ is not supported by the data and it is rejected. Frequentist approaches include Pearson’s $\chi^2$ test, Fisher’s exact test, the Armitage trend test, and the score test. These methods have been successful in identifying associations between susceptibility loci and complex disease, such as type 2 diabetes [16] [17], inflammatory bowel disease [18], Crohn disease [19], breast cancer [20] [21], prostate cancer [22]. In Frequentist method, “p-value” is the commonly reported test statistic. A p-value smaller than $5 \times 10^{-8}$ will be considered as significantly associated. However, the p-value does not provide any information on how likely $H_1$ is correct. It is possible that given a significant p-value, the $H_1$ is not supported by the data either.

The Bayesian approach is an alternative method that compares $H_1$ and $H_0$ by reporting a ”Bayes Factor”, a ratio of the probability of observing the data under $H_1$ and $H_0$. A landmark GWAS study conducted by the Wellcome Trust Case Control Consortium reported both p-values and the log Bayes Factor in summarizing the
evidence of association for individual SNPs [23]. When provided with priors on $H_0$ and $H_1$, the posterior odds of $H_1$ and $H_0$ conditional on the data can be calculated. When a SNP is more likely to be associated given the data, it will have a larger posterior odds. Several Bayesian methods have been developed for association studies including SNPTEST [24] and BIMBAM [25].

It has been the case that results from most association studies, from both Frequentist and Bayesian approaches, are not replicable, and sometimes true associations are not those with highest significance [4]. Therefore, we decided to develop a Bayesian hierarchical model that can incorporate biology-relevant knowledge into the process of determining SNP associations. We hope that by adding the biology information as “priors” into association studies, we will be able to identify association candidates which may be missed if without the annotation data. Our effort will be an exploration in the possibility of constructing such model and extracting useful information from the SNP functional annotation data for association studies. The model will also be a complementary to the current widely used methods in GWASs.

In Chapter 1, we describes how we conducted a case-control analysis on the SNP data downloaded from Johnson’s database [26] to identify which functional variables are more critical in suggesting SNP associations. The procedure for the data collection, the study design, and analysis and results will be presented. In Chapter 2, we develop and implement a Bayesian hierarchical model incorporating SNP-level functional annotation data for applications in pathway-wide association studies. In Chapter 3, we apply the model to a pathway based association study on the data set from a Phase I GWAS of ovarian cancer with a total of 3994 subjects. The conclusion is given in Chapter 4.
1 Analysis of a Public Database

1.1 Introduction

Johnson et al. (2009) created an open access database of SNPs showing significant associations in 118 GWAS studies published through March 1, 2008 [26]. A total of 56411 SNPs have been recorded in Johnson’s database, and 68% of them are within 60 kb of RefSeq genes. The database also documents the study information, such as the genotyping platforms, size of studies, and so on. SNPs are updated with their reference ID, chromosomal locations, associated phenotypes, p-values from the study, etc. It will be interesting to know whether the SNPs in Johnson’s database share any common attributes. Hindorff et al. (2009) addressed the question in his own collection of GWAS results. He conducted a functional and evolutionary study on 465 unique SNPs with p-value less than $5 \times 10^{-8}$. These SNPs were extracted from 151 GWAS studies that assayed at least 100,000 SNPs in initial scans. Hindorff et al. (2009) found that LD blocks containing these SNPs are enriched in nonsynonymous sites and promoters, and less frequently in intergenic regions and microRNA target sites [27].
Since Hindorff’s conclusion was not readily incorporable into our hierarchical model, we conducted our own analysis on the SNPs in Johnson’s database. In this chapter, we selected a subset of SNPs from Johnson’s database, and studied what functional variables may have the ability to suggest the association of these SNPs to phenotypes. We were interested in variables with SNP functional implications. We constructed a matched case-control data set, and conducted comparative analysis using both unconditional and conditional logistic regressions. We also ran a Bayesian model selection to identify the single model with the best predictive ability. Johnson’s database was downloaded in May, 2009.

1.2 Data Collection

1.2.1 Construction of Case Blocks and Control Blocks

We have constructed a case-control study in which SNPs in Johnson’s database meeting our definition of genome-wide significance define the “cases”. Among 56411 SNPs in the database, 3061 of them were genotyped using the Illumina Hap 550 chip, and 44180 were genotyped using the Affymetrix 500K chip; the remaining ones were genotyped by custom or other platforms. To avoid the possibility of confounding due to chip design, we decided to focus on the studies using the Affymetrix 500K chip. We defined the “cases” as those SNPs with a p-value less than or equal to \(5 \times 10^{-8}\) in a first stage scan, or 0.05 in a replication study. 1557 out of 44180 SNPs were classified as cases. We chose our control SNPs from the SNPs on the Affymetrix 500K chip that did not appear in Johnson’s database. Because of LD, an associated SNP can either be a disease-causing SNP or in strong LD with a causal variant. Therefore, we also included SNPs that were in strong LD \((r^2 \geq 0.8)\) with the “case” and “control” SNPs. To summarize these SNPs, we introduced terms “block” and “LD partners”. A block refers to a case or control SNP and its LD partners. If two case blocks overlapped, we merged them into a single case block. Same procedure
has been applied to control blocks. Control blocks were further chosen so as not to overlap with the case blocks.

Blocks vary in chromosomes, the number of array SNPs, and size. These three factors may become confounders in block associations. Thus, in the subsequent analysis, we matched each case block with a control block based on number of case/control SNPs and LD partners. We had constructed a total of 466 case blocks and 466 control blocks with 12365 SNPs and 12143 SNPs, respectively.

1.2.2 Functional Annotation Data for SNPs

Empirical data and context based predictions of SNP function may indicate how likely a SNP is disease-causing. We refer to SNP-level data on such properties as functional annotation data, and each type of functional data as a functional variable. In general, we focus on three types of functional variables, including: 1) variables applied to SNPs in protein-coding regions; 2) variables applied to SNPs in cis-acting regulatory regions; and 3) variables that are generally applicable to all types of SNPs, especially to SNPs of unknown functions.

Functional Variables Used in the Analysis

Some functional variables apply only to SNPs in particular contexts. In order to match SNPs with functional variables, we classified SNPs based on eight “func” categories adopted from dbSNP130 [28]. Table 1.1 lists eight types of SNPs and their dbSNP130 definitions. Functional variables are grouped by the type of SNPs they can be applied to in Table 1.2. As shown in the last two columns in Table 1.2, the number of case SNPs and control SNPs is unbalanced among different func types. The majority of the SNPs are located in introns or have no known function, while a few SNPs are positioned in the 5 prime untranslated region of known genes. To balance the data, we kept the most interesting func categories unchanged (missense
and coding-synonymous SNPs), aggregated small categories of SNPs in potential regulatory regions into the “nonCoding” group, and divided the unknown SNPs into sub-groups based on their relative proximity to nearby genes. Here the nonCoding SNPs include SNPs in untranslated regions (untranslated-5 and untranslated-3), gene flanking regions (near-gene-3 and near-gene-5), and introns. Table 1.3 shows seven new func categories and their definitions, and Table 1.4 lists these new categories with the functional variables that can be applied to them. In following analysis, we used the new func categories, and the functional variables as shown in Table 1.3 and 1.4.

<table>
<thead>
<tr>
<th>func Categories</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>missense</td>
<td>Change of amino acid with respect to reference assembly.</td>
</tr>
<tr>
<td>coding-synonymous</td>
<td>No change of amino acid with respect to reference assembly.</td>
</tr>
<tr>
<td>untranslated-3</td>
<td>In 3 prime end of the transcript, but not coding.</td>
</tr>
<tr>
<td>untranslated-5</td>
<td>In 5 prime end of the transcript, but not coding.</td>
</tr>
<tr>
<td>intron</td>
<td>In intron, excluding splicing sites.</td>
</tr>
<tr>
<td>near-gene-3</td>
<td>2kb downstream of a gene.</td>
</tr>
<tr>
<td>near-gene-5</td>
<td>2kb upstream of a gene.</td>
</tr>
<tr>
<td>unknown</td>
<td>No known dbSNP functional classification.</td>
</tr>
</tbody>
</table>

Table 1.1: The func categories of SNPs and their definitions from the NCBI dbSNP database, build 130.

Descriptions on Functional Variables

For coding SNPs, the “Polyphen” variable is uniquely applicable to missense SNPs. This variable is an indicator variable summarizing the PolyPhen score [29]. If a missense SNP is predicted to result in a deleterious change in the protein structure or function (eg. an amino acid change at a protein catalytic site may lead to protein malfunctioning), then the Polyphen value of the SNP will be “damaging”.

For nonCoding SNPs, applicable variables include “oRegAnno”, “RegPotential”, and “TFBS”. We constructed the variable oRegAnno based on experimentally iden-
<table>
<thead>
<tr>
<th>func Type SNPs</th>
<th>Applicable Functional Variables</th>
<th>Case SNPs</th>
<th>Control SNPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>missense</td>
<td>Polyphen</td>
<td>152</td>
<td>63</td>
</tr>
<tr>
<td>coding-synonymous</td>
<td>–</td>
<td>135</td>
<td>67</td>
</tr>
<tr>
<td>untranslated-3</td>
<td>oRegAnno, RegPotential, TFBS, RNA.Sanger</td>
<td>235</td>
<td>120</td>
</tr>
<tr>
<td>untranslated-5</td>
<td>oRegAnno, RegPotential, TFBS</td>
<td>46</td>
<td>10</td>
</tr>
<tr>
<td>intron</td>
<td>oRegAnno, RegPotential, TFBS</td>
<td>4260</td>
<td>4901</td>
</tr>
<tr>
<td>near-gene-3</td>
<td>oRegAnno, RegPotential, TFBS</td>
<td>189</td>
<td>81</td>
</tr>
<tr>
<td>near-gene-5</td>
<td>oRegAnno, RegPotential, TFBS</td>
<td>201</td>
<td>91</td>
</tr>
<tr>
<td>unknown</td>
<td>dis_cat</td>
<td>6878</td>
<td>6735</td>
</tr>
</tbody>
</table>

Applicable to all SNPs: laminB1, dgv_cnv, dgv_indel, dgv_inv_invBP, RP.na.

Table 1.2: Functional variables that can be applied to each func category of SNPs are listed in column 2. The number of case SNPs and control SNPs in each category are listed in the last two columns.

<table>
<thead>
<tr>
<th>New func Categories</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>more50kb</td>
<td>unknown SNP, dis_cat=more50kb</td>
</tr>
<tr>
<td>10-50kb</td>
<td>unknown SNP, dis_cat=10-50kb</td>
</tr>
<tr>
<td>less10kb</td>
<td>unknown SNP, dis_cat=less10kb</td>
</tr>
<tr>
<td>InRefGene</td>
<td>unknown SNP, dis_cat=InRefGene</td>
</tr>
<tr>
<td>coding-syn</td>
<td>no change of amino acid with respect to reference assembly</td>
</tr>
<tr>
<td>missense</td>
<td>change of amino acid with respect to reference assembly</td>
</tr>
<tr>
<td>nonCoding</td>
<td>SNPs located at intron, UTRs, near gene regions</td>
</tr>
</tbody>
</table>

Table 1.3: New func categories are generated by collapsing or redefining dbSNP func categories. The definition of each new category is listed in the right column.
### Table 1.4: Functional variables applied to SNPs in each new func category are listed in the right column.

<table>
<thead>
<tr>
<th>New func Type SNPs</th>
<th>Applicable Functional Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>more50kb</td>
<td>–</td>
</tr>
<tr>
<td>10-50kb</td>
<td>–</td>
</tr>
<tr>
<td>less10kb</td>
<td>–</td>
</tr>
<tr>
<td>InRefGene</td>
<td>–</td>
</tr>
<tr>
<td>coding-syn</td>
<td>–</td>
</tr>
<tr>
<td>missense</td>
<td>Polyphen</td>
</tr>
<tr>
<td>nonCoding</td>
<td>oRegAnno, RegPotential, TFBS, RNA.Sanger</td>
</tr>
</tbody>
</table>

**Applicable to all SNPs:** laminB1, dgv.cnv, dgv.indel, dgv_inv_invBP, RP.na.

0 indicates that the alignment patterns of the target sequence resembles a pattern typical for neutral DNAs, and a score larger than 0.1 indicates a very remarkable resemblance to the pattern of regulatory elements. Because RegPotential scores are generally much larger in coding regions of the genome, we applied this score only to nonCoding SNPs. TFBS indicates whether a SNP is located in a transcription factor binding site. These binding sites are found by a method developed by Xu and Taylor (submitted). For SNPs in 3’ untranslated regions, we also checked whether they were located in a microRNA target site. The “RNA.Sanger” variable is generated by SNPinfo based on the miRBase database [34].

In the case of SNPs of unknown func type, we characterized them with the variable “disCat” to measure the relative distance of these SNPs from their closet reference genes based on SNPinfo data. The relative distance has four levels: in the reference gene, within 10kb flanking regions of a gene, in 50kb flanking regions but further away than 10kb, and outside the 50kb flanking regions. Based on these four levels, unknown SNPs are divided into four groups, as shown in the first four rows in Table 1.3.
The functional variables “laminB1”, “dgv_cnv”, “dgv_indel”, and “dgv_inv_invBP” are not gene-centric, and they may cover relatively large chromosomal segments. Therefore, these variables can be applied to all eight types of SNPs. laminB1 indicates whether a SNP is located in a laminB1-associated domain (LAD) in lung cell fibroblasts. LADs tend to have lower gene expression levels and represent repressed segments in the genome [35]. dgv_cnv, dgv_indel, and dgv_inv_invBP indicate whether a SNP is located in a copy number variant, a region of insertion or deletion, or in a region with gene inversion or inversion break points, respectively. Data on these genomic structure variants is retrieved from the Database of Genomic Variants [36].

Download of Functional Annotation Data

Many SNP annotation databases are available nowadays [37] [38] [39]. We have chosen the databases which are updated and allow bulk downloads of data. The UCSC Genome Browser [40] and SNPinfo database [41] are updated regularly and have aggregated the most widely used functional annotations in the field from multiple external resources. All functional variables retrieved were under “NCBI/hg18” coordinates in the human reference genome assembly [42] [43]. Annotation data was last downloaded from UCSC Genome Browser and SNPinfo in July, 2009.

1.3 Study Design and the Model

In what follows, we describe a model for the relationship between functional variables and association status using a data set housing the results from past association studies. Since the association status will be described as a binary variable, the analysis will adopt the framework of a case-control study. In this analysis, cases and controls are blocks of SNPs, including genotyped SNPs and their LD partners. The association status of individual blocks are termed $Y = \{Y_b\}$, where $b = 1, \ldots, n$ and
n is the total number of blocks. \( Y_b = 1 \) indicates that block b is associated, while \( Y_b = 0 \) indicates that block b is unassociated. \( W \) is the design matrix with the first column equal to 1 and the remaining being the functional variables; \( W \) is an \( n \times p \) matrix, where \( p-1 \) is the number of functional variables. Row \( b \) in \( W \), \( W_{b} \), refers to the intercept and functional data for block \( b \). \( \omega \), a \( p \times 1 \) vector, is the vector of the coefficient for the design matrix \( W \) with its first element \( \omega_1 \) being the intercept.

We made the following assumptions: 1) the \( Y_b \) are conditionally independent of each other, given \( W \) and the parameter \( \omega \); 2) the probability of block \( b \) being associated to its case-control status depends on the biological function of the SNPs within the block; that is, \( P(Y_b = 1) \) should be a function of \( W_b \). Because \( Y_b \) is a binary variable, we model the relationship between \( Y_b \) and \( W_b \) using logistic regression.

We first fit the data using an unconditional logistic regression. The likelihood function is

\[
\mathcal{L}(Y|W, \omega) = \prod_{b=1}^{n} P(Y_b|W_b, \omega)
\]

\[
= \prod_{b=1}^{n} \left[ \frac{\exp(W_b \times \omega)}{1 + \exp(W_b \times \omega)} \right]^{Y_b=1} \left[ \frac{1}{1 + \exp(W_b \times \omega)} \right]^{Y_b=0},
\]

where the prior distribution for the intercept is

\( \omega_1 \sim \text{Normal}(0, 1) \),

the priors for the seven new functional variables (listed in Table 1.3) are

\( \omega_i \sim \text{Normal}(0, 2), i = 2, ..., 8 \),

and the priors for the remaining functional variables are specified as

\( \omega_i \sim \text{Normal}(0, 1), i = 9, ..., 17 \).

Here we assumed that the majority of the variables have little or no effects in predicting block associations, so we assigned them Normal priors centered at zero. However,
we think the seven new func variables may have a greater ability to determine the block associations, so we specified relatively defused priors for these variables. When the block level functional variables are standardized, the meaning of $\omega$ can be explained as: 1) $\exp(\omega_1)$ is the expected odds of a SNP being associated when the function variables are not taken into account; 2) $\exp(\omega_i)$ is the fold of change in the odds of association when the function variable $i$ increases 1 unit on the standard deviation scale.

We also applied the conditional logistic regression on the data. Since we only have one-to-one matched case and control pairs, the likelihood function for the conditional logistic regression is

$$
\prod_{b \in S} \frac{1}{1 + \exp \left( \sum_i \omega_i(W_{b*}[i] - W_b[i]) \right)},
$$

where $S$ is the set of indexes for the case blocks, and $W_{b*}$ is the predictor variables of the matched control block for case block $b$. The conditional logistic regression is available as a function called `clogit` in the R package named `survival` [44].

1.4 Analysis and Results

1.4.1 Unconditional Versus Conditional Logistic Regression

If unmatched analysis is applied to a matched data set, we can get more conservative estimates of the relative risk [45] [46]. Table 1.5 presents the estimates and standard errors from Frequentist unconditional and conditional logistic regression analyses. Comparing the results from the two methods, we observe that the majority of the estimates from the unconditional analysis are biased towards zero, which indicates smaller odds ratio effects. Coefficients in bold are exceptions: the less10kb and dgv variables. These variables are overestimated in the unconditional analysis. Agreements are found between the results: variables dgv_inv_invBP, nonCoding, and more50kb are associated with an increased odds of association; variables RP.na
and laminB1 tend to decrease such odds; variables InRefGene and oRegAnno show ambiguities in their contributions to the odds.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Unconditional glm</th>
<th>Conditional glm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>S.E.</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.064</td>
<td>0.072</td>
</tr>
<tr>
<td>more50kb</td>
<td>0.47</td>
<td>0.186</td>
</tr>
<tr>
<td>0-50kb</td>
<td>0.15</td>
<td>0.2</td>
</tr>
<tr>
<td>less10kb</td>
<td>-0.216</td>
<td>0.145</td>
</tr>
<tr>
<td>InRefGene</td>
<td>-0.021</td>
<td>0.1</td>
</tr>
<tr>
<td>nonCoding</td>
<td>0.514</td>
<td>0.277</td>
</tr>
<tr>
<td>coding_syn</td>
<td>0.157</td>
<td>0.091</td>
</tr>
<tr>
<td>missense:benign</td>
<td>0.119</td>
<td>0.093</td>
</tr>
<tr>
<td>missense:damaging</td>
<td>0.056</td>
<td>0.083</td>
</tr>
<tr>
<td>oRegAnno</td>
<td>-0.108</td>
<td>0.082</td>
</tr>
<tr>
<td>TFBS</td>
<td>-0.24</td>
<td>0.119</td>
</tr>
<tr>
<td>RNA.Sanger</td>
<td>-0.107</td>
<td>0.079</td>
</tr>
<tr>
<td>RegPotential</td>
<td>-0.188</td>
<td>0.156</td>
</tr>
<tr>
<td>RP.na</td>
<td>-0.69</td>
<td>0.284</td>
</tr>
<tr>
<td>laminB1</td>
<td>-0.285</td>
<td>0.273</td>
</tr>
<tr>
<td>dgv_indel</td>
<td>0.31</td>
<td>0.104</td>
</tr>
<tr>
<td>dgv_inv_invBP</td>
<td>0.893</td>
<td>0.285</td>
</tr>
<tr>
<td>dgv_cnv</td>
<td>0.197</td>
<td>0.232</td>
</tr>
</tbody>
</table>

Table 1.5: Mean and standard errors (S.E.) from the analysis on the matched data set using unconditional and conditional logistic regressions. Variables with larger mean from the unconditional logistic regression are emphasized in bold.

1.4.2 Bayesian Model Selection

In this section, we investigate the predictive utility of 17 functional variables within the framework of Bayesian model averaging. We estimate the posterior probability for each model defined by a unique subset of all functional variables, and then select the model whose predictions are closest to the Bayesian Model Averaging (BMA) [47] [48] predictions.
Posterior Probability of the Model Given Data

The posterior probability of a model is given by

$$ P(M|Y, W) = \frac{P(Y|M, W, P(M))}{\sum_M P(Y|M, W, P(M))}. $$

(1.6)

In order to calculate the posterior probability, $P(M|Y, W)$, we need to know the priors on the model, $P(M)$, and the marginal likelihoods of the data given the model, $P(Y|M, W)$. There was no prior preference on the models, so a uniform prior was used on all the models and $P(M) = \frac{1}{217-1}$. The marginal likelihood is calculated as an integral

$$ P(Y|M, W) = \int P(Y|M, W, \omega) P(\omega) d\omega. $$

(1.7)

Because the product of the likelihood function, $P(Y|M, W, \omega)$, and the prior on parameter, $P(\omega)$, cannot be integrated with respect to $\omega$ in the closed form, the value of $P(Y|M, W)$ cannot be directly calculated. A Laplace approximation is often used to approximate such integrals [49]. It involves two steps: 1) find the maximum of the integrand; 2) use a second-order Taylor expansion to approximate the logarithm of the integrand [49].

Models are compared based on their posterior probabilities. Using the function `image.bma` in package BAS [50], the top 1024 models are plotted in Figure 1.1 according to their posterior probabilities and ranks. Given the posterior probabilities, several models surpass the rest, and the majority of the models have posterior probabilities around zero. The top model, with a posterior probability of 0.125, is more than 125 times more likely than any models ranked below the top 117, whose individual posterior probabilities drop below 0.001. In addition, the data does not favor models consisting of large numbers of functional variables. The top ranked model only includes three variables: less10kb, dgv_inv_invBP, and dgv_indel. The top 10
models generally have three to six functional variables. Variables dgv_inv_invBP, dgv_indel, missense, Polyphen, and RP.na have the largest posterior inclusion probabilities. This finding indicates that these variables are more important than the rest in predicting the association status of blocks.

Select the Best Model

We take into account both the model uncertainty and the predictive ability to look for a model that is closest to the true model. BMA has better performance in its predictions compared to the single models [47]. BMA generates a sum of predictions which are weighted by the posterior probability of all averaged models that make the prediction. With this in mind, we decided to find out which model makes predictions closest to the BMA predictions, and take this model as our best model. The procedure used to select the best model is divided into four parts in Figure 1.2. First, samples of the coefficients are drawn from their posterior distributions for each model, and the predictions of a model are calculated by taking an average over its samples. The posterior distributions over the parameters, \( \omega \), are approximated by normal distributions with means and the variance-covariance matrix calculated in the model selection. By conducting multiple sampling, we are hoping to reduce the effect of sampling variability in the analysis. Second, BMA predictions are calculated with the models’ posterior probabilities and their averaged predictions. Third, we use the Mean Square Error (MSE) between the BMA predictions and the model predictions to evaluate how closely each model approximates the BMA predictions. The best model is identified as the one with the minimum MSE to BMA predictions. To establish convergence, we ran seven analyses with different numbers of sampled coefficients. The sample sizes we tried included 100, 200, 400, 1000, 2000, 4000, and 6000. The best model we identified contains four variables: less10kb, missense, dgv_inv_invBP, and dgv_indel.
1.4.3 WinBUGS Predictions for the Best Model

The best model was implemented with WinBUGS to estimate the posterior distribution for the coefficients. The analysis used four variables: \( \text{less10kb}, \text{missense}, \text{dgv\_inv\_invBP}, \) and \( \text{dgv\_indel} \). As above, the model was the one used in the conditional logistic regression, where the likelihood function is given in (1.5). We assign a hierarchial normal prior on \( \text{less10kb} \) and \( \text{missense} \) variables, and allow for flexibility without constraining the prior mean at a given value. Variables \( \text{dgv\_inv\_invBP} \) and \( \text{dgv\_indel} \) are assigned normal priors centering at 0. In particular, the priors are:

\[
\mu_1, \mu_2 \sim \text{Normal}(0, 1),
\]
\[
\omega_1 \sim \text{Normal}(\mu_1, 1),
\]
\[
\omega_2 \sim \text{Normal}(\mu_2, 1),
\]
\[
\omega_3, \omega_4 \sim \text{Normal}(0, 1).
\]

Here \( \omega_1 \) and \( \omega_2 \) are the coefficients for \( \text{less10kb} \) and \( \text{missense} \), and \( \omega_3 \) and \( \omega_4 \) are the coefficients for \( \text{dgv\_inv\_invBP} \) and \( \text{dgv\_indel} \).

The WinBUGS chain consists of 100,000 burnin and 300,000 after burnin iterations with a thinning equal to 10. The chain passed the convergence tests, and the posterior summaries are listed as the last three columns in Table 1.6. Except for \( \text{less10kb} \), the other three variables have positive posterior means. This may imply that when a block has missense SNPs or has SNPs located in regions of insertions, deletions, and gene inversions, the block will have a higher chance of being associated. The negative coefficient for the variable \( \text{less10kb} \) is counter-intuitive and may be due to how it is defined. \( \text{less10kb} \) SNPs are located within 10kb of genes but outside 2kb. Therefore, when a block has \( \text{less10kb} \) SNPs, the block tends to be located outside the 2kb flanking region of genes, and the block may have less chance to have function implications and less likely to be associated.
Table 1.6: Results of fitting the best model to the data using the Laplace approximation and the Markov Chain Monte Carlo method.

<table>
<thead>
<tr>
<th>Variables</th>
<th>From Laplace Approximation</th>
<th>From MCMC Updates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>HPD 2.5%</td>
</tr>
<tr>
<td>less10kb</td>
<td>-0.046</td>
<td>-0.071</td>
</tr>
<tr>
<td>missense</td>
<td>0.2316</td>
<td>0.012</td>
</tr>
<tr>
<td>dgv_indel</td>
<td>0.241</td>
<td>0.058</td>
</tr>
<tr>
<td>dgv_inv_invBP</td>
<td>0.217</td>
<td>0.101</td>
</tr>
</tbody>
</table>
Figure 1.1: The plot of the top 1024 models ranked by their posterior probabilities. Each row specifies a variable, and each column represents a model. From the right to the left, models decrease in their posterior probabilities and ranks. The width of each column is proportional to its posterior probabilities. An intersection colored in red indicates that the variable is included in the model; otherwise, it is colored in black. Variable inclusion probabilities are listed below variable names. Note that variable \textit{dgv\_inv\_invBP} is abbreviated as “dgv\_inv*” in the plot.
Figure 1.2: The procedure of selecting the best model by choosing a model that predicted closest to BMA predictions. $\omega^{(i,j)}$ refers to the $j^{th}$ sample for the coefficient vector $\omega^{(i)}$ of model $i$. $\mu_i^{(i)}$ and $\Sigma^{(i)}$ are the mean and variance matrix for $\omega^{(i)}$. $\mu_Y^{(i)}$ is the expected probability of association for each SNP under model $i$. 
Design and Implementation of a Bayesian Hierarchical Model for Pathway Wide Association Studies

2.1 Introduction

Hierarchical modeling has been applied in case-control epidemiology studies to discover the relationships between cancers and exposure variables or genetic variants [51] [52] [53]. The method is built on the framework of logistic regression with disease status as the response variable and genetic variants as predictor variables. Based on this framework, hierarchical models are able to incorporate prior assumptions on the coefficients of predictor variables. In this chapter, we develop a Bayesian hierarchical model for applications in pathway-wide association studies. Our response variable is disease status, but our predictor variables are function variables derived from the SNP-level functional annotation data. Priors will be assigned to these functional variables. Probability of association for each SNP given the data and functional variables will be estimated. The implementation of the model also will be described.
2.2 Design of a Bayesian Hierarchical Model

2.2.1 Description of Model Terminology

We assume that there are \( n \) individuals whose disease indicators are denoted by \( D_k \), where \( k = 1, ..., n \). The allele frequency data for the SNPs is stored in \( X \), an \( n \times m \) matrix, where \( m \) is the total number of SNPs. \( X_i \) refer to the \( i^{th} \) column of \( X \). The functional annotation data is in \( W \), an \( m \times n_q \) design matrix, where column 1 is the intercept column and the remaining \( n_q - 1 \) columns are functional variables. The \( i^{th} \) row of \( W \), \( W_i \) contains the intercept and functional data for SNP \( i \). \( \omega \), an \( n_q \times 1 \) vector, is the vector of coefficients for the design matrix \( W \) with its first element \( \omega_1 \) being the intercept. \( M \), an \( m \times 4 \) matrix, records the indicator variable that identifies which genetic model each SNP follows. This \( i^{th} \) row of \( M \), \( M_i \) is a vector with four elements: the null model of no association (\( M_{i0} = 1 \)), the dominant model (\( M_{i1} = 1 \)), the recessive model (\( M_{i2} = 1 \)), and the log-additive model (\( M_{i3} = 1 \)). \( Z \) refer to confounder variables, and \( Z_k \) is the value of such variables for individual \( k \).

2.2.2 The Likelihood Function

We begin with logistic regression models for disease given each SNP (taken individually) under each of three genetic models. We denote these by \( P(D|X_i, Z, \tilde{\beta}_i, M_{ij}) \), where \( j = 0, 1, 2, 3 \) and \( \tilde{\beta}_i \) is the coefficient vector for the regression on SNP \( i \) under model \( M_{ij} \) given the confounder \( Z \). After incorporating the prior distribution, we integrate over \( \tilde{\beta}_i \) to calculate the marginal likelihood of the data under model \( M_{ij} \), \( P(D|X_i, Z, M_{ij}) \). Our interest is in inferring \( M_{ij} \) for each \( i \). To this end, we specify the conditional prior \( P(M_{ij}|W_i, \omega) \) and write:

\[
P(D|X_{i}, Z, W_{i}, \omega) = \sum_{j=0,1,2,3} P(D|X_i, Z, M_{ij})P(M_{ij}|W_i, \omega).
\] (2.1)
The linear predictors in the logistic models are:

\[
\logit \left( P(D_k = 1 | X_{k,i}, Z_k, M_i, \beta_i) \right) = \begin{cases} 
\beta_{00} + \beta_{20}Z_k, & M_{i0} = 1; \\
\beta_{01} + \beta_{11}I\{X_{k,i} = 1 \vee 2\} + \beta_{21}Z_k, & M_{i1} = 1; \\
\beta_{02} + \beta_{12}I\{X_{k,i} = 2\} + \beta_{22}Z_k, & M_{i2} = 1; \\
\beta_{03} + \beta_{13}X_{k,i} + \beta_{23}Z_k, & M_{i3} = 1. 
\end{cases}
\]

(2.2)

2.2.3 Assumptions in Distributions and Priors

Let \( \mu_i \) specifies the probability of SNP \( i \) being associated given its functional variables \( W_i \) and \( \omega \). We assume that given that SNP \( i \) is associated, it has an equal probability of following the dominant model, the recessive model, or the log-additive model. We also assume that \( \omega_1 \) is normally distributed with mean \( \mu_\omega \) and standard deviation \( \tau \), and that \( \omega_q, q = 2, \ldots, n_q \), are independent and normally distributed with mean 0 and standard deviation \( \sigma \). Here \( \mu_\omega, \tau, \) and \( \sigma \) are hyperparameters. The prior specification is flexible, and hierarchical Normal priors can also be assigned to the coefficients. The marginal likelihoods are specified in a \( G \) matrix with dimension equal to \( m \times 4 \). \( G_i \) are the marginal likelihoods of the four models calculated for SNP \( i \) based on the data. In particular, let

\[
logit(\mu_i) = W_i \times \omega
\]

(2.3)

\[
\pi_i = \left[1 - \mu_i, \frac{\mu_i}{3}, \frac{\mu_i}{3}, \frac{\mu_i}{3}\right] \cdot G_i
\]

(2.4)

\[
M_i \sim \text{Multinomial}(1, \pi_i)
\]

(2.5)

\[
\omega_1 \sim N(\mu_\omega, \tau^2)
\]

(2.6)

\[
\omega_q \sim N(0, \sigma^2), q = 2, \ldots, n_q.
\]

(2.7)
2.3 Implementation of the Model

2.3.1 Markov Chain Monte Carlo Method

The model was implemented in R (version 2.8, [54]) using a hybrid Markov Chain Monte Carlo (MCMC) [55] algorithm employing both Random Walk (RW) and Gibbs updates. We are interested in estimating the posterior summaries for \( \omega \) and \( M \); however, we cannot achieve this by directly calculating their posterior distributions, because doing so requires evaluating extremely high dimensional integrals. MCMC is a commonly employed family of algorithms used to estimate summaries of the desired posterior distributions. The method constructs a Markov Chain whose stationary distribution is the distribution of interest. When the Markov Chain reaches equilibrium, the chain can then be used to sample from the desired distribution. In our model, we can only sample \( \omega \) from its full conditionals, not \( M \). Thus, we use RW updates to sample the components of \( \omega \), and Gibbs updates to sample \( M \).

2.3.2 Details in Model Implementation

The MCMC algorithm is outlined in Figure 2.1. The algorithm requires starting values for the coefficients \( (\omega^{(initial)}) \) and the model indicators \( (M^{(initial)}) \). The initial values are generated by sampling from their prior distributions. The analysis outputs the following summaries: 1) M.avg, the averaged observed frequency of each genetic model for all SNPs calculated after burnin; 2) G.avg, the averaged probability of each genetic model for all SNPs after burnin; 3) values of the \( \omega \) samples in the MCMC chain; 4) acceptance rate, the frequency of accepting a proposed value in the MCMC updating of \( \omega \). Since we update one coefficient at a time, the acceptance rate for each coefficient is recorded separately.
2.3.3 Special Features of the Implementation

In designing the implementation, we also incorporate some features to facilitate mixing. First, we allow a different step size for each coefficient, shown as $step[q]$ for the $q^{th}$ coefficient in Figure 2.1. A properly set step size is necessary for an efficient RW MCMC chain, because it controls how far from the existing value it is allowed to propose a new value. Before running a long chain for the final analysis, we run several preliminary chains and adjust the step size until the acceptance rates fall between 0.3 and 0.4. Second, we permit the flexibility to scale up or down the variance of our priors. We may choose to allow more prior uncertainty by increasing the prior variance. In addition, by conducting comparative analysis using differently scaled priors, we can also examine how the analysis is affected by the priors. We have evaluated our MCMC code using simulated data sets, and these analyses indicated...
that the code was accurate.
Application of the Model in a Pathway-wide Association Study

3.1 Introduction

In this chapter, we conducted a pathway-wide association study using the Bayesian Hierarchical model described in Chapter 2. The data used in the study were collected from a Phase I GWAS of ovarian cancer, comprising genotype data on a total of 3994 subjects divided into 1206 serous only cases and 2042 controls. In the full GWAS, 559,179 SNPs passed the quality control, and 2,543,887 SNPs were imputed by MACH version 1.0.16 [56], using phased HapMap haplotypes for the CEU population. In the present study, we focused on 2017 blocks of SNPs in 181 genes belonging to the DNA repair and apoptosis pathways that are critical in tumor prohibitions [57] [58]. The annotation data for the SNPs was downloaded from the SNPinfo FuncPred database [41] and the UCSC Genome Browser [40] on April 12th, 2010. Four functional variables were used in the study: \textit{less10kb}, \textit{missense}, \textit{dgv_indel}, and \textit{dgv_inv_invBP}. Priors on the coefficients of the four functional variables were learned from the results of the analysis in Chapter 1. A sensitivity analysis
and a comparative analysis were conducted to assess the influence from prior specifications and from the annotation data on identifying association candidates. We also monitored whether the annotation data on SNPs in the TP53 gene would change their probabilities of association.

3.2 Construction of Functionally Annotated Block Data

Figure 3.1 summarizes how the LD block data set was constructed. There are 181 genes of interest in the DNA repair and apoptosis pathways. The block data was generated by first identifying array SNPs located in or near these pathway genes, and then constructing LD blocks for these array SNPs using their LD partners. We downloaded the transcript start and end positions of the 181 genes from the UCSC Tables. We specified which table to use by choosing the assembly “Mar.2006(NCBI36/hg18)”, the group “Gene and Gene Prediction Tracks”, the track “RefSeq Genes”, and the table “refGene”. Only chromosomal position information in the reference assembly was used. We expanded the gene regions by including 10,000 base pairs upstream and downstream of each gene. The expended gene regions were then used to retrieve SNPs of interest from the UCSC Tables. We selected the table by choosing the assembly “Mar.2006(NCBI36/hg18)”, the group “Variation and Repeats”, the track “SNPs(126)”, and the table “snp126”. Then we selected “define regions” to upload our gene regions. This identified 62,402 SNPs of interest and provided us with their chromosomal locations. Among these, 2078 SNPs are array SNPs on the Illumina 610k chip. We then identified LD partners of these 2078 array SNPs by looking for SNPs with $r^2$ larger or equal to 0.8 using the HapMap release 27 [59] LD map of CEU population. 465 of the 2078 array SNPs had no LD partners. A total of 1613 blocks were generated for the remaining array SNPs.

We annotated the individual SNPs first, and then aggregated for each block to get block-level annotations. First, SNPs were submitted to the SNPinfo database
Figure 3.1: The diagram description on how the data was collected for a pathway-wide association study.

to identify each SNP’s nearby genes. Since LD partners can extend beyond gene regions, we needed to define the relative position of SNPs to their nearby genes. In addition, SNPs with multiple genomic locations were deleted. Second, SNPs’ updated chromosomal locations and func annotations were retrieved from the UCSC Tables. The table was chosen as ‘Mar.2006(NCBI36/hg18)”, the group “Variation and Repeats”, the track “SNPs(130)”, and the table “snp130”. Third, with updated chromosomal locations, we look for SNPs that are located in regions known to contain structural variations, including insertions/deletions and gene inversions. These variables were further processed and aggregated in Table 1.3 and 1.4 to generate four function variables: less10kb, missense, dgv_indel, dgv_inv_invBP. Missense SNPs
without Polyphen data were deleted. A total of 2085 unique entries of SNPs and blocks were obtained.

Marginal likelihoods are calculated for each SNP on the three types of genetic models using serous only cases and controls. For entries of single SNPs, their marginal likelihoods are directed used; block marginal likelihoods are specified as those of their array SNPs on which the blocks were constructed. 14 SNPs were shown as monomorphic in the genotyping data, and they are deleted in the analysis. Finally, 2071 entries of SNPs and blocks remained in our data set.

3.3 Running the Model with Pathway Data

In this section, we describe our application of the model outlined in Section 2.2 to the pathway dataset. Here we used a multivariate normal prior for the coefficient vector (excluding the intercept), instead of independent normal priors for each coefficient. The prior assumptions for the intercept and other coefficients are:

\[
\omega_1 \sim \text{Normal}(\log(\frac{1}{999}), [\log(\frac{1}{499}) - \log(\frac{1}{999})]^2), \tag{3.1}
\]

\[
\omega_{-1} \sim \text{MultivariateNormal}(\mu.\text{vec}, \Sigma), \tag{3.2}
\]

\[
\mu.\text{vec} = [-0.047, 0.240, 0.256, 0.230], \tag{3.3}
\]

and

\[
\Sigma = \begin{bmatrix}
1.71e-4 & -4.88e-4 & -3.14e-4 & -1.65e-4 \\
-4.88e-4 & 1.30e-2 & 4.79e-4 & 7.46e-6 \\
-3.14e-4 & 4.79e-4 & 9.01e-3 & 4.50e-4 \\
-1.65e-4 & 7.46e-6 & 4.51e-4 & 3.65e-3
\end{bmatrix}. \tag{3.4}
\]

These priors are learnt from the posterior summaries on MCMC updates for our best model in the analysis in Chapter 1. Scale parameters and step sizes are listed in Table 3.1. Each MCMC chain was run for 400,000 burnin iterations and 600,000 post-burnin updates. The approximate runtime was 500 iterations per minute. The
MCMC chains passed the convergence diagnostics, and the acceptance rates fell between 0.3 and 0.4.

<table>
<thead>
<tr>
<th>Step Size s parameter</th>
<th>$\omega_0$</th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
<th>$\omega_3$</th>
<th>$\omega_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>scale = 1</td>
<td>1.3</td>
<td>0.18</td>
<td>0.55</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>scale = 25</td>
<td>2.3</td>
<td>0.45</td>
<td>1.25</td>
<td>1.2</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 3.1: Scale parameters and step sizes are listed in the table. There are two levels of scales: 1 and 25. Each $\omega_i$ was assigned a different step size under the two scales.

We assessed the influence of the prior distribution on $\omega$ and of the functional data by comparative analysis, in which $Model_{\text{intercept}}$ and $Model_{\text{best}}$ were compared when $\Sigma$ was scaled by a factor of 1 and 25. $Model_{\text{intercept}}$ refers to the model using only an intercept in the annotation data; $Model_{\text{best}}$ is our best model with the four additional function variables. The prior distribution used for $Model_{\text{intercept}}$ is:

$$
\omega_1 \sim \mathcal{N}(\log\left(\frac{1}{999}\right), [\log(\frac{1}{499}) - \log(\frac{1}{999})]^2).
$$

(3.5)

The scale parameters and step sizes are listed in the first column in Table 3.1. As when fitting $Model_{\text{best}}$, each MCMC chain for $Model_{\text{intercept}}$ has 400,000 burnins and 600,000 after burnin updates. The MCMC chains passed convergence diagnostics, and the acceptance rates fell between 0.3 to 0.4.

3.4 Analysis and Results

3.4.1 Sensitivity Analysis

For the sensitivity analysis, we compared the results obtained using a prior scaling of 1 (the estimates derived from the analysis in Chapter 1), and 25, (the $\Sigma$ scaled by a factor of 25). Posterior and prior summaries are listed in Tables 3.2 and 3.3. Under both scales, the posterior mean of the coefficients are similar to their prior
means; however, in both cases the posterior mean of the intercept is smaller than the prior mean. This suggests that the data is not informative for the coefficients, and there are fewer associated SNPs than our prior expectation, 1 out of 1000. In addition, we observed a decrease in the posterior mean of the intercept from $-7.39$ to $-10.235$ when the scale was increased from 1 to 25. This indicates the intercept is sensitive to the prior distribution.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Posterior Summaries, scale=1</th>
<th>Prior Summaries, scale=1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Intercept</td>
<td>-7.39</td>
<td>0.573</td>
</tr>
<tr>
<td>less10kb</td>
<td>-0.047</td>
<td>0.013</td>
</tr>
<tr>
<td>missense</td>
<td>0.238</td>
<td>0.113</td>
</tr>
<tr>
<td>dgv_indel</td>
<td>0.256</td>
<td>0.095</td>
</tr>
<tr>
<td>dgv_inv_invBP</td>
<td>0.226</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Table 3.2: Results of fitting the best model to the pathway data when the scale of the prior variance is equal to 1. Posterior summaries are compared to the prior summaries of each coefficient.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Posterior Summaries, scale=25</th>
<th>Prior Summaries, scale=25</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>less10kb</td>
<td>-0.045</td>
<td>0.065</td>
</tr>
<tr>
<td>missense</td>
<td>0.204</td>
<td>0.544</td>
</tr>
<tr>
<td>dgv_indel</td>
<td>0.25</td>
<td>0.474</td>
</tr>
<tr>
<td>dgv_inv_invBP</td>
<td>0.174</td>
<td>0.268</td>
</tr>
</tbody>
</table>

Table 3.3: Results of fitting the best model to the pathway data when the scale of the prior variance is equal to 25. Posterior summaries are compared to the prior summaries of each coefficient.

3.4.2 Effects of Annotation Data on Association

While the pathway data set does not help us update the relationship between the functional data and association status, comparative analysis suggests that the annotation data can help us identify potentially interesting candidates that may have
otherwise been ignored. The logarithm of the observed frequency of associations, \( \log(1 - M_{\text{avg}}|\text{Model}) \), obtained using \( \text{Model}_{\text{intercept}} \), are plotted against those obtained using \( \text{Model}_{\text{best}} \), under the two scales in Figure 3.2 and Figure 3.3. The two figures show a similar pattern: the majority of the points are distributed around the line \( y = x \); a funnel shape is observed when the values are close to \(-13\); and some points tend to form small local clusters that are deviated from the line \( y = x \). A straight line \( y = x - 1 \) is also plotted in the figures to demonstrate the degree of deviation. The pattern implies that the evidence of association for the majority of the SNPs/blocks is not significantly influenced by the annotation data; for those with small association probabilities, sampling variations are observed in estimating their probabilities of association, explaining the funnel shape in the plot. The points that are significantly below line \( y = x \) are association candidates whose posterior probabilities of association increased given the annotation data. Clusters of points indicate that association candidates may be closely located or overlap with one another. For example, the three blocks located on the right-most corner below \( y = x - 1 \) in Figure 3.2 are constructed based on three different array SNPs rs17153785, rs4840584, and rs8191606; however, since these array SNPs are closely located, the three blocks are identical, including the same group of LD SNPs.

We take a further look at the blocks colored in red in Figure 3.2 and Figure 3.3 to find out why the rankings of these blocks are greatly elevated by the functional annotation data. The genomic coordinates and the approximate block size in “kb”, (kilobase pairs), of the 12 blocks are listed in Table 3.4. Note that some blocks are highly overlapped. For example, blocks 3 to 5 and block 8 on chromosome 8 are nested together. Another observation is that some of the large blocks are ten times as large as the smaller ones. Since the analysis was not conditioned on the block size, this observation may indicate the block size is not a confounder in the block association. Table 3.5 lists the array SNPs that tag each of the 12 blocks. 9 out of
12 blocks are tagged by more than one array SNP, and the largest block, block 11, is tagged by 9 array SNPs. This implies that the regions where large blocks are located may be subject to less recombination; array SNPs located in these regions may be redundantly genotyped based on the LD structure.

<table>
<thead>
<tr>
<th>Block</th>
<th>Chrom.</th>
<th>Block Start</th>
<th>Block End</th>
<th>Block Length (kb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>5894482</td>
<td>6037641</td>
<td>143.2</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>6002033</td>
<td>6032531</td>
<td>30.5</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>11638919</td>
<td>11739531</td>
<td>100.6</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>11648909</td>
<td>11692205</td>
<td>43.3</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>11648909</td>
<td>11674271</td>
<td>25.4</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>38628978</td>
<td>38818978</td>
<td>190</td>
</tr>
<tr>
<td></td>
<td>scale=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>11648909</td>
<td>11660865</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>11654245</td>
<td>11681324</td>
<td>27.1</td>
</tr>
<tr>
<td></td>
<td>scale=25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>15686773</td>
<td>15785708</td>
<td>99</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>2115518</td>
<td>2235898</td>
<td>120.4</td>
</tr>
<tr>
<td>11</td>
<td>17</td>
<td>38430214</td>
<td>38595510</td>
<td>165.3</td>
</tr>
<tr>
<td>12</td>
<td>19</td>
<td>50600890</td>
<td>50614163</td>
<td>13.3</td>
</tr>
</tbody>
</table>

Table 3.4: List of the unique 12 most deviated blocks (blocks colored in red in Figure 3.2 and 3.3). Blocks 1 to 6 are found deviated under both scales; blocks 7 and 8 are found deviated only under the scale of 1, and blocks 9 to 12 are found deviated only under the scale of 25. The chromosomal locations and block size of these blocks are shown in columns 2 to 5.

Known oncogenes are found in the 12 blocks. Table 3.6 lists all the reference genes found in the block regions. Genes with records in the OMIM database are highlighted in bold font. Table 3.7 lists the reference genes with MorbidMap descriptions that document to which diseases they are related. Cancer susceptibility genes include: BRCA1 (Breast Cancer 1 Gene), RAD51 (Recombination Protein A), and PMS2 (Postmeiotic Segregation Increased 2). Mutations in BRCA1 identified in patients with familial breast-ovarian cancer syndrome include deletions, insertions,
Table 3.5: Array SNPs that tag each of the 12 block are listed.

<table>
<thead>
<tr>
<th>Block</th>
<th>Array SNPs Within Each Blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>rs1860459</td>
</tr>
<tr>
<td>2</td>
<td>rs2286680,rs3779107</td>
</tr>
<tr>
<td>3</td>
<td>rs17153785, rs4840584,rs8191606</td>
</tr>
<tr>
<td>4</td>
<td>rs2686187,rs1466785</td>
</tr>
<tr>
<td>5</td>
<td>rs809204,rs804256</td>
</tr>
<tr>
<td>6</td>
<td>rs2619681,rs2304580</td>
</tr>
<tr>
<td>7</td>
<td>rs3203358</td>
</tr>
<tr>
<td>8</td>
<td>rs804292</td>
</tr>
<tr>
<td>9</td>
<td>rs4646018,rs1052571,rs2042370,rs1862710</td>
</tr>
<tr>
<td>10</td>
<td>rs1745335,rs529966,rs9328764,rs6830513,rs7659386,rs10011549,rs10018786,rs9911630,rs11657053,rs8176273,rs8176265,rs1799966,rs1060915,rs16942,rs799917,rs16940</td>
</tr>
<tr>
<td>11</td>
<td>rs735482,rs2336219,rs3212964</td>
</tr>
</tbody>
</table>

missense substitutions, regulatory mutations, and frameshifts [60] [61] [62]. Mutations in PMS2 found in HNPCC4 patients include deletions, missense mutations, and genomic rearrangements [63] [64] [65]. Other types of mutations in PMS2, including a truncating mutation, were discovered in studies of the Mismatch Repair Cancer Syndrome, such as the early-onset brain tumor [66] and colon cancer [67]. In RAD51, a missense mutation was found in patients with familial breast cancer [68], and the 135G-C SNP is associated with increased breast cancer risk in the carriers of mutations in BRCA1 and BRCA2 genes [69] [70].

The 12 blocks have an increased number of SNPs located in regions of gene inversions and/or a number of missense SNPs. Table 3.8 lists the functional variables and the number of SNPs in each block. Almost all SNPs in blocks 1 to 5 and 7 to 8 are located in a region with gene inversions, and blocks 6 and 9 to 12 contain three to four missense SNPs. Therefore, blocks located in a region of gene inversion or containing more missense SNPs are more likely to be proposed as candidates of
<table>
<thead>
<tr>
<th>Block</th>
<th>Genes Located in the Block Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PMS2, JTV1, EIF2AK1, C7orf28A, RSPH10B</td>
</tr>
<tr>
<td>2</td>
<td>PMS2, JTV1, EIF2AK1</td>
</tr>
<tr>
<td>3</td>
<td>GATA4, FDFT1, CTSB, NEIL2</td>
</tr>
<tr>
<td>4</td>
<td>GATA4, NEIL2</td>
</tr>
<tr>
<td>5</td>
<td>GATA4, NEIL2</td>
</tr>
<tr>
<td>6</td>
<td>RAD51, FAM82A2, C15orf57, RPUSD2, CASC5</td>
</tr>
<tr>
<td>7</td>
<td>GATA4</td>
</tr>
<tr>
<td>8</td>
<td>GATA4, NEIL2</td>
</tr>
<tr>
<td>9</td>
<td>ELA2B, CASP9, DNAJC16, AGMAT</td>
</tr>
<tr>
<td>10</td>
<td>POLN, HAUS3, MXD4</td>
</tr>
<tr>
<td>11</td>
<td>BRCA1, NBR1, NBR2, RND2</td>
</tr>
<tr>
<td>12</td>
<td>ERCC1, PPP1R13L, CD3EAP</td>
</tr>
</tbody>
</table>

Table 3.6: Reference genes that are located in or overlapped with each block are listed. These genes are found in the “refGene” table under the “NCBI/hg18” reference assemble. Gene names in bold are documented in the OMIM database.

association based on our best model.

3.4.3 Analysis of Blocks Covering the TP53 Gene

The product of the TP53 gene is a transcription factor that plays an anti-cancer role by inducing cell cycle arrest, DNA repair, and apoptosis. Deletions or muta-

<table>
<thead>
<tr>
<th>Gene Name</th>
<th>OMIM MorbidMap Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRCA1</td>
<td>Familial breast-ovarian cancer</td>
</tr>
<tr>
<td>ERCC1</td>
<td>Cerebrooculofacioskeletal syndrome 4</td>
</tr>
<tr>
<td>GATA4</td>
<td>Atrial septal defect-2</td>
</tr>
<tr>
<td></td>
<td>Hereditary Nonpolyposis Colorectal Cancer Type 4 (HNPCC4)</td>
</tr>
<tr>
<td>PMS2</td>
<td>Mismatch repair cancer syndrome</td>
</tr>
<tr>
<td>RAD51A</td>
<td>Susceptibility to Breast cancer</td>
</tr>
</tbody>
</table>

Table 3.7: Some OMIM reference genes are found related to certain diseases. This information was found in OMIM Morbid map description.
Table 3.8: Functional annotation data for the 12 most deviated blocks.

<table>
<thead>
<tr>
<th>Block</th>
<th>less10kb</th>
<th>missense</th>
<th>dgv_indel</th>
<th>dgv_inv_invBP</th>
<th>SNP</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td></td>
<td>13</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>4</td>
<td>0</td>
<td>8</td>
<td></td>
<td>33</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td></td>
<td>45</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td></td>
<td>49</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td></td>
<td>82</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td></td>
<td>7</td>
</tr>
</tbody>
</table>

mutations in the TP53 gene are commonly found in many human cancers [71] [72]. The meta-analysis including 13 case-control studies in the Ovarian Cancer Association Consortium has identified two SNPs that are associated with serous invasive ovarian cancer [73]. In our analysis, there are 4 blocks covering the TP53 gene, and one array SNP located in the gene. Our annotation data has little influence on the probability of association for the blocks and the SNP. We observe that the five points (colored in red) are located on or near the line $y = x$ in Figure 3.4 and Figure 3.5. Table 3.9 lists the functional annotation data for the array SNP (the first row) and the four blocks (the last four rows). Since their values of functional variables are mostly zero, their probabilities of association are similar with or without the annotation data.
<table>
<thead>
<tr>
<th>Array SNP</th>
<th>less10kb</th>
<th>missense</th>
<th>dgv_inDEL</th>
<th>dgv_inv_invBP</th>
<th>SNP Num.</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs12951053</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>rs2909430</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>rs8079544</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>rs2078486</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>rs2287497</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.9: Functional annotation data of blocks that cover or overlap with the TP53 gene.
Figure 3.2: The logarithm of the averaged frequency of observed association obtained by fitting the best model (\(M_{\text{best}}\)) is plotted against that calculated by fitting the model with the intercept only (\(M_{\text{intercept}}\)). A scale of 1 is applied to the prior variance for the intercept and coefficients. Blocks colored in red are analyzed further in detail.
Figure 3.3: The logarithm of the averaged frequency of observed association obtained by fitting the best model ($M_{\text{best}}$) is plotted against that calculated by fitting the model with the intercept only ($M_{\text{intercept}}$). A scale of 25 is applied to the prior variance for the intercept and coefficients. Blocks colored in red are analyzed further in detail.
Figure 3.4: The logarithm of the averaged frequency of observed association for blocks covering the TP53 gene (colored in red) are compared with and without annotation data. A scale of 1 is applied to the prior variance for intercept and coefficients.
Figure 3.5: The change of the logarithm of averaged frequency of observed association for blocks covering the TP53 gene (colored in red) are compared with and without annotation data. A scale of 25 is applied to the prior variance for intercept and coefficients.
Conclusion

In this thesis, we have conducted a case-control analysis on SNPs in a database comprised of significant SNP-phenotype associations from collections of GWAS results [26]. From the result of the analysis, we identified four SNP functional variables that are more critical in predicting SNP associations. We also developed a Bayesian hierarchical model that can incorporate SNP-level functional annotation data into pathway-wide association studies. We implemented the model in R (version 2.8) and confirmed that the implementation was accurate using simulated data sets. We applied our model to an ovarian cancer data set and identified certain blocks of SNPs that may be candidates for association with the serous invasive ovarian cancer. These identified candidates may be missed without the functional annotation data.
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