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Abstract

In this study we propose a fast hybrid spectral-element time-domain (SETD) / finite-element time-domain (FETD) method for transient analysis of multiscale electromagnetic problems, where electrically fine structures with details much smaller than a typical wavelength and electrically coarse structures comparable to or larger than a typical wavelength coexist.

Simulations of multiscale electromagnetic problems, such as electromagnetic interference (EMI), electromagnetic compatibility (EMC), and electronic packaging, can be very challenging for conventional numerical methods. In terms of spatial discretization, conventional methods use a single mesh for the whole structure, thus a high discretization density required to capture the geometric characteristics of electrically fine structures will inevitably lead to a large number of wasted unknowns in the electrically coarse parts. This issue will become especially severe for orthogonal grids used by the popular finite-difference time-domain (FDTD) method. In terms of temporal integration, dense meshes in electrically fine domains will make the time step size extremely small for numerical methods with explicit time-stepping schemes. Implicit schemes can surpass stability criterion limited by the Courant-Friedrichs-Levy (CFL) condition. However, due to the large system matrices generated by conventional methods, it is almost impossible to employ implicit schemes to the whole structure for time-stepping.

To address these challenges, we propose an efficient hybrid SETD/FETD method
for transient electromagnetic simulations by taking advantages of the strengths of these two methods while avoiding their weaknesses in multiscale problems. More specifically, a multiscale structure is divided into several subdomains based on the electrical size of each part, and a hybrid spectral-element / finite-element scheme is proposed for spatial discretization. The hexahedron-based spectral elements with higher interpolation degrees are efficient in modeling electrically coarse structures, and the tetrahedron-based finite elements with lower interpolation degrees are flexible in discretizing electrically fine structures with complex shapes. A non-spurious finite element method (FEM) as well as a non-spurious spectral element method (SEM) is proposed to make the hybrid SEM/FEM discretization work. For time integration we employ hybrid implicit / explicit (IMEX) time-stepping schemes, where explicit schemes are used for electrically coarse subdomains discretized by coarse spectral element meshes, and implicit schemes are used to overcome the CFL limit for electrically fine subdomains discretized by dense finite element meshes. Numerical examples show that the proposed hybrid SETD/FETD method is free of spurious modes, is flexible in discretizing sophisticated structure, and is more efficient than conventional methods for multiscale electromagnetic simulations.
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Introduction

1.1 Problem Statement and Challenges

The goal of our study is to develop an efficient algorithm for the transient analysis of multiscale electromagnetic problems.

Realistic system level electromagnetic problems are often multiscale. Take the electronic packaging problem shown in Fig. 1.1 for example: electrically small structures with details much smaller than a typical wavelength, such as chip level components, and electrically large structures comparable to or larger than a typical wavelength, such as the space between chips and the enclosure, coexist in one system. To simulate this structure is a typical multiscale problem.

Simulating the transient multiscale problems can be very challenging for conventional numerical methods. In terms of spatial discretization, conventional methods use a single mesh for the whole structure, thus a high discretization density required to capture the geometric characteristics of electrically fine structures will inevitably lead to a large number of wasted unknowns in the electrically coarse domains. This issue will become especially severe for orthogonal grids used by the
Figure 1.1: A multiscale problem contains electrically large structures, such as the space between motherboard and case, and electrically small structures, such as chip level components.

popular finite-difference time-domain (FDTD) method [1]-[2]. The finite-element time-domain (FETD) method [3]-[4] is more flexible in geometric modeling. However, this method requires inverting or factorizing system matrices, which can be prohibitively expensive when the number of unknowns becomes large. In terms of temporal integration, small cells in electrically fine domains will lead to extremely small time steps and an unaffordable number of calculations in time integration for explicit schemes, which have a maximum size of time step limited by the Courant-Friedrichs-Levy (CFL) condition [5]. Implicit schemes can surpass the CFL limit. However, due to the large system matrices generated by conventional methods, it is almost impossible to employ implicit schemes to the whole structure for time-stepping.
1.2 Previous Methods for Time Domain Electromagnetic Simulations

In general, numerical methods for electromagnetic problems can be classified into two categories: the frequency domain methods and the time domain methods. Compared to the methods in frequency domain, the time domain methods are more suitable for simulations of transient electromagnetic fields and analysis of broadband properties of devices. A single simulation with a consequent Fourier transform post-processing is sufficient to characterize the electromagnetic behaviors of a system over a broad frequency band \([6]-[7]\).

Among all the well established time domain methods, the FDTD method and the FETD method are intensively studied and widely used. Other time domain methods, such as the finite-volume time-domain (FVTD) method [8], the time domain method of moments (MoM) [9], the finite integration technique (FIT) [10], and the time domain transmission line matrix (TLM) method [11] are also used in computational electromagnetics. Every kind of method has its own advantages and disadvantages. It is impossible to generalize the superiority of a specific method over another unless a specific circumstance is designated.

Based on the relationship to our study aim, in the following subsections we will focus our discussion on the FDTD method and the FETD method, and the hybrid methods based on these two time domain techniques.

1.2.1 The FDTD Method

The FDTD method is the most popular time domain method for computational electromagnetics. It is a direct method to Maxwell’s equations. Electric fields and magnetic fields are discretized on orthogonal grid points with a half cell offset both in space and time domain. In the basic FDTD scheme, the spatial discretization is based on hexahedrons named as the Yee’s cell [1], as shown in Fig. 1.2, and the
central difference method is employed for approximating both spatial and temporal derivatives.

The FDTD method is a very simple time domain technique. It uses no linear algebra [2], so neither inverting system matrices nor solving matrix equations is required in the method. Besides, the accuracy and stability issues in the FDTD are carefully studied and well understood, making this method a robust tool for practical problems.

Despite the above advantages, the requirement of orthogonal grids in the conventional FDTD method makes this method very inflexible in geometric modeling. As shown in Fig. 1.3, staircase error will arise when orthogonal grids are used to approximate geometries with curved shapes, thus great artificial reflections will be generated in the FDTD simulations [12]. The difficulty of geometric modeling will become more severe when the FDTD method is employed for multiscale electromagnetic simulations. To capture the geometric details of fine structures in a multiscale
system, a sufficient resolution is required in the electrically small region, which means an extremely high resolution in the electrically large region. Obviously, there will be a large number of grid points wasted in the electrically large domain. This unnecessary cost will greatly lower the overall computational efficiency of the FDTD method for multiscale simulations.

The subgridding technique [13] can reduce the staircase error by using finer grid near the curved boundaries. However, this kind of method can not eliminate the staircase error from the root because the grid is still required to be orthogonal. The finer grid near curved boundaries will spoil the simple data structure of the conventional FDTD [14], thus greatly increase the computational complexity. What is worse, a general rule is still unavailable for the stability criterion of the subgridding method.

The conformal FDTD (CFDTD) method [15]-[16] can eliminate the staircase error by using non-orthogonal grids. Because of the small irregular cells near the curved boundaries, the CFDTD method usually has a smaller stability criterion than the conventional one, and consequently it will lead to a larger number of time steps as
well as large dispersion errors. To address this drawback of the CFDTD method, several methods such as the uniformly stable conformal (USC) [17] approach and the enlarge cell technique (ECT) [18] are proposed to increase the CFL limit of the CFDTD method.

Besides the spatial discretization, time stepping in multiscale electromagnetic simulations can also be a great challenge for the conventional FDTD method. The FDTD method requires the size of time step no larger than the stability criterion (the CFL limit), which is proportional to the grid size. Since the cell size in the electrically small region may be several orders shorter than a typical wave length, the stability condition will make the time step size several orders smaller than one period, e.g. millions or even more implementations of time stepping are required within one typical period, which will be unaffordable for the conventional FDTD method.

Implicit time-stepping schemes can be used to help conventional FDTD method overcome the CFL limit. The alternating-direction implicit (ADI) [19] method and the Crank-Nicolson (CN) method [20] are two widely used implicit schemes to make the FDTD method unconditionally stable. However, implicit schemes require solving matrix equations at each time step, which will limit the FDTD method to problems with a moderate number of unknowns.

The pseudo-spectral time-domain (PSTD) [21]-[22] method is a special type of higher order FDTD method. By using trigonometric functions or Chebyshev polynomials to approximate spatial derivatives, a very coarse sampling density is needed for this method to achieve spectral accuracy. This method is very efficient for electrically large problems with smooth internal media.
1.2.2 The FETD Method

The FETD method uses finite elements to achieve greater flexibility in geometric modeling. Based on the governing equations to be solved, this method can be divided into two types: one solves the second order vector wave equation with one variable, and the other directly solves Maxwell’s equations with two variables.

The first FETD type can be viewed as the time domain version of the finite element method (FEM) [23] for computational electromagnetics, because both of them are based on the second order vector wave equation. As a result, the well-developed basis functions in the FEM can be easily adopted to the first FETD type. However, one of the major drawbacks of this type of FETD is the difficulty in the implementation of the time domain perfectly matched layer (PML) [24]-[25], which is used to truncate unbounded regions. This disadvantage greatly limits the application of this FETD type.

It is more suitable to solve the open region problems by the second type of FETD method. A strongly well-posed PML [26] was proposed based on the Maxwell’s equations with two variables. It does not require any modification of the governing equations, thus makes it straightforward to incorporate the well-posed PML into the second FETD type.

The vector elements [27]-[29] are employed in the FETD method for computa-
tional electromagnetics to facilitate the enforcement of boundary conditions as well as to eliminate the spurious modes [30]. The vector elements assign degrees of freedom (DoF) to the edges rather than to the nodes [23], and they use vector basis functions to make the continuity conditions automatically be satisfied across element interfaces. The tetrahedral, hexahedral, and triangular prism elements shown in Fig. 1.4 are three basic types of elements used in 3D FETD. In general, the tetrahedral element is most flexible in geometric modeling, the hexahedral element requires the smallest number of unknowns to reach a specific accuracy, and the triangular prism element is usually used in special situations such as discretizing layered structures.

After spatial discretization by the vector elements, explicit and implicit schemes can be employed in the FETD method. Matrix equations are to be solved at each time steps for both the two schemes. The explicit scheme is conditionally stable, thus the size of time steps must be smaller than the stability criterion, which is determined by largest eigenvalue of the discretized FETD system. The system matrices by explicit schemes include only mass matrices, so it is very meaningful to make mass matrices diagonal or block-diagonal by introducing orthogonal basis functions [31]-[33]. This process can replace the step of solving matrix equations by directly inverting the mass matrices during time stepping. Implicit schemes for the FETD method are unconditionally stable, however, system matrices in implicit schemes include not only the mass matrices, but also the stiffness matrices, which cannot be diagonalized in any condition.

The SETD method [34]-[38] is a special type of FETD method employing spectral element based on the Gauss-Lobatto-Legendre (GLL) sampling points. The mass matrices by the SETD method will be block diagonal, thus will make the inversion of mass matrices trivial. Besides, the construction of higher order element of the SETD is straightforward and systematic, so p-refinement is easily implemented and spectral accuracy can be obtained from the SETD method.
Figure 1.5: Conforming meshes (a) and non-conforming meshes (b) with different kinds of element in DG-FETD method.

1.2.3 The DG-FETD and DG-SETD Methods

The discontinuous Galerkin finite-element time-domain (DG-FETD) method [39]-[48] uses the technique of domain decomposition. The DG-FETD method divides a whole problem into several non-overlapping subdomains. As shown in Fig. 1.5, the types of elements in different subdomains can be the same or different, and the finite element meshes across interfaces between subdomains can be conforming or non-conforming. In the time-stepping of DG-FETD, each subdomain will be solved independently within one time step, and field correction will be enforced on the interfaces between subdomains via numerical fluxes [49]-[50]. The DG-FETD method is especially suitable for complex geometries and inhomogeneous materials, and it is also convenient for the implementation of parallel computations.

The discontinuous Galerkin spectral-element time-domain (DG-SETD) method [51]-[55] can be viewed as a special type of DG-FETD. In this method the spectral elements with different interpolation degrees are employed in different subdomains to maximize the efficiency. The numerical error by this method will decrease exponentially with the increase of the interpolation degree, in other words, the DG-SETD method can achieve spectral accuracy.
1.2.4 The Hybrid FDTD/FETD Method

From the above discussion we can find that every numerical method has its own advantages and disadvantages. Under some specific circumstances one method may present superiority over others. Hybrid methods allow us divide a complex problem into several parts with different properties, and then choose a relatively “better” method for each part.

Hybridizing the FDTD method with the FETD method [56]-[59] is a natural attempt because the former method is efficient in time stepping but inflexible in geometric modeling, while the latter one is less efficient but able to discretize arbitrary shapes. As shown in Fig. 1.6, in the hybrid FDTD/FETD method, the FETD method is used to model and solve the complex structure and its vicinity, while the FDTD method is used for other parts as well as the PML region.

Although the hybrid FDTD/FETD method can combine the advantages of both methods and avoid their weakness, the hybridization of two different methods will bring new problems. The first issue is about the stability. The hybrid FDTD/FETD methods are usually instable, some are instantaneous instable, which is very severe.
and completely unacceptable, and some others present late time instability, which is less severe but still will greatly decrease the accuracy of the hybrid method [7]. Worst of all, it is very difficult to find a general rule to predict and remedy the instability of a specific hybrid FDTD/FETD method, and this difficulty makes the hybrid FDTD/FETD method incapable to be a robust tool for practical problems.

Mesh generation is another issue for the hybrid FDTD/FETD method. As shown in the Fig. 1.6, to make the hybrid FDTD/FETD method work, a special kind of “buffer mesh” is constructed near the interface between FDTD and FETD region, and both the FDTD grid and the FETD mesh are required to be conforming (or subgridding) to the buffer. Obviously, it is difficult to generate such mesh for very complex geometries, and this difficulty will greatly limit the application of the hybrid FDTD/FETD method.

A quasi non-overlapping FDTD/FETD scheme is proposed based on the discontinuous Galerkin technique [60]. This scheme allows non-conforming meshes across the interface between FDTD domain and FETD domain, furthermore, it can divide the FETD domain into several subdomains. Numerical examples show that this new scheme is stable, and is more flexible in geometric modeling than previous hybrid FDTD/FETD methods.

1.3 Dissertation Overview

This thesis is organized as follows. In Chapter 2 we discuss different forms of governing equations and corresponding FEM schemes for transient electromagnetic analysis; the mixed FEM based on Maxwell’s equations with $\mathbf{E}$ and $\mathbf{H}$ as variables is regarded as the best fit for the implementation of the hybrid SETD/FETD method. In Chapter 3 and Chapter 4 we discuss the construction of the non-spurious mixed FEM and SEM, respectively. In the hybrid SETD/FETD discretization of a multiscale structure the FEM is used to capture the geometry details of the electrically fine
part and the SEM is used to efficiently represent the electrically coarse part. We explain the origin of spurious modes in mixed FEM systems by dispersion analysis in Chapter 5, which can shed a light on how to construct non-spurious mixed FEM. We elaborate the spatial discretization of hybrid SETD/FETD method in Chapter 6. In Chapter 7 we discuss the time integration schemes of the hybrid SETD/FETD method for multiscale problems with different scenarios. Several examples are given in Chapter 8, which clearly demonstrate that the proposed hybrid SETD/FETD method is flexible and efficient in modeling multiscale problems. Finally, we list the original contributions for this topic, and give conclusions as well as suggestions for future work in chapter 9.
2

Governing Equations and Finite Element Discretization Schemes

The transient electromagnetic problems can be governed by different equations such as the first order Maxwell’s equations or the second order wave equations. Governing equations can be based on different variables, and these variables can be represented by different choices of basis functions. These choices of governing equations as well as basis functions will lead to several different FETD schemes for electromagnetic simulations. In this chapter we will discuss about these schemes and try to pick out a FETD scheme suitable for the further implementation of the hybrid SETD/FETD method.

2.1 EBHD Scheme Based on Maxwell’s Equations

Maxwell’s equations depict all macroscopic electromagnetic phenomena. The differential form of Maxwell’s equations are

\[
\frac{\partial B}{\partial t} + \sigma_m H + \nabla \times E = -M_s
\]  \hspace{1cm} (2.1)
\[
\frac{\partial \mathbf{D}}{\partial t} + \sigma_e \mathbf{E} - \nabla \times \mathbf{H} = -\mathbf{J}_s \tag{2.2}
\]

\[
\nabla \cdot \mathbf{D} = \rho \tag{2.3}
\]

\[
\nabla \cdot \mathbf{B} = 0 \tag{2.4}
\]

where \( \mathbf{E} \) and \( \mathbf{H} \) are electric and magnetic field intensities; \( \mathbf{D} \) and \( \mathbf{B} \) are electric and magnetic flux densities; \( \mathbf{J}_s \) and \( \mathbf{M}_s \) are applied electric and magnetic current densities; \( \rho \) is electrical charge density; \( \epsilon, \mu, \sigma_e, \) and \( \sigma_m \) denote material’s permittivity, permeability, electric conductivity, and magnetic conductivity, respectively.

In the \textbf{EBHD} scheme, \( \mathbf{E} \) and \( \mathbf{H} \) are discretized by the curl-conforming basis function; \( \mathbf{D} \) and \( \mathbf{B} \) are discretized by the div-conforming basis functions. Numerical experiments reveal that the \textbf{EBHD} scheme has poor performance due to the presence of spurious modes [61]. This issue makes the \textbf{EBHD} scheme unsuitable for time domain simulation with sources.

2.2 \textbf{EB} Scheme Based on Maxwell’s Equations

The four variables \( \mathbf{E}, \mathbf{H}, \mathbf{D}, \) and \( \mathbf{B} \) are not independent variables. The constitutive relations among them are

\[
\mathbf{D} = \epsilon \mathbf{E} \tag{2.5}
\]

\[
\mathbf{B} = \mu \mathbf{H} \tag{2.6}
\]

where \( \epsilon \) and \( \mu \) denote the permittivity and permeability, respectively. These parameters are space-varying quantities for inhomogeneous media, and they are scalars for isotropic media and tensors for anisotropic media.

The \textbf{EB} scheme is based on Maxwell’s equations with two variables \( \mathbf{E} \) and \( \mathbf{B} \), i.e.

\[
\frac{\partial \mathbf{B}}{\partial t} + \frac{\sigma_m}{\mu} \mathbf{B} + \nabla \times \mathbf{E} = -\mathbf{M}_s \tag{2.7}
\]
\[ \varepsilon \frac{\partial \mathbf{E}}{\partial t} + \sigma_e \mathbf{E} - \frac{1}{\mu} \nabla \times \mathbf{B} = -\mathbf{J}_s \]  

(2.8)

Curl-conforming and div-conforming basis functions are employed to discretized variables \( \mathbf{E} \) and \( \mathbf{B} \), respectively [62]. This scheme is free of spurious modes, which is essential for solving driven electromagnetic problems. However, because the \( \mathbf{EB} \) scheme represents variable \( \mathbf{B} \) by div-conforming basis functions, which provide normal continuity, not the tangential continuity on an interface; while the numerical flux [50] requires the tangential components of \( \mathbf{E} \) and \( \mathbf{H} \) to make the DG-FETD method work for multiple subdomains. This issue makes the \( \mathbf{EB} \) scheme unsuitable for further implementation of the DG-FETD method or the hybrid SETD/FETD method.

2.3 Vector Wave Equation Scheme

With the aid of constitutive relations and by eliminating \( \mathbf{H} \) from Maxwell’s equations, the vector wave equations based on one variable \( \mathbf{E} \) can be obtained as

\[ \nabla \times \left( \frac{1}{\mu} \nabla \times \mathbf{E} \right) - \omega^2 \varepsilon \mathbf{E} = -j\omega \mathbf{J} \]  

(2.9)

The vector wave equation scheme is also known as the Whitney-element time-domain (WETD) scheme [63]. It discretizes the only variable \( \mathbf{E} \) in the above equations by the curl-conforming basis functions. This FETD scheme can be viewed as the time domain version of the FEM [23] for computational electromagnetics because both of these two methods are based on the second order vector wave equation. As a result, the well-developed non-spurious basis functions in the FEM can be easily adapted to this scheme. However, this FETD scheme has difficulty in implementation of the PML [24]-[25], which is extensively used to truncate unbounded regions. What is worse, because this FETD scheme is based on one variable but the numerical fluxes are based on both \( \mathbf{E} \) and \( \mathbf{H} \) on the interface, the implementation of the
DG-FETD method or the hybrid SETD/FETD method will be very inconvenient for this vector wave equation based FETD scheme.

2.4 EH Scheme Based on Maxwell’s Equations

Transient electromagnetic phenomena can also be simulated by solving the two coupled first order equations with variables $E$ and $H$

$$\epsilon \frac{\partial E}{\partial t} + \sigma_{e}E - \nabla \times H = -J_{s} \quad (2.10)$$

$$\mu \frac{\partial H}{\partial t} + \sigma_{m}H + \nabla \times E = -M_{s} \quad (2.11)$$

The EH scheme uses the curl-conforming basis functions to represent $E$ and $H$, thus the tangential continuities of both two variables on interface are preserved. This property makes the evaluation of numerical flux straightforward in the EH scheme. Furthermore, since this scheme is based on two variables, it is very convenient to implement PML for open-region problems. The above two benefits of the EH scheme make it a potentially promising scheme for the implementation of the DG-FETD method and the hybrid SETD/FETD method.

Beside the above advantages of EH scheme based on Maxwell’s equations, the appearance of spurious modes can be a serious issue for this scheme. It is well-known that the curl-conforming basis functions can suppress the spurious modes when they are used to solve the second order vector wave equations. However, for EH scheme based on the Maxwell’s equations, spurious modes may still be stimulated even such curl-conforming basis functions are utilized to discretize both $E$ and $H$ [64]-[69]. In the following chapters we will discuss this issue of the EH scheme, also we will discuss how to solve this issue and make this scheme suitable for further implementation of the hybrid SETD/FETD method by constructing a non-spurious FETD scheme as well as a non-spurious SETD scheme.
In this chapter we will discuss about how to construct non-spurious mixed finite element for solving time-dependent Maxwell’s equations based on two variable $E$ and $H$ [64]. In the hybrid SETD/FETD method, the finite element part is employed to discretize electrically fine structures with complex details. To maximize FETD’s flexibility in geometric modeling, tetrahedra with lower interpolation degree are chosen to construct non-spurious mixed finite elements.

3.1 Mixed-Order Curl-Conforming Vector Basis Functions

As discussed in the previous chapter, we found the $EH$ scheme base on Maxwell’s equations is most suitable for implementation of the DG-FETD method and the hybrid SETD/FETD method. Mixed-order curl-conforming vector basis functions are used in this scheme due to the convenience of constructing time domain PML as well as applying boundary / interface conditions. Two types of lower order vector basis functions: the constant tangential / linear normal (CT/LN), and the linear
3.1.1 The Tetrahedral CT/LN Vector Element

The CT/LN element is the simplest form of the mixed-order curl-conforming vector element [65], also known as the Whitney element [66], or the Nédélec element [27]. The construction of CT/LN element is based on the scalar basis functions for the linear scalar tetrahedral element. A scalar field $f$ within a linear tetrahedron as shown in Fig. 3.2 can be approximated as

$$f(x, y, z) = \sum_{j=1}^{4} L_j(x, y, z) f_j$$

(3.1)

where $f_j$ denotes the field value at the $j$-th node. The linear scalar interpolation functions $L_j(x, y, z)$ are given by

$$L_j(x, y, z) = \frac{1}{6V_e}(a_j + b_jx + c_jy + c_jz)$$

(3.2)
where $V_e$ denotes the volume of the element. Detailed expressions of $V_e$ and coefficients $a_j, b_j, c_j, d_j$ are referred to [23] and will not be elaborated here.

The CT/LN vector element assigns degrees of freedom to the edges, not the nodes, thus it is also named as edge element [67]. The mixed-order curl-conforming vector basis functions associated with the six edges of the CT/LN element are list in Tab. 3.1 [23]. It is easy to prove that $\mathbf{N}$ can provide the continuous tangential components, while allow discontinuous normal components across an interface shared by two adjacent element. These properties make it very suitable in representing electrical and magnetic fields with inhomogeneous media.

<table>
<thead>
<tr>
<th>edge</th>
<th>starting node</th>
<th>ending node</th>
<th>basis function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>$L_1 \nabla L_2 - L_2 \nabla L_1$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>$L_1 \nabla L_3 - L_3 \nabla L_1$</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>$L_1 \nabla L_4 - L_4 \nabla L_1$</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3</td>
<td>$L_2 \nabla L_3 - L_3 \nabla L_2$</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>2</td>
<td>$L_4 \nabla L_2 - L_2 \nabla L_4$</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>4</td>
<td>$L_3 \nabla L_4 - L_4 \nabla L_3$</td>
</tr>
</tbody>
</table>

**3.1.2 The Tetrahedral LT/QN Vector Element**

The LT/QN element is also a type of mixed-order curl-conforming vector element, but with one order higher than the CT/LN element. A LT/QN element contains ten nodes and 12 edges. Each edge is associated with one vector basis functions providing linear tangential components, which are shown in Tab. 3.2, and each face is associated with two vector basis functions providing quadratic normal components, as shown in 3.3.
Figure 3.2: A tetrahedral LT/QN element, the numbers in circles and with arrows denote the labels of nodes and basis functions, respectively.

Table 3.2: Edge-based basis functions of the LT/QN element

<table>
<thead>
<tr>
<th>edge</th>
<th>starting node</th>
<th>ending node</th>
<th>basis function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>5</td>
<td>$L_1 \nabla L_2$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>5</td>
<td>$L_2 \nabla L_1$</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>7</td>
<td>$L_1 \nabla L_3$</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>7</td>
<td>$L_3 \nabla L_1$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>8</td>
<td>$L_1 \nabla L_4$</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>8</td>
<td>$L_4 \nabla L_1$</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>6</td>
<td>$L_2 \nabla L_3$</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>6</td>
<td>$L_3 \nabla L_2$</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>9</td>
<td>$L_2 \nabla L_4$</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>9</td>
<td>$L_4 \nabla L_2$</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>10</td>
<td>$L_3 \nabla L_4$</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>10</td>
<td>$L_4 \nabla L_3$</td>
</tr>
</tbody>
</table>

3.2 Non-Spurious Mixed Finite Element

Spurious mode can be an issue for the FETD scheme based on Maxwell’s equations with variables $\mathbf{E}$ and $\mathbf{H}$. Merely representing both $\mathbf{E}$ and $\mathbf{H}$ by vector basis function cannot guarantee the FETD scheme is free of spurious modes [68]. Based on
numerical experiments and dispersion analysis, we find the following two conditions can guarantee a non-spurious vector FETD scheme for Maxwell’s equations:

1) Choose the first family of the Nédélec elements, i.e. the curl-conforming edge element to represent both \( \mathbf{E} \) and \( \mathbf{H} \) in Maxwell’s equations. The vector basis functions can greatly facilitate the imposition of boundary conditions as well as the implementation of numerical fluxes on the interfaces;

2) Choose different interpolation degrees for \( \mathbf{E} \) and \( \mathbf{H} \). For example, the combination of the LT/QN element for \( \mathbf{E} \) and the CT/LN element for \( \mathbf{H} \) (or vice versa) is a lower order non-spurious FETD scheme. Higher order non-spurious tetrahedral elements as well as non-spurious hexahedral elements can also be constructed following the same idea.

### 3.3 Galerkin’s Weak Form and Discretized System

Denote \( \mathbf{N}_e \) and \( \mathbf{N}_h \) as basis functions for \( \mathbf{E} \) and \( \mathbf{H} \), respectively. The Galerkin’s weak forms of Maxwell’s equations are

\[
\int_V \Phi \cdot \left( \epsilon \frac{\partial \mathbf{E}}{\partial t} + \sigma_e \mathbf{E} - \nabla \times \mathbf{H} + \mathbf{J}_s \right) \, dV = 0 \tag{3.3}
\]

\[
\int_V \Psi \cdot \left( \mu \frac{\partial \mathbf{H}}{\partial t} + \sigma_m \mathbf{H} + \nabla \times \mathbf{E} + \mathbf{M}_s \right) \, dV = 0 \tag{3.4}
\]
The discretized system of equations by the FETD scheme are

\[
\begin{align*}
M_{ee} \frac{de}{dt} &= C_{ee}e + K_{eh}h + j \\
M_{hh} \frac{dh}{dt} &= K_{he}e + C_{hh}h + m
\end{align*}
\]  

(3.5) (3.6)

where \( e \) and \( h \) are vectors of the discretized electric and magnetic fields. \( j \) and \( m \) are vectors of the discretized excitations. \( M_{ee} \) and \( M_{hh} \) are the mass matrices, \( C_{ee} \) and \( C_{hh} \) are the damping matrices, \( K_{eh} \) and \( K_{he} \) are the stiffness matrices.

\[
\begin{align*}
(M_{ee})_{kl} &= \int_V \varepsilon \Phi_k \cdot \Phi_l dV \\
(M_{hh})_{kl} &= \int_V \mu \Psi_k \cdot \Psi_l dV \\
(C_{ee})_{kl} &= -\int_V \sigma_e \Phi_k \cdot \Phi_l dV \\
(C_{hh})_{kl} &= -\int_V \sigma_m \Psi_k \cdot \Psi_l dV \\
(K_{eh})_{kl} &= \int_V \Phi_k \cdot \nabla \times \Psi_l dV \\
(K_{he})_{kl} &= -\int_V \Psi_k \cdot \nabla \times \Phi_l dV \\
(j)_k &= -\int_V \Phi_k \cdot J_s dV
\end{align*}
\]  

(3.7) (3.8) (3.9) (3.10) (3.11) (3.12) (3.13)
Several time stepping schemes such as the leap-frog scheme, the Crank-Nicolson (CN) method, the Runge-Kutta (RK) method etc. can be applied to carry out time integration for the above system of equations. The appearance of spurious modes can be easily recognized from time integration results as well as frequency components with Fourier analysis as post processing.

3.4 Numerical Results

Consider a 10 cm $\times$ 8 cm $\times$ 2 cm metallic cavity filled with air centered at the origin in Fig. 3.3. This cavity is divided into two non-orthogonal subdomains with non-conforming meshes on interfaces. A Blackman-Harris window pulse \[ ? \] with characteristic frequency 3.15 GHz is placed on a $z$-direction point dipole in subdomain 2 at (3.0, 2.0, -0.8) cm as the source, and a $z$-direction point dipole is placed in the subdomain 1 at (-1.8, -0.8, 0) cm as the receiver.

We carry out time integration for 8000 steps by the proposed FETD scheme with $\Delta t = 5$ ps. Fig. 3.4 shows the analytical results of resonant frequencies of the cavity as well as the numerical results by the proposed non-spurious FETD, which is

\[
(m)_k = -\int_V \Psi_k \cdot M_s dV
\]

(3.14)
Figure 3.4: Resonant frequencies of the cavity by applying FFT to the time-varying received signal. DG-FETD scheme 1 chooses LT/QN and CT/LN elements to discretize $E$ and $H$ respectively (left); DG-FETD scheme 2 uses LT/QN elements to represent $E$ and $H$ simultaneously (right).

denoted as FETD scheme 1. For the aim of comparison we also plot the numerical results by FETD scheme 2, which uses a same type of edge element (LT/QN element in this case) to represent both $E$ and $H$. From this figure we can clearly see that choosing edge elements with different interpolation degrees for different variables in Maxwell’s equations will suppress spurious modes, otherwise numerous spurious solutions will be generated to corrupt the correct results.
In this chapter we will discuss about how to construct non-spurious mixed spectral element method (SEM) for solving time-dependent Maxwell’s equations based on two variable $\mathbf{E}$ and $\mathbf{H}$ [69]. In the hybrid SETD/FETD method, the SETD part is based on non-spurious SEM and is employed to discretize electrically coarse structures. Hexahedral elements with higher interpolation degree are used in SETD subdomains to achieve high accuracy and efficiency.

There are two types of SEM [34]-[38] for computational electromagnetics: One is based on the second order wave equation and the other is based on the first order Maxwell’s equations. As to the aim of implementation of the hybrid SETD/FETD method, the second version of SEM is superior to the first one because the numerical fluxes such as the Riemann solver [50], which are the critical parts used in DG to communicate and correct fields between different subdomains, are defined by tangential components of $\mathbf{E}$ and $\mathbf{H}$ on the interfaces between subdomains. To construct a robust hybrid SETD/FETD method for electromagnetic problems, a non-spurious
SEM scheme based on variables $\mathbf{E}$ and $\mathbf{H}$ for the first order Maxwell’s equations is in demand.

While it is well-known that the employment of mixed-order curl-conforming vector basis function can make a SEM scheme based on the second order wave equation free of spurious modes [27], the same technique, viz. merely using vector basis functions for both $\mathbf{E}$ and $\mathbf{H}$ cannot guarantee a non-spurious SEM scheme for the first order Maxwell’s equations [68]. Based on our numerical experiments, we find mixed interpolation is required to construct non-spurious vector spectral element schemes for Maxwell’s equations, i.e. the interpolation degree of vector basic functions for $\mathbf{E}$ must be different from that for $\mathbf{H}$.

4.1 Non-spurious Mixed Spectral Element

We use the mixed-order curl-conforming vector spectral elements [70] to discretize both $\mathbf{E}$ and $\mathbf{H}$ in Maxwell’s equations. Denote $\hat{\Phi}^{(M)}$ as the vector basis function for $\mathbf{E}$ with $M$-th interpolation degree, we have

\[
\begin{align*}
\hat{\xi} \Phi^{(M)}_{mnp} &= \hat{\xi} \phi^{(M-1)}_{m}(\xi) \phi^{(M)}_{n}(\eta) \phi^{(M)}_{p}(\zeta) \\
\eta \Phi^{(M)}_{mnp} &= \hat{\eta} \phi^{(M)}_{m}(\xi) \phi^{(M-1)}_{n}(\eta) \phi^{(M)}_{p}(\zeta) \\
\zeta \Phi^{(M)}_{mnp} &= \hat{\zeta} \phi^{(M)}_{m}(\xi) \phi^{(M)}_{n}(\eta) \phi^{(M-1)}_{p}(\zeta)
\end{align*}
\]  

(4.1)

where

\[
\phi^{(M)}_{m}(\xi) = \frac{-(1 - \xi^2)L'_{M}(\xi)}{M(M + 1)L_{M}(\xi_{m})(\xi - \xi_{m})}, \quad m = 0, ..., M
\]  

(4.2)

$L_{M}(\xi)$ is the Legendre polynomial of degree of $M$. $\xi_{m}$ is chosen as $(1 - \xi^2)L'_{M}(\xi_{m}) = 0$. $\phi^{(M)}_{m}(\eta)$ and $\phi^{(M)}_{p}(\zeta)$ are functions of $\eta$ and $\zeta$, respectively, and they have similar formulation as $\phi^{(M)}_{m}(\xi)$. As shown in Fig. 4.1, $\xi$, $\eta$, and $\zeta$ are the coordinates in the reference domain $[-1, 1] \times [-1, 1] \times [-1, 1]$, which is a standard cube mapped from
Figure 4.1: A curved hexahedron in the physical domain (a) will be mapped into a standard cube in the reference domain (b) by geometric transformation. Second order geometric mapping is shown in this schematic [71].

Figure 4.2: A non-spurious SEM scheme for the Maxwell’s equations: (left) second order element for $\mathbf{E}$ and (right) first order element for $\mathbf{H}$.

an arbitrary curved hexahedron in the physical domain. $\hat{\xi}$, $\hat{\eta}$, and $\hat{\zeta}$ denote the unit vector along the corresponding direction.

The vector basis functions for $\mathbf{H}$ are almost the same with the basis functions for $\mathbf{E}$. Take $\hat{\Psi}^{(N)}$ with $N$-th interpolation degree for instance

$$
\begin{align*}
\hat{\xi}\hat{\Psi}^{(N)}_{mnp} &= \hat{\xi}\phi^{(N-1)}(\xi)\phi^{(N)}(\eta)\phi^{(N)}(\zeta) \\
\hat{\eta}\hat{\Psi}^{(N)}_{mnp} &= \hat{\eta}\phi^{(N)}(\xi)\phi^{(N-1)}(\eta)\phi^{(N)}(\zeta) \\
\hat{\zeta}\hat{\Psi}^{(N)}_{mnp} &= \hat{\zeta}\phi^{(N)}(\xi)\phi^{(N)}(\eta)\phi^{(N-1)}(\zeta)
\end{align*}
$$

(4.3)

All arguments in (4.3) have the same meanings with those in (4.1) and (4.2).

Although both $\hat{\Phi}^{(M)}$ and $\hat{\Psi}^{(N)}$ are vector-based basis functions, spurious modes will still be generated under distorted meshes if the interpolation order for $\hat{\Phi}^{(M)}$ is
set as the same with that for $\hat{\Psi}^{(N)}$ [72]. Based on our numerical experiments, we found that there is one more condition to be satisfied to construct a non-spurious vector spectral element method for Maxwell’s equations: The interpolation degree of $\hat{\Phi}^{(M)}$ must be different from that of $\hat{\Psi}^{(N)}$, i.e. $M \neq N$. A non-spurious SEM scheme for Maxwell’s equations is shown in Fig. 4.2.

4.2 Galerkin’s Weak Form and Discretized System

The Galerkin’s weak forms of Maxwell’s equations are

$$
\sum_{j=1}^{N_e} \frac{de_j}{dt} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \hat{\Phi}_i^T \mathbf{J}^{-T} \mathbf{J}^{-1} \hat{\Phi}_j |\mathbf{J}| d\xi d\eta d\zeta
$$

$$
= \sum_{k=1}^{N_h} h_k \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \hat{\Phi}_i^T \left( \nabla \times \hat{\Psi}_k \right) d\xi d\eta d\zeta

- \sum_{j=1}^{N_e} e_j \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \hat{\Phi}_i^T \mathbf{J}^{-T} \sigma_e \mathbf{J}^{-1} \hat{\Phi}_j |\mathbf{J}| d\xi d\eta d\zeta

- \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \hat{\Phi}_i^T \mathbf{J}^{-T} \mathbf{J}_s |\mathbf{J}| d\xi d\eta d\zeta

i = 1, 2, \cdots, N_e

(4.4)

$$
\sum_{k=1}^{N_h} \frac{dh_k}{dt} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \hat{\Psi}_i^T \mathbf{J}^{-T} \mu \mathbf{J}^{-1} \hat{\Psi}_k |\mathbf{J}| d\xi d\eta d\zeta
$$

$$
= - \sum_{j=1}^{N_e} e_j \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \hat{\Psi}_i^T \left( \nabla \times \hat{\Phi}_j \right) d\xi d\eta d\zeta

- \sum_{k=1}^{N_h} h_k \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \hat{\Psi}_i^T \mathbf{J}^{-T} \sigma_m \mathbf{J}^{-1} \hat{\Psi}_j |\mathbf{J}| d\xi d\eta d\zeta

- \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \hat{\Psi}_i^T \mathbf{J}^{-T} \mathbf{M}_s |\mathbf{J}| d\xi d\eta d\zeta

l = 1, 2, \cdots, N_h

(4.5)
where $N_e$ and $N_h$ denote the numbers of unknowns of $E$ and $H$. $e_j$ and $h_k$ are coefficients for $\Phi_j$ and $\Psi_k$, respectively.

By assembling all spectral elements we will obtain the discretized system of equations

$$M_{ee} \frac{de}{dt} = C_{ee} e + K_{eh} h + j \quad (4.6)$$

and

$$M_{hh} \frac{dh}{dt} = K_{he} e + C_{hh} h + m \quad (4.7)$$

where $e$ and $h$ are vectors of the discretized electric and magnetic fields. $j$ and $m$ are vectors of the discretized excitations, respectively. The detailed expressions for the above system matrices $M_{ee}$, $M_{hh}$, $C_{ee}$, $C_{hh}$, $K_{eh}$, and $K_{he}$ can be referred to (3.7) - (3.12).

The formulation (4.6) and (4.7) are systems of ordinary differential equations in the time domain. Several time stepping algorithms, such as the leap-frog scheme and the Runge-Kutta method can be utilized to solve them. Besides, with the time convention $d/dt \rightarrow j\omega$, we can easily transform (4.6) and (4.7) from the time domain into the frequency domain, in which the spurious modes are easier to be distinguished in the form of eigenmodes, and the spectral accuracy of the proposed method itself is more convenient to be demonstrated because the numerical errors due to time integration will not be introduced into SEM in the frequency domain. In the next section we will show some results by this non-spurious SEM in both time domain and frequency domain.

4.3 Numerical Results

We first consider a $1 \text{ cm} \times 0.5 \text{ cm} \times 0.75 \text{ cm}$ metallic cavity filled with air centered at the origin of coordinates. In order to show the spurious modes by other basis
functions, we use a distorted hexahedral mesh to discretize this cavity, which is shown in Fig. 4.3. We choose two different SEM schemes to solve the this problem: scheme 1 is SEM with different interpolation orders for \( E \) and \( H \) (\( M = 5, N = 4 \) in this case), and scheme 2 is SEM with the same interpolation order for \( E \) and \( H \) (\( M = 5, N = 5 \) in this case).

We place a dipole with polarization \(-0.62\hat{x} + 0.62\hat{y} + 0.47\hat{z}\) at \((-0.014, -0.236, 0.011)\) cm, and give the first derivative of the Blackman-Harris window pulse \([?]\) with characteristic frequency as 9.4 GHz on the dipole, so only the dominant mode can be stimulated. We use these two SEM schemes to discretize this problem and use the 4th order Runge-Kutta method for time stepping (with \( \Delta t = 0.5 \) ps). Fig. 4.4 shows the time-varying \( E_y \) at \((0.174, 0.239, 0.174)\) cm and the frequency components by the two SEM schemes. From which we find that only one mode is stimulated by scheme 1 and the corresponding time-varying results by scheme 1 agree well with the reference, while scheme 2 will stimulate a lot of spurious mode and lead the time domain results deviating greatly from the reference. Fig. 4.5 shows the snapshots of \( E_y \) on the plane \( y = 0 \) at 1000-th time step \((t = 0.5 \) ns\). We observe that the field pattern by scheme 1 is consistent with the dominant mode (TE\(_{101}\)), while the results
by scheme 2 are contaminated by spurious modes.

Then we use these two SEM schemes to solve the eigenvalue problem of this cavity in frequency domain. Fig. 4.6 shows the calculated eigenvalues by the two SEM schemes as well as analytical solutions, from which we find that the results by scheme 1 agree very well with analytical solutions, while scheme 2 generates many spurious eigenvalues between every two adjacent analytical eigenvalues.

In Fig. 4.7 we plot the errors of four modes (TE$_{101}$, TM$_{110}$, TE$_{011}$, and TE$_{111}$) of this cavity by the non-spurious SEM with different interpolation orders of basis functions ($M = 1, 2, \ldots, 7, N = M + 1$), from which we observe that the errors of all the four modes decrease exponentially with the increase of interpolation order, i. e. the proposed non-spurious spectral element method can achieve spectral accuracy.
Figure 4.5: Snapshots of $E_y$ on the plane $y = 0$ at $t = 0.5$ ns (left) by SEM with different interpolation orders for $E$ and $H$ and (right) by SEM with the same interpolation order for $E$ and $H$.

Figure 4.6: Eigenvalues of the cavity (left) by SEM with different interpolation orders for $E$ and $H$ and (right) by SEM with the same interpolation order for $E$ and $H$. The dots denote the calculated eigenvalues by SEM schemes and the horizontal lines denote analytical solutions.
The second example is an open-region time-domain scattering problem with one dielectric cube and one PEC cube, both with a side length of 10 cm. The dielectric cube with $\epsilon_r = 4$ is centered at the origin, while the PEC cube is centered at (20, 20, 20) cm. The background medium in this example is air. A $z$–direction electric dipole is placed at the origin as the source, with the first derivative of the Blackman-Harris Window of characteristic frequency 1.55 GHz (i.e., with a pulse duration of 1 ns) as the time function. Another $z$–direction dipole is placed at (11, 11, 11) cm as a receiver. A schematic of the second example is shown in Fig. 4.8.

Two SEM schemes are chosen for the time-domain simulation of this problem. Scheme 1 is the SEM with different interpolation orders for $\mathbf{E}$ and $\mathbf{H}$ ($M = 2$, $N = 1$ in this case), and scheme 2 is the SEM with the same interpolation order for $\mathbf{E}$ and $\mathbf{H}$ ($M = 2$, $N = 2$ in this case). Since analytical solution is not available for this problem, numerical results by the finite-difference time-domain method enhanced by the enlarged cell technique in a commercial software, Wavenology EM [73], under a relatively dense grid are used as the reference. Fig. 4.9 shows the received time-varying signals by the two SEM schemes as well as the reference result and the relative

**Figure 4.7:** Errors of four modes of the metallic cavity by non-spurious SEM with different interpolation orders.
Figure 4.8: An open-region time-domain scattering problem with a 10 cm × 10 cm × 10 cm dielectric cube ($\epsilon_r = 4$) and a 10 cm × 10 cm × 10 cm PEC cube.

errors. From these plots we observe that the result by SEM scheme 1 agrees well with the reference, while the result by SEM scheme 2 does not. Fig. 4.10 shows the comparison between numerical results and the reference in the frequency domain and the relative errors. From these figures we clearly observe good agreement between the result by SEM scheme 1 and the reference, while we find some spurious peaks in the low frequency regime from the result by SEM scheme 2. Based on these two figures, we can conclude that for an open-region problem, the SEM with different interpolation orders for $E$ and $H$ is a spurious-free scheme; however, the SEM scheme with same interpolation order for both $E$ and $H$ will generate spurious modes, and these spurious modes will contaminate time-domain and frequency-domain results.
Figure 4.9: (left) Numerical results and (right) relative errors of time-varying received signals by the two SEM schemes.

Figure 4.10: (left) Numerical results and (right) relative errors of frequency components of received signals by the two SEM schemes.
In the previous two chapters we proposed the non-spurious mixed FEM and non-spurious mixed SEM for Maxwell's equations with two variable $E$ and $H$. Based on numerical tests we found mixed interpolation, i.e. different interpolation degrees for different variables is one necessary conditions for a non-spurious mixed FEM scheme. In this chapter we will apply dispersion analysis [74]-[76] to several mixed FEM systems. Dispersion curve can clearly predict that whether or not spurious modes will appear for a specific mixed FEM system.

5.1 Mixed FEM System with Common Interpolation

We start the dispersion analysis from the simple 1D TE$_z$ case in a unbounded, lossless, and homogeneous space

\[ \mu \frac{\partial H_z}{\partial t} + \frac{\partial E_y}{\partial x} = 0 \]  \hspace{1cm} (5.1)

\[ \epsilon \frac{\partial E_y}{\partial t} + \frac{\partial H_z}{\partial x} = 0 \]  \hspace{1cm} (5.2)
Take $\phi(x)$ and $\psi(x)$ as basis functions for $E_y(x)$ and $H_z(x)$

\[ E_y(x) = \sum_{n=1}^{N} E_n \phi_j(x) \quad (5.3) \]

\[ H_z(x) = \sum_{m=1}^{M} H_m \psi_j(x) \quad (5.4) \]

where $N$ and $M$ denote the total DoF for $E_y$ and $H_z$, respectively. The discretized weak form of Maxwell’s equations will be

\[ j\omega \epsilon \sum_{p=1}^{N} E_p \int \phi_q \phi_p dx + \sum_{p=1}^{M} H_p \int \phi_q \frac{d\psi_p}{dx} dx = 0, \quad q = 1, 2, \ldots, N \quad (5.5) \]

\[ \sum_{p=1}^{N} E_p \int \psi_q \frac{d\phi_p}{dx} dx + j\omega \mu \sum_{p=1}^{M} H_p \int \psi_q \psi_p dx = 0, \quad q = 1, 2, \ldots, M \quad (5.6) \]

Assume the field values at the $p$-th node can be expanded as

\[ \begin{bmatrix} E_p \\ E_p \end{bmatrix} = \begin{bmatrix} E \\ H \end{bmatrix} e^{jkx_p} \quad (5.7) \]

where $k$ is the wavenumber. For a uniform FEM mesh with linear common interpolation, i.e. using linear basis function for both $\phi(x)$ and $\psi(x)$, we will have

\[ \sum_{p=1}^{N} E_p \int \phi_q \phi_p dx = E_{q-1} \int_{x_{q-1}}^{x_q} \phi_q \phi_{q-1} dx + E_q \int_{x_{q-1}}^{x_{q+1}} \phi_q \phi_q dx \]

\[ + E_{q+1} \int_{x_q}^{x_{q+1}} \phi_q \phi_{q+1} dx = E e^{jkx_q} (\cos(kd) + 2) \frac{d}{3} \quad (5.8) \]

\[ \sum_{p=1}^{N} H_p \int \phi_q \frac{d\psi_p}{dx} dx = H_{q-1} \int_{x_{q-1}}^{x_q} \phi_q \frac{d\psi_{q-1}}{dx} dx + H_q \int_{x_{q-1}}^{x_{q+1}} \phi_q \frac{d\psi_q}{dx} dx \]
where $d$ is the elemental length of the 1D uniform mesh. Based on (5.8) and (5.9) we can obtain a matrix equation

$$
\begin{bmatrix}
\frac{\omega}{3} (\cos(kd) + 2)d & \frac{\omega}{3} \sin(kd) \\
\sin(kd) & \frac{\omega}{3} (\cos(kd) + 2)d
\end{bmatrix}
\begin{bmatrix}
E \\
H
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0
\end{bmatrix}
$$

(5.10)

and consequently the dispersion relation

$$
\omega = \frac{1}{d} \frac{3 \sin(kd)}{2 + \cos(kd)} \sqrt{\frac{1}{\mu \epsilon}}
$$

(5.11)

From (5.11) we know that this 1D mixed FEM system with linear common interpolation will have numerical values of wavenumber as

$$
\tilde{k} = \frac{\omega}{c} = \frac{1}{d} \frac{3 \sin(kd)}{2 + \cos(kd)}
$$

(5.12)

The dispersion curves of the 1D mixed FEM system with linear common interpolation as well as that of the accurate system are shown in Fig. 5.1. From this figure we observe that dispersion curve by the mixed FEM system agrees well with the real one when the value of $kd$ is small (i.e. high sampling density), however, the numerical dispersion curve will drop to 0 when $kd = \pi$ (i.e. $d$ equals to a half wavelength, the Nyquist limit). This non-monotonic behavior can predict that the mixed FEM system with common interpolation will generate spurious modes.

Numerical results can verify the prediction based on dispersion analysis. Consider a 1D periodic problem with unit length. The whole computational domain is discretized by a uniform FEM mesh with 100 elements. The first 12 eigenvalues and eigenmodes are shown in Fig. 5.2 and Tab. 5.1, respectively. From them we observe that three out from every four consecutive numerical solutions agree well with the
analytical ones, and the other one is spurious modes since it highly oscillates spatially but has relatively small $k$ value. All these numerical behaviors are consistent with this mixed FEM system’s dispersion curve shown in Fig. 5.1.

Table 5.1: First 12 eigenvalues by 1D mixed FEM system with common interpolation, dashed lines denote non-physical modes without correspondence in analytical solution

<table>
<thead>
<tr>
<th>Mode</th>
<th>numerical $k$ (m$^{-1}$)</th>
<th>analytical $k$ (m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0000</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>6.2832</td>
<td>6.2832</td>
</tr>
<tr>
<td>3</td>
<td>12.5664</td>
<td>12.5664</td>
</tr>
<tr>
<td>4</td>
<td>18.8001</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>18.8494</td>
<td>18.8496</td>
</tr>
<tr>
<td>6</td>
<td>25.1322</td>
<td>25.1327</td>
</tr>
<tr>
<td>7</td>
<td>31.4142</td>
<td>31.4159</td>
</tr>
<tr>
<td>8</td>
<td>37.3058</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>37.6948</td>
<td>37.6991</td>
</tr>
<tr>
<td>10</td>
<td>43.9729</td>
<td>43.9823</td>
</tr>
<tr>
<td>11</td>
<td>50.2471</td>
<td>50.2655</td>
</tr>
<tr>
<td>12</td>
<td>55.2360</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 5.2: The first 12 eigenmodes by 1D mixed FEM system with common interpolation.

Figure 5.3: The dispersion schematic of 1D mixed FEM system with mixed interpolation (quadratic basis function for $E_y$ and quadratic basis function for $H_z$).

5.2 Mixed FEM System with Mixed Interpolation

As we showed in the previous chapters, changing the mixed FEM scheme from common interpolation to mixed interpolation can eliminate spurious modes. Here we consider a simple scheme of mixed interpolation: using quadratic basis function and linear basis function to represent $E_y$ and $H_z$, respectively. The 1D FEM mesh is still assume as uniform with discretization interval $d$.

To perform dispersion analysis for 1D mixed FEM system as shown in 5.3, the
Ampere’s law will be discretized at the \((i - 1/2)\)-th, \(i\)-th, and \((i + 1/2)\)-th point.

\[
\begin{align*}
\frac{j \omega d}{15} (E_{i-1} + 8E_{i-1/2} + E_i) + \frac{2}{3}(-H_{i-1} + H_i) &= 0 \\
\frac{j \omega d}{30} (-E_{i-1} + 2E_{i-1/2} + 8E_i + 2E_{i+1/2} - E_{i+1}) + \frac{1}{6}(-H_{i-1} + H_{i+1}) &= 0 \quad (5.13) \\
\frac{j \omega d}{15} (E_i + 8E_{i+1/2} + E_{i+1}) + \frac{2}{3}(-H_i + H_{i+1}) &= 0
\end{align*}
\]

And the Faraday’s law only needs to be discretized at the \(i\)-th point

\[
\frac{1}{6} (-E_{i-1} - 4E_{i-1/2} + 4E_{i+1/2} + E_{i+1}) + \frac{j \omega \mu d}{6} (H_{i-1} + 4H_i + H_{i+1}) = 0 \quad (5.14)
\]

With the same assumption in (5.7) and elimination of \(E_{i-1/2}\) and \(E_{1+1/2}\) in discretized FEM system we will obtain the matrix equation for the FEM system with mixed interpolation

\[
\begin{bmatrix}
\frac{j \omega d}{12} (3 - \cos(kd)) & \frac{j \omega d}{6} \sin(kd) \\
\frac{j \omega d}{6} \sin(kd) & \frac{j \omega d}{3} (2 + \cos(kd)) + \frac{5}{3} \frac{j \omega d}{\delta j \omega d} (1 - \cos(kd))
\end{bmatrix}
\begin{bmatrix}
E_i \\
H_i
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix} \quad (5.15)
\]

and the corresponding numerical results of wavenumber

\[
\tilde{k} = \frac{1}{d} \sqrt{\frac{5(3 - \cos(kd))(1 - \cos(kd)) + \sin^2(kd)}{(3 - \cos(kd))(2 + \cos(kd))}} \quad (5.16)
\]

Fig. 5.4 shows the dispersion curve of the 1D mixed FEM system with mixed interpolation, from which we observe the monotonicity of the dispersion curve within the region \(kd \in [0, \pi]\). Based on the dispersion analysis we know that the mixed FEM system with mixed interpolation should be free of spurious modes, and this prediction is verified by numerical results shown in Fig. 5.5 and Tab. 5.2.

5.3 Numerical Dispersion Analysis based on Rayleigh Quotient

Analytical dispersion analysis for mixed FEM systems shown in above sections can only be applied to a very limited number of simple mixed FEM systems, e.g. un-
Figure 5.4: The dispersion curve of 1D mixed FEM system with mixed interpolation (quadratic basis function for $E_y$ and linear basis function for $H_z$).

Figure 5.5: The first 12 eigenmodes by 1D mixed FEM system with mixed interpolation.
Table 5.2: First 12 eigenvalues by 1D mixed FEM system with mixed interpolation

<table>
<thead>
<tr>
<th>Mode</th>
<th>numerical $k$ (m$^{-1}$)</th>
<th>analytical $k$ (m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0000</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>6.2832</td>
<td>6.2832</td>
</tr>
<tr>
<td>3</td>
<td>12.5664</td>
<td>12.5664</td>
</tr>
<tr>
<td>4</td>
<td>18.8498</td>
<td>18.8496</td>
</tr>
<tr>
<td>5</td>
<td>25.1339</td>
<td>25.1327</td>
</tr>
<tr>
<td>6</td>
<td>31.4194</td>
<td>31.4159</td>
</tr>
<tr>
<td>7</td>
<td>37.7077</td>
<td>37.6991</td>
</tr>
<tr>
<td>8</td>
<td>44.0007</td>
<td>43.9823</td>
</tr>
<tr>
<td>9</td>
<td>50.3007</td>
<td>50.2655</td>
</tr>
<tr>
<td>10</td>
<td>56.6109</td>
<td>56.5487</td>
</tr>
<tr>
<td>11</td>
<td>62.9351</td>
<td>62.8319</td>
</tr>
<tr>
<td>12</td>
<td>69.2776</td>
<td>69.1150</td>
</tr>
</tbody>
</table>

bounded (or periodical) computational domain with uniform mesh. For more complex cases such as finite computational domain, geometries described in cylinder or spherical coordinate, PEC / PMC boundary, inhomogeneous material distribution, etc. analytical dispersion curves will not be available. Rayleigh quotient [77] can be used to numerically perform dispersion analysis for complex mixed FEM system.

The dispersion analysis for a discretized mixed FEM system (3.5) and (3.6) can be obtained numerically as

$$\tilde{k} = -j\sqrt{\varepsilon_0\mu_0}\frac{v^T K v}{v^T M v}$$  \hspace{1cm}  \text{(5.17)}$$

where $v$ is the discretized analytical solution of $E$ and $H$ corresponding to a specific mode

$$v = \begin{bmatrix} e \\ h \end{bmatrix}$$  \hspace{1cm}  \text{(5.18)}$$

$M$ and $K$ are obtained from system matrices in (3.5) and (3.6)

$$M = \begin{bmatrix} M_{ee} & 0 \\ 0 & M_{hh} \end{bmatrix}$$  \hspace{1cm}  \text{(5.19)}$$
\[ K = \begin{bmatrix} C_{ee} & K_{eh} \\ K_{he} & C_{hh} \end{bmatrix} \] (5.20)

For lossless cases the Rayleigh quotient (5.17) can be simplified as

\[ \tilde{k} = \sqrt{-\epsilon_0 \mu_0 \frac{e^T K_{eh} M_{hh}^{-1} K_{he} e}{e^T M_{ee} e}} \] (5.21)

where \( e \) is the discretized analytical solution of electrical fields for a specific mode.
In this chapter we will discuss about the spatial discretization for a multiscale structure [78]. The hybrid SETD/FETD scheme is a domain decomposition technique based on the discontinuous Galerkin’s method. As shown in Fig. 6.1, a multiscale system is divided into several subdomains to separate the electrically fine and electrically coarse structures. The FETD method is employed for subdomains containing electrically fine structures, and lower order tetrahedral finite elements are used in these subdomains because they are very flexible in geometric modeling; the SETD method is employed for subdomains containing electrically coarse structures as well as the PML part, and higher order hexahedral spectral elements are used in the these subdomains because they are very efficient in modeling electrically large objects with smooth internal media. The FETD and SETD meshes can be conforming or non-conforming across the interfaces between subdomains, and the Riemann solver [50] is employed onto the interfaces to communicate fields between adjacent subdomains. Because the hybrid SETD/FETD method is based on the Maxwell’s equations with two variables, not the second order wave equation with one variable, the perfectly
Figure 6.1: A schematic of the hybrid SETD/FETD discretization.

matched layer (PML) [26] is straightforward to be implemented for open-region problems.

6.1 Galerkin’s Weak Form and Numerical Flux

Denote \( \Phi \) and \( \Psi \) as basis functions for \( E \) and \( H \), respectively. The Galerkin’s weak forms of Maxwell’s equations are

\[
\int_V \Phi \cdot \left( \epsilon \frac{\partial E}{\partial t} + \sigma_e E - \nabla \times H + J_s \right) dV = 0 \tag{6.1}
\]

\[
\int_V \Psi \cdot \left( \mu \frac{\partial H}{\partial t} + \sigma_m H + \nabla \times E + M_s \right) dV = 0 \tag{6.2}
\]

where \( V \) denotes the volume of a subdomain, which contains one or more finite elements or spectral elements. By performing integration by parts for the above equations we have

\[
\int_V \Phi \cdot \left( \epsilon \frac{\partial E}{\partial t} + \sigma_e E + J_s \right) dV = \int_V \nabla \times \Phi \cdot H dV + \int_S \Phi \cdot (n \times H) dS \tag{6.3}
\]
\[
\int_V \Psi \cdot \left( \mu \frac{\partial H}{\partial t} + \sigma_m H + M_s \right) dV = -\int_V \nabla \times \Psi \cdot E dV - \int_S \Psi \cdot (n \times E) dS \quad (6.4)
\]

where \( S \) denotes the subdomain surface, and \( n \) is the unit normal vector located on \( S \) and pointing to the outside of \( V \). Taking the \( i \)-th subdomain as the local subdomain and assuming it is adjacent to the \( j \)-th subdomain, the interface values \((\hat{n} \times E)\) and \((\hat{n} \times H)\) can be obtained by Riemann solver [50]

\[
(Y^{(i)} + Y^{(j)}) (n \times E) = n \times (Y^{(i)}E^{(i)} + Y^{(j)}E^{(j)}) - n \times n \times (H^{(i)} - H^{(j)}) \quad (6.5)
\]

and

\[
(Z^{(i)} + Z^{(j)}) (n \times H) = n \times (Z^{(i)}H^{(i)} + Z^{(j)}H^{(j)}) + n \times n \times (E^{(i)} - E^{(j)}) \quad (6.6)
\]

where \( Z^{(i)} = 1/Y^{(i)} = \sqrt{\mu^{(i)}/\epsilon^{(i)}} \) and \( Z^{(j)} = 1/Y^{(j)} = \sqrt{\mu^{(j)}/\epsilon^{(j)}} \) are wave impedances for the \( i \)-th and the \( j \)-th subdomain, respectively.

### 6.2 Treatment of Non-Conforming Meshes

The surface integration terms in (6.3) and (6.4) are very critical in the implementation of hybrid SETD/FETD method. They should be evaluated over the shared area between two elements from two adjacent subdomains. In general the shared area can be an arbitrarily curved polygon, on which the surface integration will be very tedious to be carried. As shown in Fig. 6.2, here we only consider a simpler case that elements from both two subdomains have the first order of geometric transformation, i.e. the shared area between two elements is always a flat polygon.

The surface integration over a flat polygon can be evaluated in two steps. As shown in Fig. 6.3, the first step is to decompose a polygon with \( N \) vertices into \( N-2 \) triangles. And the surface integration on those triangles can be carried out one by one, where higher degree quadrature rules on triangles [79] may be needed. After the decomposition of polygon and integration over triangles, the final result of the
Figure 6.2: The shared area of two elements (a and b) with first order geometric transformation is a flat polygon, which is shown as the circled area in (c).

Figure 6.3: A ploy with $N$ vertices (a) can be decomposed into $N - 2$ triangles (b).

Surface integration over the polygon can be obtained by summing integration values over all triangles up.

6.3 Multiple-Domain Discretized System

Assuming a multiscale structure is divided into $N$ subdomains, the discretized system of equations by the hybrid SETD/FETD method will be

$$M^{(i)}_{ee} \frac{d\mathbf{e}^{(i)}}{dt} = K^{(i)}_{ed} \mathbf{h}^{(i)} + C^{(i)}_{ee} \mathbf{e}^{(i)} + \mathbf{j}^{(i)} + \sum_{j=1}^{N} \left( L^{(ij)}_{ee} \mathbf{e}^{(j)} + L^{(ij)}_{eh} \mathbf{h}^{(j)} \right), \quad i = 1, \ldots, N$$

(6.7)
\[ M^{(i)}_{hh} \frac{dh^{(i)}}{dt} = K^{(i)}_{he} e^{(i)} + C^{(i)}_{hh} h^{(i)} + m^{(i)} \]
\[ + \sum_{j=1}^{N} \left( I^{(ij)}_{he} e^{(j)} + I^{(ij)}_{hh} h^{(j)} \right), \quad i = 1, \ldots, N \]  \hspace{1cm} (6.8)

where \( e^{(i)} \) and \( h^{(i)} \) are vectors of the discretized electric and magnetic fields, \( M^{(i)}_{ee} \) and \( M^{(i)}_{hh} \) are the mass matrices, \( C^{(i)}_{ee} \) and \( C^{(i)}_{hh} \) are the damping matrices, \( K^{(i)}_{eh} \) and \( K^{(i)}_{he} \) are the stiffness matrices, and \( j^{(i)} \) and \( m^{(i)} \) are vectors of the discretized excitations of the \( i \)-th subdomain. Matrices \( L^{(ij)}_{ee}, L^{(ij)}_{eh}, L^{(ij)}_{he}, L^{(ij)}_{hh} \) are obtained from the interface integrations, and they can be viewed as the couplings between fields of the \( i \)-th subdomain and fields of the \( j \)-th subdomain. Formulations of the above matrices and vectors are as follows:

\[ (M^{(i)}_{ee})_{kl} = \int_{V} \Phi^{(i)}_{k} \epsilon \Phi^{(i)}_{l} dV \]  \hspace{1cm} (6.9)

\[ (M^{(i)}_{hh})_{kl} = \int_{V} \Psi^{(i)}_{k} \mu \Psi^{(i)}_{l} dV \]  \hspace{1cm} (6.10)

\[ (C^{(i)}_{ee})_{kl} = -\int_{V} \Phi^{(i)}_{k} \sigma_e \Phi^{(i)}_{l} dV \]  \hspace{1cm} (6.11)

\[ (C^{(i)}_{hh})_{kl} = -\int_{V} \Psi^{(i)}_{k} \sigma_m \Psi^{(i)}_{l} dV \]  \hspace{1cm} (6.12)

\[ (K^{(i)}_{eh})_{kl} = \int_{V} \Phi^{(i)}_{k} \cdot \nabla \times \Psi^{(i)}_{l} dV \]  \hspace{1cm} (6.13)

\[ (K^{(i)}_{he})_{kl} = -\int_{V} \Psi^{(i)}_{k} \cdot \nabla \times \Phi^{(i)}_{l} dV \]  \hspace{1cm} (6.14)
\begin{align*}
(j^{(i)})_k &= -\int_V \Phi_k^{(i)} \cdot J_s dV \quad (6.15) \\
(m^{(i)})_k &= -\int_V \Psi_k^{(i)} \cdot M_s dV \quad (6.16) \\
(L_{ee}^{(ij)})_{kl} &= \frac{1}{Z^{(ij)}} \int_S (n \times \Phi_k^{(i)}) \cdot (n \times \Phi_l^{(j)}) dS, \ i \neq j \quad (6.17) \\
(L_{eh}^{(ij)})_{kl} &= \frac{Z^{(j)}}{Z^{(ij)}} \int_S \Phi_k^{(i)} \cdot (n \times \Psi_l^{(j)}) dS, \ i \neq j \quad (6.18) \\
(L_{he}^{(ij)})_{kl} &= -\frac{Y^{(j)}}{Y^{(ij)}} \int_S \Psi_k^{(i)} \cdot (n \times \Phi_l^{(j)}) dS, \ i \neq j \quad (6.19) \\
(L_{hh}^{(ij)})_{kl} &= \frac{1}{Y^{(ij)}} \int_S (n \times \Psi_k^{(i)}) \cdot (n \times \Psi_l^{(j)}) dS, \ i \neq j \quad (6.20) \\
(L_{ee}^{(ii)})_{kl} &= \sum_{j=1}^{N} -\frac{1}{Z^{(ij)}} \int_S (n \times \Phi_k^{(i)}) \cdot (n \times \Phi_l^{(i)}) dS \quad (6.21) \\
(L_{eh}^{(ii)})_{kl} &= \sum_{j=1}^{N} \frac{Z^{(i)}}{Z^{(ij)}} \int_S \Phi_k^{(i)} \cdot (n \times \Psi_l^{(i)}) dS \quad (6.22) \\
(L_{he}^{(ii)})_{kl} &= \sum_{j=1}^{N} -\frac{Y^{(i)}}{Y^{(ij)}} \int_S \Psi_k^{(i)} \cdot (n \times \Phi_l^{(i)}) dS \quad (6.23) \\
(L_{hh}^{(ii)})_{kl} &= \sum_{j=1}^{N} -\frac{1}{Y^{(ij)}} \int_S (n \times \Psi_k^{(i)}) \cdot (n \times \Psi_l^{(i)}) dS \quad (6.24)
\end{align*}
where $Z^{(ij)} = Z^{(i)} + Z^{(j)}$ and $Y^{(ij)} = Y^{(i)} + Y^{(j)}$.

As shown in Fig. 6.4, by using the hybrid SETD/FETD method a whole structure will be divided into several subdomains, and the corresponding matrix equation for time stepping can be divided into a set of matrix equations with smaller sizes than the original one. This idea of domain decomposition via discontinuous Galerkin will make the hybrid SETD/FETD method be capable of handing larger systems of more unknowns. Furthermore, domain decomposition will make the numerical method more flexible in time stepping, which will be elaborated in next section.

6.4 Well-Posed Perfectly Matched Layer

The well-posed perfectly matched layer [26] based on complex coordinate stretching technique is employed here to truncate the computational domain of open-region problems. The Maxwell’s equations with well-posed PML should be modified as

$$
\frac{\epsilon}{\mu} \frac{\partial \bar{E}}{\partial t} - \nabla \times \bar{H} + (\sigma_e I + \epsilon \Lambda_1) \bar{E} + (\sigma_e \Lambda_1 + \epsilon \Lambda_2) \bar{E} + \sigma_e \Lambda_3 \bar{E} = -J_s \quad (6.25)
$$

$$
\frac{\mu}{\epsilon} \frac{\partial \bar{H}}{\partial t} + \nabla \times \bar{E} + (\sigma_m I + \mu \Lambda_1) \bar{H} + (\sigma_m \Lambda_1 + \mu \Lambda_2) \bar{E} + \sigma_m \Lambda_3 \bar{H} = -M_s \quad (6.26)
$$

where $I = \text{diag}\{1, 1, 1\}$, $\Lambda_0 = \text{diag}\{\omega_x, \omega_y, \omega_z\}$, $\Lambda_1 = \text{diag}\{\omega_y + \omega_z - \omega_x, \omega_z + \omega_x - \omega_y, \omega_x + \omega_y - \omega_z\}$, $\Lambda_2 = \text{diag}\{(\omega_x - \omega_y)(\omega_x - \omega_z), (\omega_y - \omega_x)(\omega_y - \omega_z), (\omega_z - \omega_x)(\omega_z - \omega_y)\}$, $\Lambda_3 = \text{diag}\{\omega_y \omega_z, \omega_z \omega_x, \omega_x \omega_y\}$. $\omega_x$, $\omega_y$, and $\omega_z$ are PML attenuation coefficients.
In equations (6.25) and (6.26) \( \bar{E} = E + \Lambda_0 \tilde{E} \), \( \bar{H} = H + \Lambda_0 \tilde{H} \). And the lower order terms \( \tilde{E}, \tilde{E}', \tilde{H}, \) and \( \tilde{H} \) satisfy the following relationships

\[
\frac{d\tilde{E}}{dt} = \tilde{E} - \Lambda_0 \tilde{E} \quad (6.27)
\]

\[
\frac{d\tilde{E}}{dt} = \tilde{E} \quad (6.28)
\]

\[
\frac{d\tilde{H}}{dt} = \tilde{H} - \Lambda_0 \tilde{H} \quad (6.29)
\]

\[
\frac{d\tilde{H}}{dt} = \tilde{H} \quad (6.30)
\]

Note that the attenuation coefficient \( \omega_x, \omega_y, \) and \( \omega_z \) are set to 0 and the lower order terms will disappear for physical regions. In other words, equations (6.25) and (6.26) will be degenerated to standard Maxwell’s equations as in (2.10) and (2.11) for non-PML subdomains.

Assuming the \( i \)-th subdomain contains PML, the discretized system of equations will take the form as

\[
M^{(i)}_{ee} \frac{d\tilde{e}^{(i)}}{dt} = K^{(i)}_{eh} \tilde{h}^{(i)} + \bar{C}^{(i)}_{ee} \tilde{e}^{(i)} + \bar{C}^{(i)}_{ee} \tilde{e}^{(i)} + \bar{C}^{(i)}_{ee} \tilde{e}^{(i)}
+ \sum_{j=1}^{N} \left( L^{(ij)}_{ee} \tilde{e}^{(j)} + L^{(ij)}_{eh} \tilde{h}^{(j)} \right) + j^{(i)} \quad (6.31)
\]

\[
\bar{M}^{(i)}_{ee} \frac{d\tilde{e}^{(i)}}{dt} = \bar{M}^{(i)}_{ee} \tilde{e}^{(i)} + \bar{M}^{(i)}_{ee} \tilde{e}^{(i)} \quad (6.32)
\]

\[
\frac{d\tilde{e}^{(i)}}{dt} = \tilde{e}^{(i)} \quad (6.33)
\]
\[ \mathbf{M}^{(i)} \frac{d\mathbf{h}^{(i)}}{dt} = \mathbf{K}^{(i)} \mathbf{e}^{(i)} + \mathbf{C}^{(i)} \mathbf{h}^{(i)} + \mathbf{\tilde{C}}^{(i)} \mathbf{\tilde{h}}^{(i)} + \mathbf{\check{C}}^{(i)} \mathbf{\check{h}}^{(i)} + \mathbf{m}^{(i)} \]

\[
+ \sum_{j=1}^{N} \left( \mathbf{L}_{hh}^{(ij)} \mathbf{h}^{(j)} + \mathbf{L}_{he}^{(ij)} \mathbf{e}^{(j)} \right) + \mathbf{m}^{(i)} \tag{6.34}
\]

\[ \mathbf{\tilde{M}}^{(i)} \frac{d\mathbf{\tilde{h}}^{(i)}}{dt} = \mathbf{\check{M}}^{(i)} \mathbf{\check{h}}^{(i)} + \mathbf{\check{M}}^{(i)} \mathbf{\check{h}}^{(i)} \tag{6.35} \]

\[ \frac{d\mathbf{\check{h}}^{(i)}}{dt} = \mathbf{\check{h}}^{(i)} \tag{6.36} \]

where

\[ (\mathbf{M}^{(i)})_{kl} = \int_{V} \mathbf{\Phi}^{(i)}_{k} \cdot \mathbf{\Phi}^{(i)}_{l} dV \tag{6.37} \]

\[ (\mathbf{\tilde{M}}^{(i)})_{kl} = \int_{V} \mathbf{\Psi}^{(i)}_{k} \cdot \mathbf{\Psi}^{(i)}_{l} dV \tag{6.38} \]

\[ (\mathbf{\check{M}}^{(i)})_{kl} = -\int_{V} \mathbf{\Phi}^{(i)}_{k} \cdot \mathbf{\Lambda}_{0} \cdot \mathbf{\Phi}^{(i)}_{l} dV \tag{6.39} \]

\[ (\mathbf{\check{M}}^{(i)})_{kl} = -\int_{V} \mathbf{\Psi}^{(i)}_{k} \cdot \mathbf{\Lambda}_{0} \cdot \mathbf{\Psi}^{(i)}_{l} dV \tag{6.40} \]

\[ (\mathbf{C}^{(i)})_{kl} = -\int_{V} \mathbf{\Phi}^{(i)}_{k} \cdot (\sigma_{e} \mathbf{I} + \epsilon \mathbf{\Lambda}_{1}) \cdot \mathbf{\Phi}^{(i)}_{l} dV \tag{6.41} \]

\[ (\mathbf{C}^{(i)})_{kl} = -\int_{V} \mathbf{\Psi}^{(i)}_{k} \cdot (\sigma_{m} \mathbf{I} + \mu \mathbf{\Lambda}_{1}) \cdot \mathbf{\Psi}^{(i)}_{l} dV \tag{6.42} \]

\[ (\mathbf{\check{C}}^{(i)})_{kl} = -\int_{V} \mathbf{\Phi}^{(i)}_{k} \cdot (\sigma_{e} \mathbf{\Lambda}_{1} + \epsilon \mathbf{\Lambda}_{2}) \cdot \mathbf{\Phi}^{(i)}_{l} dV \tag{6.43} \]
\[
(\tilde{C}_{hh}^{(i)})_{kl} = -\int_V \Psi_k^{(i)} \cdot (\sigma_m \Lambda_1 + \mu \Lambda_2) \cdot \Psi_l^{(i)} dV \quad (6.44)
\]

\[
(\tilde{C}_{ee}^{(i)})_{kl} = -\int_V \Phi_k^{(i)} \cdot (\sigma_e \Lambda_3) \cdot \Phi_l^{(i)} dV \quad (6.45)
\]

\[
(\tilde{C}_{hh}^{(i)})_{kl} = -\int_V \Psi_k^{(i)} \cdot (\sigma_m \Lambda_3) \cdot \Psi_l^{(i)} dV \quad (6.46)
\]

And all the other matrices and vectors have the same formulations as those in equations (6.9) - (6.24).

Under most circumstances the PML region can be viewed as an electrically large structure with smooth internal media, thus this part can be efficiently modeled by hexahedral spectral elements with higher interpolation degree. Furthermore, if orthogonal mesh is used to discretize the PML region, all the mass matrices and damping matrices in equations (6.31) - (6.36) will become diagonal matrices [37] [70], which will greatly accelerate the operations in time-stepping.
As shown in the previous chapter, the hybrid SETD/FETD method can decompose a big system of matrix equations into a bunch of smaller systems, thus greatly alleviate the computational burden in inversion or factorization of system matrices during time stepping. A multiscale system discretized by the hybrid SETD/FETD method usually contains electrically coarse subdomains with coarse spectral meshes, which have relatively large CFL numbers, i.e. $\Delta t$ in time stepping. Meanwhile the multiscale system also contains electrically fine subdomains with dense meshes, whose CFL numbers may be several orders smaller than those of electrically coarse subdomains. This property of discretized multiscale system will make time integration very challenging to conventional explicit or implicit time-stepping schemes. Using an explicit time-stepping scheme to the whole discretized system requires the global $\Delta t$ no larger than the smallest CFL number of all subdomains, which may lead to an unaffordably large number of steps for time integration. Implicit schemes can surpass the CFL limit, however, these schemes require inverting or factorizing
global system matrices, which could be prohibitively expensive when the number of unknowns becomes large.

In the chapter we will discuss time stepping schemes under all circumstances for multiple-domain discretized systems by the hybrid SETD/FETD method. More specifically, we will discuss the global explicit Runge-Kutta (ERK) method for the scenario where all subdomains have relatively large $\Delta t$; the implicit-explicit Runge-Kutta (IMEX-RK) for the scenario where explicit subdomains with large $\Delta t$ and implicit subdomains with small $\Delta t$ coexist [80]; and the Crank-Nicolson (CN) method with block Gauss-Seidel iteration for the scenario where all subdomains are implicit, i.e. with small $\Delta t$. Furthermore, we will discuss how to use a more efficient block-Thomas algorithm to replace the block Gauss-Seidel iteration if the adjacent implicit subdomains can be ordered as a 1D array, which can be encountered in both the scenarios of hybrid explicit / implicit subdomains and the scenarios of all implicit subdomains [81].

7.1 ERK for All Explicit Subdomains

We will first consider this case: all subdomains in the discretized systems are in coarse mesh, thus have relatively large $\Delta t$. If the global $\Delta t$ is chosen as smaller than or equal to the smallest $\Delta t$ among all subdomains, then the subdomain based ERK can be used for time stepping.

For concision we rewrite the discretized system with $N$ subdomains (6.7) and (6.8) as

$$
M^{(i)} \frac{d \mathbf{v}^{(i)}}{dt} = \sum_{j=1}^{N} L^{(ij)} \mathbf{v}^{(j)} + f^{(i)}, \quad i = 1, \cdots, N
$$

(7.1)
where

\[ v^{(i)} = \begin{bmatrix} e^{(i)} \\ h^{(i)} \end{bmatrix} \]  
(7.2)

\[ f^{(i)} = \begin{bmatrix} j^{(i)} \\ m^{(i)} \end{bmatrix} \]  
(7.3)

\[ M^{(i)} = \begin{bmatrix} M^{(ii)}_{ee} & 0 \\ 0 & M^{(ii)}_{hh} \end{bmatrix} \]  
(7.4)

\[ L^{(ii)} = \begin{bmatrix} C^{(i)}_{ee} + L^{(ii)}_{ee} & K^{(i)}_{eh} + L^{(ii)}_{eh} \\ K^{(i)}_{he} + L^{(ii)}_{he} & C^{(i)}_{hh} + L^{(ii)}_{hh} \end{bmatrix} \]  
(7.5)

\[ L^{(ij)} = \begin{bmatrix} L^{(ij)}_{ee} & L^{(ij)}_{eh} \\ L^{(ij)}_{he} & L^{(ij)}_{hh} \end{bmatrix} \]  
, for \( i \neq j \)  
(7.6)

Assuming we have already obtained all the field values for the \( n \)-th time step, the solution of the \( i \)-th subdomain for the \((n + 1)\)-th time step based on explicit Runge-Kutta method with \( s \) stages is

\[ v^{(i)}_{n+1} = v^{(i)}_n + \Delta t \sum_{k=1}^{s} b_k u^{(i)}_k \]  
(7.7)

where

\[ M^{(i)} u^{(i)}_k = \sum_{j=1}^{N} L^{(ij)} \left( v^{(j)}_n + \Delta t \sum_{l=1}^{k-1} a_{k,l} u^{(j)}_l \right) + f^{(i)}(t_n + c_k \Delta t) \]  
(7.8)

and coefficient \( a_{k,l} \), \( b_k \), and \( c_k \) are from the Butcher tableau \([82]\)

\[
\begin{array}{cccccccc}
0 & 0 & 0 & \cdots & \cdots & 0 \\
c_2 & a_{2,1} & 0 & \ddots & \ddots & \vdots \\
c_3 & a_{3,1} & a_{3,2} & 0 & \ddots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & 0 \\
c_s & a_{s,1} & a_{s,2} & \cdots & a_{s,s-1} & 0 \\
b_1 & b_2 & b_3 & \cdots & b_s \\
\end{array}
\]  
(7.9)
It should be noticed that since $a_{k,l} = 0$ for $l \leq k$ in ERK, thus in (7.8) we only need previous information $(u_l^{(j)}, l = 1, 2, \cdots, k-1, j = 1, 2, \cdots, N)$ to calculate the solution at current stage $u_k^{(i)}$. This means only the mass matrix $M^{(i)}$ needs to be inverted or factorized during time stepping, and this step can be efficiently performed by employing LU decomposition [83], or directly inverting the matrix is mass-lumping technique is used.

7.2 IMEX-RK for Combination of Explicit and Implicit Subdomains

This scenario is mostly for multiscale simulations, where subdomains with coarse meshes and relatively large $\Delta t$ coexist with subdomains with fine meshes and very small $\Delta t$. The additive Runge-Kutta method (ARK) [84]-[85], which is one type of the implicit-explicit Runge-Kutta (IMEX-RK) method, is used here to surpass the stability criteria of subdomains with fine meshes while keep the exploitation of efficient explicit time stepping for subdomains with coarse meshes.

The Butcher tableau of IMEX-RK consists of two parts. The first part is for the explicit Runge-Kutta (ERK) method, which is the same as (7.9)

\[
\begin{array}{cccccc}
0 & 0 & 0 & \cdots & \cdots & 0 \\
c_2 & a^e_{2,1} & 0 & \ddots & \ddots & \vdots \\
c_3 & a^e_{3,1} & a^e_{3,2} & 0 & \ddots & \vdots \\
& \vdots & \vdots & \vdots & \ddots & 0 \\
c_s & a^e_{s,1} & a^e_{s,2} & \cdots & a^e_{s,s-1} & 0 \\
\end{array}
\]

\[\tag{7.10}\]

And the second part is for the explicit singly diagonally implicit Runge-Kutta (ES-
DIRK) method

\[
\begin{array}{ccccccc}
0 & a_{i,1}^{im} & 0 & \ldots & \ldots & 0 \\
c_2 & a_{2,1}^{im} & a_{2,2}^{im} & 0 & \ldots & \ldots \\
c_3 & a_{3,1}^{im} & a_{3,2}^{im} & a_{3,3}^{im} & \ldots & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
c_s & a_{s,1}^{im} & a_{s,2}^{im} & \ldots & a_{s,s-1}^{im} & a_{s,s}^{im} \\
b_1 & b_2 & b_3 & \ldots & \ldots & b_s \\
\end{array}
\]  

(7.11)

It should be noticed that coefficients \(a\) and \(c\) in the above two tableaus are exactly the same, which paves the foundation of hybridization of the ERK and ESDIRK.

Assuming a discretized multiscale problem contains \(N_{ex}\) explicit subdomains with coarse meshes and \(N_{im}\) implicit subdomains with dense meshes, the time stepping formulation for the \(i\)-th subdomain based on IMEX-RK with \(s\) stages is

\[
v_{n+1}^{(i)} = v_n^{(i)} + \Delta t \sum_{k=1}^{s} b_k u_k^{(i)} , \quad i = 1, \ldots, N_{im} + N_{ex} \tag{7.12}
\]

where

\[
M^{(i)} u_k^{(i)} = \sum_{j=1}^{N_{im}} L^{(ij)} \left( v_n^{(j)} + \Delta t \sum_{l=1}^{k} a_{k,l}^{im} u_l^{(j)} \right) + \sum_{j=N_{im}+1}^{N_{im}+N_{ex}} L^{(ij)} \left( v_n^{(j)} + \Delta t \sum_{l=1}^{k-1} a_{k,l}^{ex} u_l^{(j)} \right) + f^{(i)}(t_n + c_k \Delta t) \tag{7.13}
\]

As shown in Fig. 7.1, several situations may be encountered in the solution of (7.13). To make the IMEX-RK work with discretized system by the hybrid SETD/FETD, we need to perform time stepping in the following steps:

- Step 1: update field values of all isolated implicit subdomain (4) subdomain by subdomain.
- Step 2: update field values of coupled implicit subdomains (2, 3, 6) iteratively.
Figure 7.1: A schematic of time stepping in IMEX-RK.

- Step 3: update field values of all explicit subdomains (1, 5) subdomain by subdomain.

Details in these three steps are elaborated in the following subsections.

7.2.1 Isolated Implicit Subdomains in IMEX-RK

Assuming the \(i\)-th subdomains is an implicit subdomain isolated from all the other implicit subdomains, i.e. it is only coupled with explicit subdomains. The (7.13) can be rewritten as

\[
\begin{align*}
(M^{(i)} - \Delta t a_{i,k}^{im} L^{(ii)}) u_k^{(i)} &= L^{(ii)} \left( v_n^{(i)} + \Delta t \sum_{l=1}^{k-1} a_{i,k}^{im} u_l^{(j)} \right) \\
&+ \sum_{j=N_{im}+1}^{N_{im}+N_{ex}} L^{(ij)} \left( v_n^{(j)} + \Delta t \sum_{l=1}^{k-1} a_{i,k}^{ex} u_l^{(j)} \right) + f^{(i)}(t_n + c_k \Delta t) \quad (7.14)
\end{align*}
\]

Compared (7.14) with (7.8) we find that for the isolated implicit subdomains in IMEX-RK a combination of both \(M\) and \(L\), instead of mass matrix \(M\) itself, needs to be inverted or factorized during time stepping. The factorization in this situation can be much more expensive than than for only mass matrix, however, by doing this the implicit subdomain can adopt a much larger \(\Delta t\) than CFL number.
7.2.2 Coupled Implicit Subdomains in IMEX-RK

If two or more implicit subdomains are coupled together, then time stepping cannot be performed subdomain by subdomain in a serial way. Without losing generality, assuming the first \( M \) implicit subdomains are coupled to each other and decoupled from the other implicit subdomains, (7.13) for this situation can be rewritten as

\[
\begin{bmatrix}
M^{(1)} & 0 & \ldots & 0 \\
0 & M^{(2)} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & M^{(M)}
\end{bmatrix}
\begin{bmatrix}
u^{(1)}_k \\
u^{(2)}_k \\
\vdots \\
u^{(M)}_k
\end{bmatrix}
= \\
\Delta t^{\text{im}}
\begin{bmatrix}
L^{(1,1)} & L^{(1,2)} & \ldots & L^{(1,M)} \\
L^{(2,1)} & L^{(2,2)} & \ddots & \vdots \\
\vdots & \ddots & \ddots & L^{(M-1,M)} \\
L^{(M,1)} & \ldots & L^{(M,M-1)} & L^{(M,M)}
\end{bmatrix}
\begin{bmatrix}
u^{(1)}_k \\
u^{(2)}_k \\
\vdots \\
u^{(M)}_k
\end{bmatrix}
+ \\
\begin{bmatrix}
q^{(1)}_k \\
q^{(2)}_k \\
\vdots \\
q^{(M)}_k
\end{bmatrix}
\tag{7.15}
\]

where

\[
q^{(i)}_k = \sum_{j=N_{\text{im}}+1}^{N_{\text{im}}+N_{\text{ex}}} L^{(ij)} \left( v_n^{(j)} + \Delta t \sum_{l=1}^{k-1} a_{kl}^{ex} u_l^{(j)} \right) + f^{(i)}(t_n + c_k \Delta t), \quad i = 1, \ldots, M \tag{7.16}
\]

(7.15) can be solved as a whole system, no matter by direct or iterative methods. However, following this way will lose the point of domain decomposition. A more suitable and more efficient choice is to employ subdomain based iterative method, such as the block Gauss-Seidel method. The pseudo code of the block Gauss-Seidel
algorithm is as follows

\[
\begin{aligned}
\text{while (convergence is not reach)} \\
\quad \text{for } i = 1 : M \\
\quad \quad \tilde{q}^{(i)} = \tilde{q}^{(i)} \\
\quad \quad \text{for } j = 1 : i - 1 \\
\quad \quad \quad \tilde{q}^{(i)} = \tilde{q}^{(i)} + \Delta t a_{\text{im}}^{i} L^{(ij)} u_k^{(j)} \\
\quad \quad \text{end} \\
\quad \quad \text{for } j = i + 1 : M \\
\quad \quad \quad \tilde{q}^{(i)} = \tilde{q}^{(i)} + \Delta t a_{\text{im}}^{i} L^{(ij)} u_k^{(j)} \\
\quad \quad \text{end} \\
\quad \text{solve } (M^{(i)} - \Delta t a_{\text{im}}^{i} L^{(ii)}) u_k^{(i)} = \tilde{q}^{(i)} \\
\quad \text{end} \\
\text{check if convergence is reached} \\
\end{aligned}
\]

\( (7.17) \)

7.2.3 Explicit Subdomains in IMEX-RK

From (7.13) we find that to obtain the field values of an explicit subdomain at current step we need to know the field values of previous steps for all subdomains as well as the field values at current step for all implicit subdomains. That is the reason why we perform time stepping for implicit subdomains first. Solving (7.13) for explicit subdomains is the same as in (7.8), i.e. only the mass matrix \( M^{(i)} \) needs to be inverted or factorized during time stepping.

7.3 CN with block GS for All Implicit Subdomains

The last scenario is all subdomains in the discretized systems have very fine meshes and consequently very small \( \Delta t \). All subdomains must be treated as implicit ones to make the time stepping stable with relatively large \( \Delta t \). The Crank-Nicolson method [86] combined with block Gauss-Seidel iteration is employed here for this situation.

\[
M^{(i)} \frac{v_{n+1}^{(i)} - v_{n}^{(i)}}{\Delta t} = \sum_{j=1}^{N} L^{(ij)} \frac{v_{n+1}^{(i)} + v_{n}^{(i)}}{2} + f^{(i)}(t_n + \frac{1}{2} \Delta t), \quad i = 1, \ldots, N \quad (7.18)
\]
(7.18) can be rewritten as
\[
\left( M^{(i)} - \frac{1}{2} \Delta t \sum_{j=1}^{N} L^{(ij)} \right) v_{n+1}^{(i)} = \left( M^{(i)} + \frac{1}{2} \Delta t \sum_{j=1}^{N} L^{(ij)} \right) v_{n}^{(i)} + f^{(i)}(t_n + \frac{1}{2} \Delta t) \]
\[
(7.19)
\]

Subdomain based iterative solver such as block Gauss-Seidel method can be used to solve the above equation. The pseudo code of the block Gauss-Seidel algorithm for Crank-Nicolson method is as follows

\[
\begin{align*}
\text{while (convergence is not reach)} & \\
\quad \text{for } i = 1 : M & \\
\quad & \quad q^{(i)} = M^{(i)} v_{n}^{(i)} + f^{(i)}(t_n + \frac{1}{2} \Delta t) \\
\quad & \quad \text{for } j = 1 : N & \\
\quad & \quad \quad q^{(i)} = q^{(i)} + \frac{1}{2} \Delta t L^{(ij)} v_{n}^{(j)} \\
\quad & \quad \text{end} & \\
\quad & \quad \text{for } j = 1 : i - 1 & \\
\quad & \quad \quad q^{(i)} = q^{(i)} + \frac{1}{2} \Delta t L^{(ij)} v_{n+1}^{(j)} \\
\quad & \quad \text{end} & \\
\quad & \quad \text{for } j = i + 1 : N & \\
\quad & \quad \quad q^{(i)} = q^{(i)} + \frac{1}{2} \Delta t L^{(ij)} v_{n+1}^{(j)} \\
\quad & \quad \text{end} & \\
\quad & \quad \text{solve } \left( M^{(i)} - \frac{1}{2} \Delta t L^{(ii)} \right) v_{n+1}^{(i)} = q^{(i)} & \\
\quad \text{end} & \\
\text{check if convergence is reached} & \\
\end{align*}
\]
\[
(7.20)
\]

7.4 Block Thomas Algorithm for Implicit Subdomains in 1D Array

From previous sections we know that iterative methods are needed once implicit subdomains are coupled together, which may be encountered in both IMEX-RK for combination of explicit and implicit subdomains and CN for all implicit subdomains. If the coupled implicit subdomains can be ordered in 1D array shown in Fig. 7.2, the couple system of matrix equations in (7.13) and (7.18) will be take the form as
The block Thomas algorithm designed for block tri-diagonal system can be used here to accelerate the process of solving equations (7.21). The pseudo code of the block
Thomas algorithm is as follows

\[
\begin{aligned}
C'_1 &= B_1^{-1}C_1 \\
&\text{for } i = 2 : N - 1 \\
C'_i &= (B_i - A_iC'_{i-1})^{-1}C_i, \\
&\text{end} \\
f'_1 &= B_1^{-1}f_1 \\
&\text{for } i = 2 : N \\
f'_i &= (B_i - A_iC'_{i-1})^{-1}(f_i - A_if'_{i-1}), \\
&\text{end} \\
q_N &= f'_N \\
&\text{for } i = N - 1 : -1 : 1 \\
q_i &= f'_i - C'_iq_{i+1} \\
&\text{end}
\end{aligned}
\]  

(7.22)

From the above process we can find that with the 1D array the time stepping for coupled implicit subdomains will be performed in a deterministic number of steps of operation, instead of an iterative way. In other words, the block Thomas algorithm is an iteration-free method for coupled implicit subdomains in 1D array.
8.1 A Cavity Resonator Loaded with A Dielectric Ring

As shown in Fig. 8.1, we consider a cavity resonator loaded with a dielectric ring. A z-direction point electric dipole with a BHW pulse with characteristic frequency 1 GHz is placed at (-80, -20, 11.25) mm as the source, and a z-direction point dipole is placed at (160, 20, 11.25) cm as the receiver. The hybrid SETD/FETD method as well as the non-spurious vector FETD method with a single domain are used here to simulate this time domain problem and extract the resonant frequencies of this structure.

Table 8.1: Resonant frequencies of the dielectric-ring loaded cavity

<table>
<thead>
<tr>
<th>mode</th>
<th>reference [88]</th>
<th>hybrid SETD/FETD</th>
<th>one domain FETD</th>
</tr>
</thead>
<tbody>
<tr>
<td>k01</td>
<td>0.952 GHZ</td>
<td>0.950 GHZ</td>
<td>0.950 GHZ</td>
</tr>
<tr>
<td>k02</td>
<td>1.415 GHz</td>
<td>1.413 GHz</td>
<td>1.413 GHz</td>
</tr>
<tr>
<td>k03</td>
<td>1.608 GHz</td>
<td>1.613 GHz</td>
<td>1.613 GHz</td>
</tr>
<tr>
<td>k04</td>
<td>2.024 GHz</td>
<td>2.025 GHz</td>
<td>2.025 GHz</td>
</tr>
</tbody>
</table>

As shown in Fig. 8.2, the hybrid SETD/FETD method divides the whole computational domain into 5 subdomains. Subdomain 1 contains the complex and curved
Figure 8.1: A dielectric ring in a rectangular PEC cavity: $a_1 = 207.25$ mm, $a_2 = 116.75$ mm, $b = 121$ mm, $c = 43$ mm, $r_1 = 16.65$ mm, $r_2 = 26.75$ mm, $h=39$ mm [88].

Table 8.2: Computational costs of the hybrid SETD/FETD method and the non-spurious FETD method

<table>
<thead>
<tr>
<th>Method</th>
<th>Total Number of Unknowns</th>
<th>Memory (MB)</th>
<th>CPU Time (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid SETD/FETD</td>
<td>16759</td>
<td>19.5</td>
<td>20</td>
</tr>
<tr>
<td>One domain FETD</td>
<td>114166</td>
<td>96.0</td>
<td>160</td>
</tr>
</tbody>
</table>

shaped dielectric ring, so it is discretized by a dense and lower order tetrahedral mesh. Subdomains 4 and 5 contain dipoles and they are discretized by dense and lower order SETD meshes. Coarse and higher order SETD meshes are used to discretized the remaining subdomains, which only contain air between structures in this cavity. We also discretize the entire structure by the non-spurious FETD with a similar discretization density, which is also shown in Fig. 8.2. Time integration is performed for these two discretized systems for 10000 steps with $\Delta t = 4$ ps. Numerical results as well as computational costs of these two discretized schemes are listed in Tab. 8.1 and Tab. 8.2. We observe that compared with the FETD method, the hybrid SETD/FETD method can achieve the same level of accuracy with much less computational cost.
8.2 Measurement in A Reverberation Chamber

Consider measuring the radiation of a chip in a reverberation chamber with two metal stirrers. All dimensions of the chamber as well as the chip are shown in Fig. 8.3. The two stirrers have thickness of 5 mm, one is in vertical position and the other in horizontal direction. This measurement is performed with highest working frequency as 3 GHz. It is obvious that this is a multiscale problem, where electrically fine structures (the chip, the two stirrers) and electrically coarse structures (the homogeneous space of air in the chamber) coexist. The hybrid SETD/FETD method
and the FDTD method are used to solve this problem from the initial state to 100 nanoseconds. Due to the CFL limit, the maximum $\Delta t$ in the FDTD method is around 1 picosecond, which means 100,000 time steps are required to finish the simulation time window. On the other hand, the hybrid SETD/FETD with IMEX-RK method adopt a $\Delta t$ as large as 100 picoseconds, and consequently the time integration can be reduced to 1000 steps.

Four electrical dipoles are placed in the reverberation chamber as receivers. The numerical results of the received signals by the two methods are shown in Fig. 8.4 - Fig. 8.7, from which excellent agreements between the two methods are observed. The comparison of computational costs by the two methods are shown in Tab. 8.3, which clearly shows that the hybrid SETD/FETD method is more efficient than the conventional FDTD method for this multiscale simulation case.
**Figure 8.4:** The time-varying $E_z$ components by an electric dipole placed at $(0.5\text{ m}, 0.3\text{ m}, 0.1\text{ m})$ calculated by the FDTD method and the hybrid SETD/FETD method.

**Figure 8.5:** The time-varying $E_z$ components by an electric dipole placed at $(0.5\text{ m}, -0.3\text{ m}, 0.1\text{ m})$ calculated by the FDTD method and the hybrid SETD/FETD method.

**Figure 8.6:** The time-varying $E_z$ components by an electric dipole placed at $(-0.5\text{ m}, 0.3\text{ m}, 0.1\text{ m})$ calculated by the FDTD method and the hybrid SETD/FETD method.
Figure 8.7: The time-varying Ez components by an electric dipole placed at (-0.5 m, -0.3 m, 0.1 m) calculated by the FDTD method and the hybrid SETD/FETD method.

Table 8.3: Computational costs of the FDTD method and the hybrid SETD/FETD method

<table>
<thead>
<tr>
<th></th>
<th>FDTD</th>
<th>hybrid SETD/FETD</th>
<th>gain by SETD/FETD</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of unknowns</td>
<td>16,692,480</td>
<td>103,240</td>
<td>161.7</td>
</tr>
<tr>
<td>number of time steps</td>
<td>100,000</td>
<td>1,000</td>
<td>100</td>
</tr>
<tr>
<td>memory (MB)</td>
<td>501</td>
<td>315</td>
<td>1.6</td>
</tr>
<tr>
<td>CPU time (minutes)</td>
<td>156.6</td>
<td>11.3</td>
<td>13.9</td>
</tr>
</tbody>
</table>

8.3 Interconnect Package

Consider an interconnect package shown in Fig. 8.8 with strips and vias. This is a typical layered structure. Each layer contains complex and fine structures, which are shown in Fig. 8.9. Simulation of the whole package can be very challenging for any conventional method.

Figure 8.8: An interconnect package with strips and vias.
The labeling of all four ports of this package is shown in Fig. 8.10. We set port 1 as the source and all the others as receiver, and calculate the S-parameters up to 15 GHz by both the hybrid SETD/FETD method and the FDTD method (here we use Wavenology EM [73], a commercial FDTD software). We also use a commercial FEM software HFSS to solve this problem and regard the results by this software as reference. Fig. 8.11 shows the S-parameters by different methods, from which we can observe good agreements among all methods for $S_{11}$ and $S_{21}$, while there are some differences for $S_{31}$ and $S_{41}$, especially between the hybrid SETD/FETD results and the reference. One reason is that the two parameters $S_{31}$ and $S_{41}$ are small quantities (less than -50 dB), and another possible reason is due to the artificial dissipation as well as dispersion error brought by interfaces between subdomain. More thorough study for error estimation and control is needed for the hybrid SETD/FETD method.
Figure 8.10: Four ports of the interconnect package.

Figure 8.11: Calculated S-parameters by HFSS, FDTD, and hybrid SETD/FETD.
In Tab. 8.4 we compare the computational costs of the hybrid SETD/FETD method, the FDTD method, and the HFSS software, which is based on frequency-domain FEM. From this table we can see that the hybrid SETD/FETD is the most efficient method for this interconnect package case. Given the fact that both WCT and HFSS are highly optimized commercial software, while the hybrid SETD/FETD method is in a coarse code package without thorough optimization, we can expect more obvious advantages brought by the hybrid SETD/FETD method for a more fair comparison.

Table 8.4: Computational costs of the hybrid SETD/FETD method, the FDTD method, and the HFSS software

<table>
<thead>
<tr>
<th></th>
<th>hybrid SETD/FETD</th>
<th>FDTD</th>
<th>HFSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t (fs)$</td>
<td>500</td>
<td>3.98</td>
<td>—</td>
</tr>
<tr>
<td>number of time steps</td>
<td>1,000</td>
<td>125,628</td>
<td>—</td>
</tr>
<tr>
<td>memory (MB)</td>
<td>371</td>
<td>1,627</td>
<td>1,433</td>
</tr>
<tr>
<td>CPU time (minutes)</td>
<td>13.1</td>
<td>522</td>
<td>319</td>
</tr>
</tbody>
</table>

8.4 Antenna Array

As shown in Fig. 8.12, consider an antenna array consists of $5 \times 5$ identical patch antennas. The geometric parameters of each patch antenna are given in Fig. 8.13. Both the hybrid SETD/FETD method and the conventional FDTD method are employed to solve this problem. Fig. 8.14 and Fig. 8.15 show the scattered voltages and S-parameters of the center antenna. Good agreements between the two methods are observed. The comparison of computational costs between the hybrid SETD/FETD method and the FDTD method is list in Tab. 8.5, which clearly suggests that the the hybrid SETD/FETD method is more efficient than the conventional FDTD method.

As one type of domain decomposition method, the hybrid SETD/FETD method can greatly save memory by exploiting the structural repetition of the antenna array.
Figure 8.12: A $5 \times 5$ patch antenna array.

Figure 8.13: Patch antenna with thickness as 1 mm.
**Figure 8.14:** Scattered voltage calculated by FDTD and hybrid SETD/FETD.

**Figure 8.15:** S-parameter calculated by FDTD and hybrid SETD/FETD.
Table 8.5: Computational costs of the hybrid SETD/FETD method and the FDTD method for the antenna array case

<table>
<thead>
<tr>
<th></th>
<th>hybrid SETD/FETD</th>
<th>FDTD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta t (ps) )</td>
<td>10</td>
<td>0.1</td>
</tr>
<tr>
<td>number of time steps</td>
<td>500</td>
<td>50,000</td>
</tr>
<tr>
<td>memory (MB)</td>
<td>277</td>
<td>438</td>
</tr>
<tr>
<td>CPU time (hours)</td>
<td>2.2</td>
<td>3.4</td>
</tr>
</tbody>
</table>

To simulate the entire structure only one cell of the array needs to be discretized and stored, and all the other cells can share the subdomain matrices of the discretized cell. Tab. 8.6 and Fig. 8.16 compare the memory costs of the hybrid SETD/FETD method and the FDTD method for antenna arrays with different numbers of cells, from which we observe that the more cells in an array to be solved, the more memory saving can be brought by the hybrid SETD/FETD method.

Table 8.6: Memory costs of the hybrid SETD/FETD method and the FDTD method for the antenna arrays with different numbers of cells

<table>
<thead>
<tr>
<th>antenna array</th>
<th>hybrid SETD/FETD (MB)</th>
<th>FDTD (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ( \times ) 1</td>
<td>95</td>
<td>31</td>
</tr>
<tr>
<td>2 ( \times ) 2</td>
<td>123</td>
<td>88</td>
</tr>
<tr>
<td>3 ( \times ) 3</td>
<td>162</td>
<td>180</td>
</tr>
<tr>
<td>4 ( \times ) 4</td>
<td>214</td>
<td>291</td>
</tr>
<tr>
<td>5 ( \times ) 5</td>
<td>277</td>
<td>438</td>
</tr>
<tr>
<td>6 ( \times ) 6</td>
<td>352</td>
<td>624</td>
</tr>
<tr>
<td>7 ( \times ) 7</td>
<td>440</td>
<td>840</td>
</tr>
<tr>
<td>8 ( \times ) 8</td>
<td>539</td>
<td>1,085</td>
</tr>
<tr>
<td>9 ( \times ) 9</td>
<td>650</td>
<td>1,331</td>
</tr>
<tr>
<td>10 ( \times ) 10</td>
<td>773</td>
<td>1,638</td>
</tr>
</tbody>
</table>
Figure 8.16: Memory costs of the hybrid SETD/FETD method and the FDTD method for the antenna arrays with different numbers of cells.
9.1 conclusion

We propose a fast hybrid SETD/FETD method to solve multiscale electromagnetic problems, which simultaneously contain electrically fine structures and electrically coarse structures.

We first discuss about different forms of governing equations for describing electromagnetic phenomena and the corresponding FETD scheme. We make the conclusion that the EH scheme based on Maxwell’s equations is most suitable for constructing the hybrid SETD/FETD method. Then we propose a non-spurious vector FEM and a non-spurious vector SEM to discretize electrically fine and electrically coarse structures, respectively. The non-spurious schemes pave the theoretical foundation of the hybrid SETD/FETD method. Detailed formulations of the spatial discretization scheme, i.e. Galerkin’s weak forms and the numerical fluxes for domain decomposition, and several time stepping schemes under different circumstances are discussed. Numerical examples demonstrate that the hybrid SETD/FETD method is very efficient in modeling multiscale structures.
9.2 Original Contributions

Original contributions in the hybrid SETD/FETD method are listed as follows:

- The development of a non-spurious vector finite element for the coupled first-order Maxwell’s equations. Tetrahedrons are used to construct this element to maximize its flexibility in modeling complex structures. The first family of \( \text{Nédélec} \) elements with different interpolation degrees is employed to represent the two variables (\( \mathbf{E} \) and \( \mathbf{H} \)) to suppress spurious modes.

- The development of a non-spurious vector spectral element for the coupled first-order Maxwell’s equations. Hexahedral elements with higher interpolation degree are used to achieve high efficiency in modeling electrically coarse structures. The mixed-order curl-conforming basis functions based on the GLL polynomials are used for both \( \mathbf{E} \) and \( \mathbf{H} \) to facilitate the enforcement of boundary conditions; and the interpolation degree of basis functions for \( \mathbf{E} \) is set different from that for \( \mathbf{H} \) to suppress the spurious modes. The non-spurious vector spectral element can be utilized in both time domain and frequency domain, and can achieve both \( h- \) and \( p- \) refinement.

- The dispersion analysis for mixed FEM system for Maxwell’s equations. Analytical dispersion relationships are derived for several simple mixed FEM systems, and a numerical way based on the Rayleigh quotient is employed to obtain the dispersion for complex systems. The dispersion analysis shed a light on the origin of spurious modes as well as the accuracy of mixed FEM systems.

- The development of a hybrid SEM/FEM discretization scheme for multiscale stuctures. A multiscale structure is divided into several subdomains, and each subdomain is discretized by finite elements or spectral elements based on its
electrical size and geometric characteristics. The tetrahedron-based finite elements with lower degree of interpolation are used to capture the details of electrically fine structures, and the hexahedron-based spectral elements with higher degree of interpolation are used to efficiently model electrically coarse structures. The discontinuous Galerkin technique is used to stitch different subdomains together.

- The development of a hybrid IMEX scheme in the time-stepping process of the hybrid SETD/FETD method. Explicit schemes are used for electrically coarse subdomains discretized by coarse spectral element meshes; and implicit schemes are used for electrically fine subdomains discretized by dense finite element meshes to surpass the CFL limit. The IMEX scheme is an efficient solution to multiscale structures discretized by the combination of coarse meshes of spectral elements and dense meshes of finite elements.

- The combination of the block Thomas algorithm and the hybrid IMEX scheme for simulating layered structures. The hybrid FETD/SETD discretization for layered structures may lead to a block tri-diagonal system. Integration of the block Thomas algorithm into the hybrid IMEX scheme will eliminate the iterations among adjacent implicit subdomains, thus greatly improve the overall efficiency of the time stepping scheme.

9.3 Future Work

Several future works are needed to make the hybrid SETD/FETD method more efficient and more convenient in solving practical problems.

- More thorough study on the spurious modes in mixed FEM is necessary. In this thesis we only perform the dispersion analysis for 1D mixed FEM system.
2D and 3D dispersion analysis will be more meaningful for the construction of hybrid SETD/FETD method. Besides the dispersion analysis, other tools such as the inf-sup condition [89], the De Rham diagram [90], and the Tonti diagram [91] can be powerful techniques in studying this topic.

- In this thesis we assume the interfaces between adjacent subdomains are always plane facets, which is the simplest case for domain decomposition. Higher order geometric transformation and higher order numerical fluxes [92] are necessary to implement curved interfaces, which may bring more savings under several circumstance.

- Interpolatory FEM and SEM are used in this thesis for spatial discretization. The hierarchical FEM [93]-[95] is another type of FEM allowing mixing of orders within one mesh. The combination of domain decomposition and the hierarchical FEM can be more flexible in $hp$-refinement [96], which is very promising in multiscale simulations.

- More time stepping schemes such as the local time stepping [97] method and the spectral deferred correction [98] method can be integrated into the hybrid SETD/FETD framework. It would be interesting and meaningful to compare those methods with IMEX time stepping scheme under different situations.

- Several pre-processing functions can be added into the current code package to make it more convenient in solving practical problems. For example, if we want to make the code easy-to-use for electronic packaging problems, we need to integrate into the hybrid code several lumped element models [99]-[100] such as resistor, capacitor, dipolar, etc.

- Several post-processing functions such as parameter (voltage, current, S-parameters
etc.) extraction [101]-[102] will facilitate the comparison between numerical results and measurement values.
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