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Abstract

In most machine learning approaches, it is usually assumed that data are complete. When data are partially missing due to various reasons, for example, the failure of a subset of sensors, image corruption or inadequate medical measurements, many learning methods designed for complete data cannot be directly applied. In this dissertation we treat two kinds of problems with incomplete data using non-parametric Bayesian approaches: classification with incomplete features and analysis of low-rank matrices with missing entries.

Incomplete data in classification problems are handled by assuming input features to be generated from a mixture-of-experts model, with each individual expert (classifier) defined by a local Gaussian in feature space. With a linear classifier associated with each Gaussian component, nonlinear classification boundaries are achievable without the introduction of kernels. Within the proposed model, the number of components is theoretically “infinite” as defined by a Dirichlet process construction, with the actual number of mixture components (experts) needed inferred based upon the data under test. With a higher-level DP we further extend the classifier for analysis of multiple related tasks (multi-task learning), where model components may be shared across tasks. Available data could be augmented by this way of information transfer even when tasks are only similar in some local regions of feature space, which is particularly critical for cases with scarce incomplete training samples from each task. The proposed algorithms are implemented using efficient
variational Bayesian inference and robust performance is demonstrated on synthetic data, benchmark data sets, and real data with natural missing values.

Another scenario of interest is to complete a data matrix with entries missing. The recovery of missing matrix entries is not possible without additional assumptions on the matrix under test, and here we employ the common assumption that the matrix is low-rank. Unlike methods with a preset fixed rank, we propose a non-parametric Bayesian alternative based on the singular value decomposition (SVD), where missing entries are handled naturally, and the number of underlying factors is imposed to be small and inferred in the light of observed entries. Although we assume missing at random, the proposed model is generalized to incorporate auxiliary information including missingness features. We also make an attempt to acquire new entries actively based on the uncertainty manifested by posteriors. By introducing a probit link function, we are able to handle counting matrices with the decomposed low-rank matrices latent. The basic model and its extensions are validated on synthetic data, a movie-rating benchmark and a new data set presented for the first time.
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Introduction

1.1 Machine Learning Basics

As a field of increasing interest, machine learning is concerned with the development of algorithms and techniques that allow computers to “learn”. A learning process may involve predictors $x$, responses $y$ and the mapping rule $f(x)$. There are two broad families of basic machine learning problems, categorized according to whether responses $y$ are present or not.

If no responses ($y$) are imposed, the problem is referred to as unsupervised learning, for which the purpose is to discover the underlying structure of the predictors without any “supervisor”. In this class of problems, the intrinsic statistical characteristics of predictors are usually of interest, and hence generative models such as the hidden Markov model (HMM) [BP66] and the Gaussian mixture model (GMM) are typically used. There are many applications of unsupervised learning, for example, image segmentation [MS01] and music analysis [QPC07].

In contrast to unsupervised learning, in supervised learning the mapping rule
from predictors to corresponding response variables is of interest. If the responses are continuous quantities, e.g., customer income, insurance price or patient blood pressure, this is termed a regression problem. As a special case when the responses are class types, e.g., dog, cat or squirrel, it is a classification problem. Each object (e.g., a customer, a patient, an animal) is a sample. In the context of classification, predictors are usually referred to as features, and discrete response variables and the mapping rule are termed labels and the classifier, respectively.

The goal of supervised learning is to infer the labels for unlabeled samples, based on labeled (training) data with a common assumption that the labeled and unlabeled data were generated from the same underlying process. For example, after we see some animals and are told which of them are dogs, cats and squirrels, we learn a rule to distinguish them from each other. If we assume that a new unknown animal is not totally different from the ones we are familiar with, then we may tell which class it belongs to. Here the rule is a classifier, and the first group of animals that is used to learn the rule is called training data. The new unknown animal is one instance of test data, which could be used to quantify the performance of the classifier. Since test samples are usually not identical with the training samples, the mapping rule must be capable of generalization, rather than simply memorizing the exact features of the training data, which may lead to over-fitting.

Sometimes the functional form of the underlying generative model or the mapping rule to be learned is specified, with some parameters to be determined during the learning procedure. Machine learning methods developed in this manner are referred to as being parametric. Many state-of-art methods fall into this category, such as the support vector machine (SVM) [Vap95], the relevance vector machine (RVM) [Tip00], the hidden Markov model (HMM) [BP66], and the Gaussian mixture model (GMM). By contrast the term ‘non-parametric’ has at least two different meanings. First, those methods without any parametric form could be referred to as ‘non-
parametric’ approaches, such as $K$-nearest-neighbors (KNN) and $K$-means. The second (emerging) meaning of non-parametric is that the structure of a model is not assumed to be fixed. In these techniques, a parametric form is usually assumed but the model may grow in size to accommodate the complexity of the data. Typical examples include Gaussian process regression [WR96] and Dirichlet process mixtures [Fer73]. The second kind of non-parametric models are what we consider in this dissertation.

1.2 Bayesian Modeling

Generally speaking, a model we build for a learning task could be either a deterministic objective function up to optimization, as in the support vector machine (SVM) [Vap95], or some probabilistic distribution, as in the relevance vector machine (RVM) [Tip00]. For example, in regression problems, one may minimize $||y - f(x; \theta)||$ with some regularization on parameters $\theta$; alternatively, a stochastic noise term (typically normally distributed, i.e., $\epsilon \sim \mathcal{N}(0, \tau^{-1})$) may be introduce such that

$$y = f(x; \theta) + \epsilon,$$  \hspace{2cm} (1.1)

and accordingly

$$y \sim \mathcal{N}(f(x; \theta), \tau^{-1}).$$  \hspace{2cm} (1.2)

Because of the uncertainty associated with the observed samples and the inevitable noise introduced during measurement, statistical analysis has become an important research direction in recent years.

More specifically, those parameters appearing in statistical models (e.g., (1.2)) could be regarded as unknown but fixed numbers; however, from a Bayesian perspective, no underlying “true” values of those parameters exist, and one can only have
some belief on the values of the parameters $\mathbf{\theta}$. Before seeing any data, one may have some prior belief, which could be modified to be posterior belief once some data are observed. For a likelihood model as in (1.2), a simple Bayesian analysis starts with imposing a prior probability $p(\mathbf{\theta})$. A posterior probability $p(\mathbf{\theta}|\mathbf{x}, \mathbf{y})$ could be computed using Bayes’ rule $p(\mathbf{\theta}|\mathbf{x}, \mathbf{y}) = p(\mathbf{\theta})p(\mathbf{y}|\mathbf{x}, \mathbf{\theta}) / p(\mathbf{y}|\mathbf{x}) \propto p(\mathbf{\theta})p(\mathbf{y}|\mathbf{x}, \mathbf{\theta})$. While searching for the point-estimated “true” values for parameters, we may take the risk of over-fitting the limited observed data. On the contrary, the uncertainty on observed samples is manifested by the uncertainty on the model parameters (the posterior distribution) in Bayesian framework. As a result, Bayesian models are generally more powerful for generalizing to test samples which are not observed when performing model training. Besides counting the uncertainty on model parameters, Bayesian modeling also allows for uncertainty on model structure and it favors the simplest model which fits the observed data [Mac03].

In many situations, one may consider that the prior on $\mathbf{\theta}$ depends on other parameters $\phi$. Accordingly, the prior $p(\mathbf{\theta})$ is replaced by a prior $p(\mathbf{\theta}|\phi)$, and a prior $p(\phi)$ on the newly introduced parameters $\phi$ may be imposed. A resulting posterior probability $p(\mathbf{\theta}, \phi|\mathbf{x}, \mathbf{y}) \propto p(\phi)p(\mathbf{\theta}|\phi)p(\mathbf{y}|\mathbf{x}, \mathbf{\theta})$. This is a simple example of a hierarchical Bayes model. The process may be repeated, for example, by further introducing additional parameters $\psi$, which appear in the prior of $\phi$ and have their own prior. Eventually the process terminates at some layer with the hyper-parameters preset.

1.3 Mixture of Experts

It may be desirable to assume a simple linear form for the mapping function $f(\mathbf{x}; \mathbf{\theta})$ in many applications, i.e., $f(\mathbf{x}; \mathbf{\theta}) = \mathbf{\theta}^T \mathbf{x}$. Therefore, (1.1) reduces to

$$y = \mathbf{\theta}^T \mathbf{x} + \epsilon,$$

(1.3)
As a special case, in classification the outputs $y$ are discrete and a link function $\sigma$ (e.g., logistic link or probit link) is usually employed to map the real numbers to probabilities in $[0, 1]$. That is

$$P(y = 1) = \sigma(\theta^T x).$$

The line (or hyperplane in high dimensional feature space) $\theta^T x = 0$ is often used as the decision boundary in feature space, assuming equal (symmetric) costs associated with the two hypotheses.

The linear model for regression/classification is widely used since it is simple and easy to implement. However, in many classification applications, the desirable class boundary may be more complex (e.g., see Figure 1.1 for a toy example) than a straight line or a hyperplane, which could be provided by a global linear classifier as in (1.4). Although we may introduce some kernel function to produce nonlinear decision boundary in the original feature space, it may take effort to choose an appropriate kernel for a global classifier to fit a complicated decision boundary everywhere. It will be much more efficient if we decompose such a complicated classification task into multiple simple sub-tasks, and tackle each of them locally in feature space.

This “divide and conquer” idea has been attracting increasing attention recently in various fields including statistics and machine learning. As a well known and early example, the classification and regression tree (CART) proposed by Breiman, Friedman, Olshen and Stone [BFOS84] provides hard splits of the feature space and the partitioning is restricted to be parallel to coordinates. The main concern of hard splits is that the variance of the learning algorithm becomes larger because a smaller amount of data are taken into account in each local region. Jacobs, Jordan, Nowlan and Hinton [JJNH91] proposed a statistical model known as the mixture of experts (ME), which is essentially an input conditional mixture model. The mixture of experts (ME) [JJNH91] consists of a set of experts, which describe the conditional
distribution of the output in local regions, and a gate which defines the probabilities of choosing different local experts. The ME model provides soft partitions and the feature space can be split by the gating node at any orientation. However, the mixture of experts (ME) [JJNH91] and many of its extensions [WR94, XJH95] have a model-selection issue, since the learning phase has to rely on a preset structure. This issue could be addressed via a Dirichlet process (DP) [Fer73] prior as discussed in detail later.

1.4 Supervised Learning with Incomplete Data

In many applications one must deal with data that have been collected incompletely. For example, in censuses and surveys, some participants may not respond to certain questions [Rub87]; in email spam filtering, server information may be unavailable for emails from external sources [DHS08]; in medical studies, measurements on some subjects may be partially lost at certain stages of the treatment [Ibr90]; in DNA
analysis, gene-expression microarrays may be incomplete due to insufficient resolution, image corruption, or simply dust or scratches on the slide [WLJF06]; in sensing applications, a subset of sensors may be absent or fail to operate at certain regions [WC05]. In these applications, we are interested in prediction of responses for new samples with features (inputs) partially missing. Since most supervised learning procedures (for example, regression and classification) are designed for complete data, and cannot be directly applied to incomplete data, the appropriate handling of missing data is challenging.

Traditionally, data are often “completed” by ad hoc editing, such as case deletion and single imputation, where feature vectors with missing values are simply discarded or completed with specific values in the initial stage of analysis, before the main inference (for example, mean imputation and regression imputation [SG02]). Although analysis procedures designed for complete data become applicable after these edits, shortcomings are clear. For case deletion, discarding information is generally inefficient, especially when data are scarce. Secondly, the remaining complete data may be statistically unrepresentative. More importantly, even if the incomplete-data problem is eliminated by ignoring data with missing features in the training phase, it is still inevitable in the test stage since test data cannot be ignored simply because a portion of features are missing. For single imputation, the main concern is that the uncertainty of the missing features is ignored by imputing fixed values.

The work of [Rub76] developed a theoretical framework for incomplete-data problems, where widely-cited terminology for missing patterns was first defined. It was proven that ignoring the missing mechanism is appropriate [Rub76] under the missing at random (MAR) assumption, meaning that the missing mechanism is conditionally independent of the missing features given the observed data. As elaborated later, given the MAR assumption [DHS08, Ibr90, WC05], incomplete data can generally be handled by full maximum likelihood and Bayesian approaches; however,
when the *missing mechanism* does depend on the missing values (*missing not at random* or MNAR), a problem-specific model is necessary to describe the *missing mechanism*, and no general approach exists. In this dissertation we address missing features under the MAR assumption. Previous work in this setting may be placed into two groups, depending on whether the missing data are handled before algorithm learning or within the algorithm.

For the former, an extra step is required to estimate \( p(x^m|x^o) \), the conditional distributions of missing values given observed ones, with this step distinct from the main inference algorithm. After \( p(x^m|x^o) \) is learned, various imputation methods may be performed. As a Monte Carlo approach, Bayesian multiple imputation (MI) [Rub87] is widely used, where multiple \((M > 1)\) samples from \( p(x^m|x^o) \) are imputed to form \( M \) “complete” data sets, with the complete-data algorithm applied on each, and results of those imputed data sets combined to yield a final result. The MI method “completes” data sets so that algorithms designed for complete data become applicable. Furthermore, [Rub87] showed that MI does not require as many samples as Monte Carlo methods usually do. With a mild Gaussian mixture model (GMM) assumption for the joint distribution of observed and missing data, [WLX+07] managed to analytically integrate out missing values over \( p(x^m|x^o) \) and performed essentially infinite imputations. Since explicit imputations are avoided, this method is more efficient than the MI method, as suggested by empirical results [WLX+07]. Other examples of these two-step methods include [WC05, SVH05, SBS06].

Since the imputation models are estimated separately from the main inference algorithm, much flexibility is left for selection of the subsequent algorithm, with few modifications needed for the complete-data approaches. However, as discussed further below, learning two subsets of unknowns separately (density functions on missing values as well as algorithm parameters) may not lead to an optimal solution. Moreover, errors made in learning distributions of missing features may undermine
the complete-data algorithm.

The other class of methods explicitly addresses missing values during the model-learning procedure. The work proposed by [CHE+08] represents a special case, in which no model is assumed for *structurally absent* values; the margin for the support vector machine (SVM) is re-scaled according to the observed features for each instance. Empirical results [CHE+08] show that this procedure is comparable to several single-imputation methods when values are *missing at random*. Another recent work [DHS08] handles the missing features inside the procedure of learning a support vector machine (SVM), without constraining the distribution of missing features to any specific class. The main concern is that this method can only handle missing features in the training data; however, in many applications one cannot control whether missing values occur in the training or test data.

A widely employed approach for handling missing values within the algorithm involves maximum likelihood (ML) estimation via expectation maximization (EM) [DLR77]. Besides the latent variables (*e.g.*, mixture component indicators), the missing features are also integrated out in the E-step so that the likelihood is maximized with respect to model parameters in the M-step. The main difficulty is that the integral in the E-step is analytically tractable only when an assumption is made on the distribution of the missing features. For example, the intractable integral is avoided by requiring the features to be discrete [Ibr90], or assuming a Gaussian mixture model (GMM) for the features [GJ94, LLC07a]. The discreteness requirement is often too restrictive, while the GMM assumption is mild since it is well known that a GMM can approximate arbitrary continuous distributions.

In [LLC07a] the authors proposed a *quadratically gated mixture of experts* (QGME) where the GMM is used to form the gating network, statistically partitioning the feature space into quadratic subregions. In each subregion, one linear classifier works as a local “expert”. As a mixture of experts [JJNH91], the QGME is capable of
addressing a classification problem with a nonlinear decision boundary in terms of multiple local experts; the simple form of this model makes it straightforward to handle incomplete data without completing kernel functions [Gra02, WC05]. However, as in many mixture-of-expert models [JJNH91, WR94, XJH95], the number of local experts in the QGME must be specified initially, and thus a model-selection stage is in general necessary. Moreover, since the expectation-maximization method renders a point (single) solution that maximizes the likelihood, over-fitting may occur when data are scarce relative to the model complexity. In this thesis we propose a non-parametric extension for the QGME model in this dissertation, which reserves its desirable properties while addressing the aforementioned two issues successfully.

1.5 Multi-task Learning

In traditional supervised learning for a single learning task, a sufficient quantity of training data is required for satisfying generalization ability. However, training data may be costly (e.g., due to time, cost or risk) to obtain in many applications, for example, undertaking a surgery to disclose whether a patient has a benign or malignant tumor and labeling a buried target such as a land mine or clutter by digging a hole and excavating it [ZCY+03].

One learning task may be decomposed into multiple correlated subtasks naturally. For example, in remote sensing, one may collect multiple sets of data at different geographical locations using the same sensor; in medical diagnoses, physical measurements of patients with a common disease may be collected from multiple countries; in image reconstruction, people usually take several images for the same target. In these examples, each location, country or image corresponds to a subtask, respectively. Compared to learning each subtask individually, which is called
single-task learning (STL), sharing information across subtasks to enhance overall performance is more desirable. This way of learning multiple tasks simultaneously to improve generalization performance is referred to as multi-task learning (MTL) [Car97].

The multi-task learning setting implies the following mild assumptions: (i) the measurements in different tasks must have some kind of inter-relationship, so that the information contained in corresponding measurements is transferable; (ii) at least some of the tasks are related (dependent on each other), so that one task may be informative for learning another one; however, (iii) there exists difference between tasks, which means it is not appropriate to pool the data in all tasks together and treat them as a single task. The result of such cooperation of data from correlated tasks is that the “effective” data for each task are increased and therefore an overall better generalization performance could be expected, especially when the available data are scarce. Caruana [Car97] gave an overview of MTL and demonstrated it on multiple problems.

In recent years, especially over the last decade, multi-task learning has become an important topic in the machine learning community. The diversity of MTL approaches mainly comes from the various ways of information sharing among tasks. There are non-Bayesian methods, for example, kernel methods with regularization are extended to the case of multi-task learning by defining particular forms of kernels [EMP05]; under the frequentist setting, a common predictive structure was transferred from multiple tasks to the target problem [AZ05]. In the Bayesian framework, usually some hidden variables or the prior of hidden variables are shared. For example, for artificial neural networks, usually a common hidden “internal representation” was shared by tasks from the same environment [Bax95, Bax00]; the parameters of a covariance function for Gaussian process priors are shared across multiple tasks [LP04, YST05]; a hierarchical structure is favored by many researchers recently,
where the information is transferred by a common prior in hierarchical Bayesian models [YST+03, YTY04, STY05, ZGY06].

Hierarchical Bayesian models are an important class of statistical models that allow the flexibility to simultaneously model both individual tasks and the correlations between tasks. In the hierarchical structure, usually the bottom layer is for individual tasks with the same models as in the single-task learning; however, on the upper layer, a common prior is placed on those parameters that are assumed to transfer so that the individual tasks could be connected. In this manner, individual tasks are learned independently given the common prior, which accounts for the contribution of data from all tasks. As a result, through the common prior, the learning of a task is affected by training data from the other tasks as well as its own training data.

A common assumption in MTL work has been that all tasks are equally related to each other; nevertheless, this is not always the case in many real applications. Given such an assumption, for those tasks different from others, the information transferred from other tasks may be misleading instead of helpful. For the first time, Thrun and O’Sullivan [TO96] proposed the task-clustering (TC) algorithm with K-nearest neighbors, which assumed that some tasks are more similar to each other. By introducing a Dirichlet process (DP) prior as the common prior in hierarchical Bayesian models, similarities between the various tasks could be automatically identified [XLCK07]. Based on unlabeled data in a neighborhood of feature space, a semi-supervised multi-task learning approach is proposed [LLC07c], where the common prior is quite similar to the DP. Instead of sharing every dimension of predictors in the same manner across tasks, the matrix stick-breaking process [XDC07] is developed as an extension of DP, which allows for sharing a part of predictors. Based on the hierarchical Dirichlet process (HDP) [TMIJB06], another extension of the Dirichlet process, we allows for local sharing in predictor space across tasks.
1.6 Collaborative Filtering

Other than the prediction of associated responses for new samples, the completion of the missing data itself may be of particular interest in various applications. When the data matrix involves multiple agents, viewpoints, or data sources, the missing values could be inferred by collaborative filtering (CF). Although collaborative filtering methods have been applied to many different kinds of data, user-rating data has become a recent focus (see for example [SRJ05, ABEV09, SM07, SM08, LU09, YLZG09]) and typically involves very large data sets with a large fraction of the elements missing, and to be inferred. In the context of user-preference data, taste information from many users (collaborating) is collected to make predictions (filtering) about the interests of some users. With an underlying assumption that the tastes of a user remain the same, the unknown (missing) preferences on items could be inferred from the given (observed) preferences. For example, collaborative filtering for movie tastes could make predictions about which movies a user should like given a partial list of that user’s tastes (likes or dislikes).

Early CF approaches are memory-based, where user ratings are used to compute similarity between users or items, based on which predictions are further made. Neighborhood-based CF is a non-parametric (of the first meaning) example [SK09]. This class of approaches are easy to implement, and new data can be added easily and incrementally. However, these methods usually involve calculating Pearson correlations between all the user pairs or item pairs, which prevents the scalability to large data sets; and the similarities calculated from common items may be unreliable when data are sparse (common items tend to be few) [SK09].

Along another line of research, models are developed to find patterns based on training data, and used to make predictions for test data. There are many so-called
model-based CF algorithms [SRJ05, CR09, ABEV09, SM07, SM08, LU09, YLZG09], with the goal of uncovering latent factors. This class of methods discard the data for training and make prediction based on models summarized from the training data. This helps scale up the algorithms to large data sets and improves the prediction performance. However, learning a model is more expensive than simply memorizing users’ preferences. One needs to make a tradeoff between prediction performance, scalability and computational expenses.

Consider a data matrix \( Y \in \mathbb{R}^{I \times J} \), e.g., a rating matrix for \( I \) users on \( J \) movies. Many of CF models are based on matrix factorization, i.e., to fit the target data matrix \( Y \) with a factorable matrix \( X = UV^T \), where \( U \in \mathbb{R}^{I \times D} \) and \( V \in \mathbb{R}^{J \times D} \) with \( D \) the dimensionality of latent factor space. Some approaches address this problem from the standpoint of non-Bayesian optimization [SRJ05, CR09, Hof04, LS99, SJ01]: fitting a target matrix \( Y \) with a structure-constrained matrix \( X \) by minimizing error with some loss function. A simple example of a technique for finding such a factorization is principal components analysis (PCA), minimizing sum-of-squares error. Various constraints on \( U \) and \( V \) have been considered [LS99, SJ01, SRJ05, CR09]. For example, low-rank approximations constrain the dimensionality \( D \) for \( U \) and \( V \) [SRJ05, CR09]; sparsity constraint requires the number of nonzero components in \( U \) or \( V \) is small [SJ01]; non-negativity has also been suggested for better capturing the structure in \( Y \) [SBHM09]. Recently, some work has been viewing this problem from a Bayesian perspective [SM07, SM08, LU09, YLZG09]: an error matrix is introduced such that \( Y = UV^T + E \), and priors are imposed on \( U \), \( V \) and \( E \). With i.i.d. Gaussian noise, columns of \( U \) and \( V \) are both assumed to be multi-variant Gaussian in probabilistic matrix factorization (PMF) [SM07]. Bayesian probabilistic matrix factorization (BPMF) [SM08] provides a fully Bayesian treatment for the PMF, and may be viewed as Bayesian principal component analysis (BPCA) [Bis99]. In some other methods, the Gaussian process (GP) is applied in different ways [LU09, YLZG09] to
introduce nonlinearity or contiguity.

A challenge is the need to estimate or define $D$, the dimensionality of the space in which the matrix lives. For example, in BPMF the matrices $U$ and $V$ define a (typically low-dimensional) linear subspace in which $X$ resides. In [SRJ05, SM08] regularizers/priors are employed to constrain the dimensionality $D$. Lawrence [LU09] provides a nonlinear generalization by using a Gaussian process (GP) based formulation; for this model there is a related latent-space dimension in the GP kernel that needs to be tuned (e.g., via cross-validation) for different data sets and different missing ratios.

Sometimes information other than the matrix data is available, such as the characteristics for users (e.g., age, occupation, gender) and movies (e.g., genre, year, director). Another aspect of work that is gaining recent attention is the use of such auxiliary information, beyond the matrix data, when performing inference [ABEV09, YLZG09].

1.7 Summary of the Remaining Chapters

Chapter 2 provides background on the Dirichlet process [Fer73] and its extensions, which are employed in Chapter 3 and 4. We start from its definition and two practical representations: the Pólya urn scheme and the stick-breaking construction. Dirichlet process mixtures are then presented as a typical way of applying the DP for clustering data. After that, the hierarchical Dirichlet process is introduced as an extension for hierarchical data clustering.

In Chapter 3, we form the proposed classifier capable of dealing missing features by extending the finite QGME [LLC07a] to an infinite QGME (iQGME) via a Dirichlet process (DP) [Fer73] prior. A variant is proposed to handle high dimen-
sional data sets. A mean-field variational Bayesian algorithm is developed for model inference. The proposed model is first illustrated by a synthetic data set, and then demonstrated on benchmark data sets and two real applications with natural missing values.

A further extension to multi-task setting via a hierarchical Dirichlet process is made in Chapter 4. Experimental results are reported to demonstrate the proposed multi-task classifier on a landmine detection problem and a handwritten-letter classification problem.

Chapter 5 presents a novel matrix-completion method, Bayesian singular value decomposition (BSVD), which is inferred using a Gibbs sampler. We generalize the basic BSVD model to make use of auxiliary information and handle counting data via a probit regression link. An active learning procedure is developed based on “error bars” on the inferred matrix values provided by the BSVD model. Experiments results are reported on synthetic matrices, a benchmark movie-rating data set, and a newly introduced Major League Baseball (MLB) data from 1954-2008.

Chapter 6 concludes the dissertation with a review of the main contributions and limitations. We also discuss research directions for future work.
Dirichlet Process and Its Extensions

In this chapter, we provide a brief review of the Dirichlet process (DP) [Fer73], which is an important technique implemented in Chapters 3 and 4. We first give the mathematical definition of the DP [Fer73] and then introduce the Pólya urn scheme [BM73] and the stick-breaking construction [Set94], which are two practical representations of the DP. The discrete nature of the DP leads to a clustering property which is attractive for mixture modeling. Such Dirichlet process mixtures (DPM) are formulated and discussed as a typical application of the DP. As an extension the hierarchical Dirichlet process [TMIJB06] is presented and will be implemented in Chapter 4.

2.1 Dirichlet Process

The Dirichlet process is a random process originally analyzed by Ferguson [Fer73]. Assume $S$ is a set, over which a Borel $\sigma$-algebra $B$ is defined. Let $G_0$ be a probability measure on $(S, B)$, and let $\alpha$ be a positive real number. The distribution of a probability measure $G$ is defined as a Dirichlet process on $(S, B)$ with base distribution $G_0$ and precision parameter $\alpha$ if for any finite measurable partition of $S$, denoted
by $A_1, \ldots, A_K$, the joint distribution of $(G(A_1), \ldots, G(A_K))$ is a finite-dimensional Dirichlet distribution with parameters $(G_0(A_1), \ldots, G_0(A_K))$, i.e.,

$$(G(A_1), \ldots, G(A_K)) \sim \text{Dir}(G_0(A_1), \ldots, G_0(A_K)).$$

Based on the above definition, Ferguson [Fer73] proved that the posterior of $G$ is still a Dirichlet process, with an updated base distribution and precision, which is a desirable property for Bayesian inference. Nevertheless, this mathematical definition does not lead to a data-generating process for the DP directly. Two approaches to generating i.i.d. samples from $G$, a DP draw, are introduced below. One is the Pólya urn scheme [BM73], where $G$ is marginalized and the i.i.d. samples are generated from conditional distributions; the other is the stick-breaking construction, which constitutes $G$ explicitly.

2.1.1 Pólya urn scheme

Assuming $\theta_1, \ldots, \theta_n$ is a sample of size $n$ drawn iid from $G$, the mathematical representation of the Dirichlet process model is

$$\theta_i | G \ iid \sim G,$$

$$G \sim \text{DP}(\alpha, G_0),$$

where $i = 1, \ldots, n$.

After integrating out $G$, we obtain the conditional distribution of $\theta_r$ given the other $n - 1$ values as

$$p(\theta_r | \theta_{-r}, \alpha, G_0) = \frac{\alpha}{\alpha + n - 1} G_0(\theta_r) + \frac{1}{\alpha + n - 1} \sum_{i \neq r} \delta_{\theta_i},$$

where $\theta_{-r} = (\theta_1, \ldots, \theta_{r-1}, \theta_{r+1}, \ldots, \theta_n)$ and $\delta_{\theta_i}$ is a unit point measure concentrated at $\theta_i$. 
If we denote the $K$ distinct values among $\theta_r$, as $\theta_k^*, k = 1, \ldots, K$, the conditional distribution can be alternatively written as

$$p(\theta_r | \theta_{-r}, \alpha, G_0) = \frac{\alpha}{\alpha + n - 1} G_0(\theta_r) + \frac{1}{\alpha + n - 1} \sum_{k=1}^{K} N_{-r,k} \delta_{\theta_k^*},$$  

(2.1)

where $N_{-r,k}$ denotes the number of instances equal to the $k$th distinct value $\theta_k^*$ among the $n - 1$ instances other than $\theta_r$. From (2.1), we can see:

1. Since there exists a finite positive probability that two instances are of exactly the same value, draws from a Dirichlet process are discrete measures with probability one.

2. The Dirichlet process exhibits a property of self-reinforcing by counting, i.e., the more often a given value $\theta_k^*$ has been sampled in the past, the more likely it is to be sampled in the future. This self-reinforcing mechanism leads to the tendency of clustering.

The process of drawing instances according to (2.1) is usually referred to as Pólya urn scheme [BM73]. Specifically, consider an urn that is empty at the beginning. After a color is randomly picked from the spectrum according to some base distribution, one ball of this color is put into the urn. After that, at each step, we either (i) draw a ball from the urn and put it back with another ball of the same color, or (ii) place a ball of a randomly selected new color into the urn. If we define the base distribution over the color spectrum as $G_0$ and the probability of performing (ii) with $n$ balls in the urn as $\frac{\alpha}{\alpha + n}$, this process is exactly what (2.1) describes.

Since a new ball (instance) tends to have the same color (distinct value / cluster) with a large population, the Dirichlet process has an implicit mechanism of clustering instances into groups. The probability of creating a new cluster is controlled by the parameter $\alpha$, and a larger $\alpha$ encourages more clusters. In the limit of $\alpha \rightarrow \infty$, only
(ii) is performed at each step, and as a result, every instance \( \theta_i \) is distinct. As a sample from \( G \), \( \{\theta_i\}_{i=1}^n \) are guaranteed to be in the support of \( G_0 \); therefore, we have the following statement in the limiting case

\[
\lim_{\alpha \to \infty} G = G_0.
\]

On the other hand, in the limit of \( \alpha \to 0 \), the step (i) is always repeated and hence all the balls are in the same cluster as the first ball. In this limit,

\[
\lim_{\alpha \to 0} G = \delta_{\theta_1}.
\]

In addition, it can be shown that \( E[G] = G_0 \), which means that the base distribution represents our expectation concerning \( G \).

From above, the Pólya urn scheme provides an intuitive way to understand the mechanism of the DP; however, we also noticed that an explicit form of \( G \) is absent in this representation.

### 2.1.2 Stick-breaking construction

The stick-breaking construction [Set94] provides an explicit form of \( G \), which is desirable in some situation. Specifically, assume a DP prior with base measure \( G_0 \) and precision parameter \( \alpha \) is assigned on a measure \( G \). It has been proven by Sethuraman [Set94] that \( G \) may be constructed as

\[
G = \sum_{h=1}^{\infty} \pi_h \delta_{\theta^*_h}, \quad \text{with} \quad 0 \leq \pi_h \leq 1 \quad \text{and} \quad \sum_{h=1}^{\infty} \pi_h = 1 \quad \text{a.s.},
\]

(2.2)

where

\[
\pi_h = V_h \prod_{l=1}^{h-1} (1 - V_l), \quad V_h \overset{iid}{\sim} \text{Beta}(1, \alpha), \quad \theta^*_h \overset{iid}{\sim} G_0.
\]
From (2.2), it is clear that $G$ is actually a probability mass function (pmf) with an infinite set of weights $\{\pi_h\}_{h=1}^{\infty}$ at infinite atoms $\{\theta^*_h\}_{h=1}^{\infty}$.

According to (2.2), the construction mechanism of weights and atoms may be described as following. Assume that a “whole” stick of unit-length is to be broken into pieces. At the first step ($h = 1$), a sample $V_1$ is drawn from Beta$(1, \alpha)$ and taken as the length of the first piece (stick) $\pi_1$, and simultaneously a sample $\theta^*_1$ is drawn from the base distribution $G_0$. After that, at step $h$, together with a sample $\theta^*_h$ drawn from $G_0$, a fraction given by $V_h$ is cut from the remaining part of step $h - 1$ and taken as the $h$th stick $\pi_h$.

This stick-breaking procedure may be truncated in practice. Let us say we decide to stop at some step $N$ by keeping the remaining length of step $N - 1$ as the last stick $\pi_N$, which means $V_N$ is forced to be one instead of a draw from the beta distribution. This yields an $N$-level truncation approximation to a draw from the Dirichlet process,

$$G = \sum_{h=1}^{N} \pi_h \delta_{\theta^*_h}. \quad (2.3)$$

To address the issue of setting a truncation level, Ishwaran and James [IJ01] prove theorems for selecting an appropriate truncation level $N$, which results in a model that approximates the probability mass function with an infinite number of atoms well. Furthermore, Papaspiliopoulos and Roberts [PR08] proposed a retrospective sampling scheme, which adaptively selects the number of necessary sticks, and thus avoids truncation.

As the parameter of the beta distribution, from which independent $\{V_h\}_{h=1}^{\infty}$ are sampled, $\alpha$ affects the number of large sticks and thus the appropriate truncation level. For draws from a beta distribution, $E[V_h] = \frac{1}{1+\alpha}$ and straightforwardly $E[\pi_h] = \alpha^{h-1} \frac{(1+\alpha)^h}{(1+\alpha)^{h+1}}$. When $\alpha$ is rather small, $E[\pi_h] \approx \alpha^{h-1}$, which exponentially decays with $h$, and hence only the first few sticks may have large weights (encouraging a small
number of clusters); when \( \alpha \) is very large, \( E[\pi_h] \approx \frac{1}{1+n} \), which means that all sticks have similar weights (encouraging many small clusters). Clearly, the influence of \( \alpha \) on the stick-breaking process coincides with that in Pólya urn scheme.

2.2 Dirichlet Process Mixtures

The representation in (2.2) shows that draws from a DP are discrete with probability one. This discrete nature makes the DP suitable for the mixture-modeling (data-partition) problem. The idea is basically to associate a mixture component with each atom in \( G \). Specifically, Dirichlet process mixtures (DPM) are constructed as follows. Consider a set of data \( x_1, \ldots, x_n \) with an underlying model \( x_i \sim g(\theta_i) \), where the parameters, \( \theta_1, \ldots, \theta_n \), are drawn identically independently from a prior distribution \( G \), which itself is sampled from a Dirichlet process \( \text{DP}(\alpha, G_0) \). In a mathematical way, the hierarchical model of the DPM is

\[
\begin{align*}
\mathbf{x}_i & \sim g(\theta_i), i = 1, \ldots, n, \\
\theta_i | G & \overset{iid}{\sim} G, i = 1, \ldots, n, \\
G & \sim \text{DP}(\alpha, G_0).
\end{align*}
\]

Usually, data \( x_1, \ldots, x_n \) are observable but parameters \( \theta_1, \ldots, \theta_n \) are hidden; with a DP prior measure, which is discrete, two or more parameters may share the same value as we discussed before. As a result, those data points associated with the same value could be clustered together and the number of clusters is data-driven.

Dirichlet process mixtures provide an alternative to methods that attempt to select a particular number of mixture components, for example, Gaussian mixture model (GMM), hidden Markov model (HMM) and mixture of experts (ME). Much work has been done on such Dirichlet process mixture models [Ant74, EW95, MM98, QPC07, DPP07, MEW96, RG02, MO06, SN09, RDG09, HBP10]. In Chapter 3 we
develop a novel classifier using Dirichlet process mixtures priors, and review related
previous work in detail.

2.3 Hierarchical Dirichlet Process

The Dirichlet process has provided a solution for data partition or clustering in one
group. Teh et al. extended the DP to the hierarchical Dirichlet process (HDP)
[TMIJB06] for the setting in which the data are subdivided into a number of groups.
Given the goal of solving a clustering problem within each group, a random measure
$G_j$ may be assumed to be associated with each task $j$, where each $G_j$ is a draw from
a group-specific Dirichlet process $\mathcal{DP}(\alpha_j G_{j0})$. A natural way to make connections
between these clustering problems is to share the same group-specific DPs, i.e., $G_j \sim
\mathcal{DP}(\alpha G_0)$. In order to allow for sharing of clusters between groups, the authors
forced the common base measure $G_0$ to be discrete by considering $G_0$ itself a draw
from an upper-level Dirichlet process $\mathcal{DP}(\beta H)$, i.e.,

$$G_j \sim \mathcal{DP}(\alpha G_0), \text{ for } j = 1, \ldots, J,$$

$$G_0 \sim \mathcal{DP}(\beta H).$$

As a draw from a Dirichlet process, $G_0$ is discrete with probability one and has
a stick-breaking representation as in (2.2). With such a base measure, the group-
dependent DPs reuse the atoms $\theta_h^*$ defined in $G_0$, yielding the desired sharing of
atoms among groups.

The hierarchical Dirichlet process has been implemented in various applications,
such as sequential data analysis [NCD07], linguistic modeling [LPJK07] and target
tracking [EBFW07]. In Chapter 4 a multi-task classification model allowing for local
sharing in feature space between the tasks will be developed via the HDP prior.
3.1 Introduction

We address single-task learning problems in this chapter by extending the quadratically gated mixture of experts (QGME) [LLC07a] to a fully Bayesian setting, with the number of local experts inferred automatically via a non-parametric DP prior.

The Dirichlet process [Fer73] has been an active topic in many applications since the middle 1990s, for example, density estimation [EW95, MM98, DPP07] and regression/curve fitting/classification [MEW96, RG02, MO06, WACD09, SN09, RDG09, HBP10]. The latter group is relevant to classification problems of interest in this chapter. The work in [MEW96] jointly modeled inputs and responses as a Dirichlet process mixture of multivariate normals, while [RDG09] extended this model to simultaneously estimate multiple curves using dependent DP. In [RG02] and [MO06] two approaches to constructing infinite mixtures of Gaussian Process (GP) experts were proposed. The difference is that [MO06] specified the gating network using a multivariate Gaussian mixture instead of a (fixed) input-dependent Dirichlet Process. In [WACD09] the gating network is defined based on the kernel stick-breaking pro-
cess (KSBP) [DP08], which provides an alternative way to construct input-dependent DP; the experts are defined as probability mass functions over classes. In [SN09] another form of infinite mixtures of experts was proposed, where experts are specified by a multinomial logit (MNL) model (also called softmax) and the gating network is Gaussian mixture model with independent covariates. Further, [HBP10] generalized existing DP-based nonparametric regression models to accommodate different types of covariates and responses, and further gave theoretical guarantees for this class of models.

Our focus in this chapter is on developing classification models that handle incomplete inputs/covariates efficiently using Dirichlet process. Some of the above Dirichlet process regression models are potentially capable of handling incomplete inputs/features; however, none of them actually deal with such problems. In [MEW96], although the joint multivariate normal assumption over inputs and responses endow this approach with the potential of handling missing features and/or missing responses naturally, a good estimation for the joint distribution does not guarantee a good estimation for classification boundaries. Other than a full joint Gaussian distribution assumption, explicit classifiers were used to model the conditional distribution of responses given covariates in the models proposed in [MO06] and [SN09]. These two models are highly related to the infinite quadratically gated mixture of experts (iQGME) model we propose in this chapter. The independence assumption of covariates in [SN09] leads to efficient computation but is not appealing for handling missing features. With Gaussian process experts [MO06], the inference for missing features is not analytical for fast inference algorithms such as expectation maximization (EM) [DLR77] and variational Bayesian [Bea03], and the computation could be prohibitive for large data sets. The iQGME seeks a balance between the ease of inference, computational burden and the ability of handling missing features.

For high-dimensional data sets, we develop a variant of our model based on mix-
tures of factor analyzers (MFA) [GH96, GB00], where a low-rank assumption is made for the covariance matrices of high-dimensional inputs in each cluster. Throughout, efficient inference is implemented via the variational Bayesian (VB) method [Bea03]. To quantify the accuracy of the VB results, we also perform comparative studies based on Gibbs sampling.

3.2 Infinite Quadratically Gated Mixture of Experts

3.2.1 Quadratically gated mixture of experts

Consider a binary classification problem with real-valued $P$-dimensional column feature vectors $\mathbf{x}_i$ and corresponding class labels $y_i \in \{1, -1\}$. We assume binary labels for simplicity, while the proposed method may be directly extended to cases with more than two classes. Latent variables $t_i$ are introduced as “soft labels” associated with $y_i$, as in probit models [AC93], where $y_i = 1$ if $t_i > 0$ and $y_i = -1$ if $t_i \leq 0$. The finite quadratically gated mixture of experts (QGME) [LLC07a] is defined as

$$
(t_i | z_i = h) \sim \mathcal{N}(\mathbf{w}_h^T \mathbf{x}_i, 1),
$$

$$
(\mathbf{x}_i | z_i = h) \sim \mathcal{N}_P(\mu_h, \Lambda_h^{-1}),
$$

$$
(z_i | \pi) \sim \sum_{h=1}^{K} \pi_h \delta_h,
$$

with $\sum_{h=1}^{K} \pi_h = 1$, and where $\delta_h$ is a point measure concentrated at $h$ (with probability one, a draw from $\delta_h$ will be $h$). The $(P+1) \times K$ matrix $\mathbf{W}$ has columns $\mathbf{w}_h$, where each $\mathbf{w}_h$ are the weights on a local linear classifier, and the $\mathbf{x}_i^h$ are feature vectors with an intercept, i.e., $\mathbf{x}_i^h = [\mathbf{x}_i^T, 1]^T$. A total of $K$ groups of $\mathbf{w}_h$ are introduced to parameterize the $K$ experts. With probability $\pi_h$ the indicator for the $i$th data point satisfies $z_i = h$, which means the $h$th local expert is selected, and $\mathbf{x}_i$ is distributed according to a $P$-variate Gaussian distribution with mean $\mu_h$ and precision $\Lambda_h$.
It can be seen that the QGME is highly related to the mixture of experts (ME) [JJNH91] and the hierarchical mixture of experts (HME) [JJ94] if we write the conditional distribution of labels as

\[
p(y_i|x_i) = \sum_{h=1}^{K} p(z_i = h | x_i) p(y_i | z_i = h, x_i),
\]

(3.4)

where

\[
p(y_i | z_i = h, x_i) = \int_{t_i y_i > 0} \mathcal{N}(t_i | w_h^T x_i, 1) dt_i,
\]

(3.5)

\[
p(z_i = h | x_i) = \frac{\pi_h \mathcal{N}_P(x_i | \mu_h, \Lambda_h^{-1})}{\sum_{k=1}^{K} \pi_k \mathcal{N}_P(x_i | \mu_k, \Lambda_k^{-1})}.
\]

(3.6)

From (3.4), as a special case of the ME, the QGME is capable of handling nonlinear problems with linear experts characterized in (3.5). However, unlike other ME models, the QGME probabilistically partitions the feature space through a mixture of \(K\) Gaussian distributions for \(x_i\) as in (3.6). This assumption on the distribution of \(x_i\) is mild since it is well known that a Gaussian mixture model (GMM) is general enough to approximate any continuous distribution. In the QGME, \(x_i\) as well as \(y_i\) are treated as random variables (generative model) and we consider a joint probability \(p(y_i, x_i)\) instead of a conditional probability \(p(y_i | x_i)\) for fixed \(x_i\) as in most ME models (which are typically discriminative). Previous work on the comparison between discriminative and generative models may be found in [NJ02, LJ08]. In the QGME, the GMM of the inputs \(x_i\) plays two important roles: \(i\) as a gating network, while \(ii\) enabling analytic incorporation of incomplete data during classifier inference (as discussed further below).

The QGME [LLC07a] is inferred via the expectation-maximization (EM) method, which renders a point-estimate solution for an initially specified model (3.1)-(3.3), with a fixed number \(K\) of local experts. Since learning the correct model requires
model selection, and moreover in many applications there may exist no such fixed “correct” model, in the work reported here we infer the full posterior for a QGME model with the number of experts data-driven. The objective can be achieved by imposing a nonparametric Dirichlet process (DP) prior.

### 3.2.2 Infinite QGME via Dirichlet process

Consider a classification task with a training data set \( D = \{(x_i, y_i) : i = 1, \ldots, n\} \), where \( x_i \in \mathbb{R}^P \) and \( y_i \in \{-1, 1\} \). With soft labels \( t_i \) introduced as in Section 3.2.1, the infinite QGME (iQGME) model is achieved via a DP prior imposed on the measure \( G \) of \((\mu_i, \Lambda_i, w_i)\), the hidden variables characterizing the density function of each data point \((x_i, t_i)\). For simplicity, the same symbols are used to denote parameters associated with each data point and the distinct values, with subscripts \( i \) and \( h \) indexing data points and unique values, respectively:

\[
\begin{align*}
(x_i, t_i) & \sim \mathcal{N}_P(x_i | \mu_i, \Lambda_i^{-1})\mathcal{N}(t_i | w_i^T x_i, 1), \\
(\mu_i, \Lambda_i, w_i) & \overset{\text{iid}}{\sim} G, \\
G & \sim \mathcal{DP}(\alpha G_0),
\end{align*}
\]

where the base measure \( G_0 \) is factorized as the product of a normal-Wishart prior for \((\mu_h, \Lambda_h)\) and a normal prior for \( w_h \), for the sake of conjugacy. As discussed in Chapter 2, data samples cluster automatically, and the same mean \( \mu_h \), covariance matrix \( \Lambda_h \) and regression coefficients (expert) \( w_h \) are shared for a given cluster \( h \).

Using the stick-breaking construction, we elaborate (3.7) as follows for \( i = 1, \ldots, n \)
and \( h = 1, \ldots, \infty \):

Data generation:
\[
(t_i | z_i = h) \sim \mathcal{N}(\mathbf{w}_h^T \mathbf{x}_i^b, 1),
\]
\[
(x_i | z_i = h) \sim \mathcal{N}(\mu_h, \Lambda_h^{-1}),
\]

Drawing indicators:
\[
z_i \sim \sum_{h=1}^{\infty} \pi_h \delta_h, \quad \text{where} \quad \pi_h = V_h \prod_{l<h}(1 - V_l),
\]
\[
V_h \sim \text{Be}(1, \alpha),
\]

Drawing parameters from \( G_0 \):
\[
(\mu_h, \Lambda_h) \sim \mathcal{N}(\mu_h | m_0, u_0^{-1} \Lambda_0^{-1}) \mathcal{W}(\Lambda_h | B_0, \nu_0),
\]
\[
\mathbf{w}_h \sim \mathcal{N}_{p+1}(\zeta, [\text{diag}(\lambda)]^{-1}), \quad \text{where} \quad \lambda = [\lambda_1, \ldots, \lambda_{P+1}].
\]

Furthermore, to achieve a robust algorithm, we assign diffuse hyper-priors on several crucial parameters. As discussed in Chapter 2, the scaling parameter \( \alpha \) reflects our prior belief on the number of clusters. For the sake of conjugacy, a diffuse Gamma prior is usually assumed for \( \alpha \) as suggested by [WME94]. In addition, parameters \( \zeta, \lambda \) characterizing the prior of the distinct local classifiers \( \mathbf{w}_h \) are another set of important parameters, since we focus on classification tasks. Normal-Gamma priors are the conjugate priors for the mean and precision of a normal density. Therefore,

\[
\alpha \sim Ga(\tau_{10}, \tau_{20}),
\]
\[
(\zeta | \lambda) \sim \mathcal{N}_{P+1}(\mathbf{0}, \gamma_0^{-1}[\text{diag}(\lambda)]^{-1}),
\]
\[
\lambda_p \sim Ga(a_0, b_0), \quad p = 1, \ldots, P + 1,
\]

where \( \tau_{10}, \tau_{20}, a_0, b_0 \) are usually set to be much less than one and of about the same magnitude, so that the constructed Gamma distributions with means about one and large variances are diffuse; \( \gamma_0 \) is usually set to be around one.
Figure 3.1: Graphical representation of the iQGME for single-task learning. All circles denote random variables, with shaded ones indicating observable data, and bright ones representing hidden variables. Diamonds denote fixed hyper-parameters, boxes represent independent replicates with the numbers of copies indicated at the lower-right corner, and arrows indicate the dependence between variables (pointing from parents to children).

The graphical representation of the iQGME for single-task learning is shown in Figure 3.1. We notice that a possible variant with sparse local classifiers could be obtained if we impose zero mean for the local classifiers $w_h$, i.e., $\zeta = 0$, and retain the Gamma hyper-prior for the precision $\lambda$, as in the relevance vector machine (RVM) [Tip00], which employs a corresponding Student-t sparseness prior on the weights. Although this sparseness prior is useful for seeking relevant features in many applications, imposing the same sparse pattern for all the local experts is not desirable.

3.2.3 A variant for high-dimensional problems

For the classification problem, we assume access to a training data set $D = \{(x_i, y_i) : i = 1, \ldots, n\}$, where feature vectors $x_i \in \mathbb{R}^P$ and labels $y_i \in \{-1, 1\}$. We have assumed that the feature vectors of objects in cluster $h$ are generated from a $P$-variate normal distribution with mean $\mu_h$ and covariance matrix $\Lambda_h^{-1}$, i.e.,

$$(x_i | z_i = h) \sim \mathcal{N}_P(\mu_h, \Lambda_h^{-1})$$

(3.8)
It is well known that each covariance matrix has \( P(P + 1)/2 \) parameters to be estimated. Without any further assumption, the estimation of these parameters could be computationally prohibitive for large \( P \), especially when the number of available training data \( n \) is small, which is common for classification applications. By imposing an approximately low-rank constraint on the covariances, as in well-studied mixtures of factor analyzers (MFA) models [GH96, GB00], the number of unknowns could be significantly reduced. Specifically, assume a vector of standard normal latent factors \( s_i \in \mathbb{R}^{T \times 1} \) for data \( x_i \), a factor loading matrix \( A_h \in \mathbb{R}^{P \times T} \) for cluster \( h \), and Gaussian residues \( e_i \) with diagonal covariance matrix \( \psi^{-1}_h I_P \), then

\[
(x_i | z_i = h) \sim N_P(A_h s_i + \mu_h, \psi^{-1}_h I_P).
\]

Marginalizing \( s_i \) with \( s_i \sim N_T(0, I_T) \), we recover (3.8), with \( \Lambda^{-1}_h = A_h A^T_h + \psi^{-1}_h I_P \).

The number of free parameters is significantly reduced if \( T \ll P \).

In this thesis, we modify the MFA model for classification applications with scarce samples. First, we consider a common loading matrix \( A \) for all the clusters, and introduce a binary vector \( b_h \) for each cluster to select which columns of \( A \) are used, i.e.,

\[
(x_i | z_i = h) \sim N_P(A \text{diag}(d \circ b_h) s_i + \mu_h, \psi^{-1}_h I_P),
\]

(3.9)

where each column of \( A, A_t \sim N_P(0, P^{-1} I_P) \), \( s_i \sim N_T(0, I_T) \), \( d \) is a vector responsible for scale, and \( \circ \) is a component-wise (Hadamard) product. For \( d \) we employ the prior \( d_t \sim N(0, \beta_t^{-1}) \) with \( \beta_t \sim \text{Gam}(c_0, d_0) \). Furthermore, we let the algorithm infer the intrinsic number of factors by imposing a low-rank belief for each cluster through the prior of \( b_h \), i.e.,

\[
b_{h,t} \sim \text{Bern}(\pi_{h,t}), \quad \pi_{h,t} \sim \text{Beta}(a_0/L, b_0(L - 1)/L),
\]

where \( L \) is a large number, which defines the largest possible dimensionality the algorithm may infer. Through the choice of \( a_0 \) and \( b_0 \) we impose our prior belief
about the intrinsic dimensionality of cluster $h$ (upon integrating out the draw $\pi_h$, the number of non-zero components of $b_h$ is drawn from $Binomial[L, a_0/(a_0+b_0(L-1))]$). As a result, both the number of clusters and the dimensionality of each cluster is inferred by this variant of iQGME.

With this form of iQGME, we could build local linear classifiers in either the original feature space or the (low-dimensional) space of latent factors $s_i$. For the sake of computational simplicity, we choose to classify in the low-dimensional factor space.

3.3 Incomplete Data Problem

In the above discussion it was assumed that all components of the feature vectors were available (no missing data). In this section, we consider the situation for which feature vectors $x_i$ are partially observed. We partition each feature vector $x_i$ into observed and missing parts, $x_i = [x_i^{o_i}; x_i^{m_i}]$, where $x_i^{o_i} = \{x_{ip} : p \in o_i\}$ denotes the subvector of observed features and $x_i^{m_i} = \{x_{ip} : p \in m_i\}$ represents the subvector of missing features, with $o_i$ and $m_i$ denoting the set of indices for observed and missing features, respectively. Each $x_i$ has its own observed set $o_i$ and missing set $m_i$, which may be different for each $i$. Following a generic notation [SG02], we refer to $R$ as the missingness. For an arbitrary missing pattern, $R$ could be defined as a missing data indicator matrix, that is,

$$R_{ip} = \begin{cases} 
1, & x_{ip} \text{ observed,} \\
0, & x_{ip} \text{ missing.} 
\end{cases}$$

We use $\xi$ to denote parameters characterizing the distribution of $R$, which is usually called the missing mechanism. In the classification context, the joint distribution of class labels, observed features and the missingness $R$ may be given by integrating
out the missing features $x^m$,
\[
p(y, x^o, R|\theta, \xi) = \int p(y, x|\theta)p(R|x, \xi)dx^m.
\] (3.10)

To handle such a problem analytically, assumptions must be made on the distribution of $R$. If the missing mechanism is conditionally independent of missing values $x^m$ given the observed data, i.e., $p(R|x, \xi) = p(R|x^o, \xi)$, the missing data are defined to be missing at random (MAR) [Rub76]. Consequently, (3.10) reduces to
\[
p(y, x^o, R|\theta, \xi) = p(R|x^o, \xi)\int p(y, x|\theta)dx^m = p(R|x^o, \xi)p(y, x^o|\theta).
\] (3.11)

According to (3.11), the likelihood is factorizable under the assumption of MAR. As long as the prior $p(\theta, \xi) = p(\theta)p(\xi)$ (factorizable), the posterior
\[
p(\theta, \xi|y, x^o, R) \propto p(y, x^o, R|\theta, \xi)p(\theta, \xi) = p(R|x^o, \xi)p(\xi)p(y, x^o|\theta)p(\theta)
\]
is also factorizable. For the purpose of inferring model parameters $\theta$, no explicit specification is necessary on the distribution of the missingness. As an important special case of MAR, missing completely at random (MCAR) occurs if we can further assume that $p(R|x, \xi) = p(R|\xi)$, which means the distribution of missingness is independent of observed values $x^o$ as well. When the missing mechanism depends on missing values $x^m$, the data are termed to be missing not at random (MNAR). From (3.10), an explicit form has to be assumed for the distribution of the missingness, and both the accuracy and the computational efficiency should be concerned.

When missingness is not totally controlled, as in most realistic applications, we cannot tell from the data alone whether the MCAR or MAR assumption is valid. Since the MCAR or MAR assumption is unlikely to be precisely satisfied in practice, inference based on these assumptions may lead to a bias. However, as demonstrated in many cases, it is believed that for realistic problems departures from MAR are
usually not large enough to significantly impact the analysis [CSK01]. On the other hand, without the MAR assumption, one must explicitly specify a model for the missingness $R$, which is a difficult task in most cases. As a result, the data are typically assumed to be either MCAR or MAR in the literature, unless significant correlations between the missing values and the distribution of the missingness are suspected.

In this work we make the MAR assumption, and thus expression (3.11) applies. In the iQGME framework, the joint likelihood may be further expanded as

$$p(y, x^o|\theta) = \int p(y, x|\theta)dx^m = \int_{ty>0}\int p(t|x, \theta_2)p(x|\theta_1)dx^m dt.$$  

(3.12)

The solution to such a problem with incomplete data $x^m$ is analytical since the distributions of $t$ and $x$ are assumed to be a Gaussian and a Gaussian mixture model, respectively. Naturally, the missing features could be regarded as hidden variables to be inferred and the graphical representation of the iQGME with incomplete data remains the same as in Figure 3.1, except that the node presenting features are partially observed now. As elaborated below, the important but mild assumption that the features are distributed as a GMM enables us to analytically infer the variational distributions associated with the missing values in a procedure of variational Bayesian inference.

As in many models [WLX+07], estimating the distribution of the missing values first and learning the classifier at a second step gives the flexibility of selecting the classifier for the second step. However, (3.12) suggests that the classifier and the data distribution are coupled, provided that partial data are missing and thus have to be integrated out. Therefore, a joint estimation of missing features and classifiers (searching in the space of $(\theta_1, \theta_2)$) is more desirable than a two-step process (searching in the space of $\theta_1$ for the distribution of the data, and then in the space of $\theta_2$ for the classifier).
3.4 Variational Bayesian Inference

3.4.1 Basic construction

For simplicity we denote the collection of hidden variables and model parameters as \( \Theta \) and specified hyper-parameters as \( \Psi \). In a Bayesian framework we are interested in \( p(\Theta|D, \Psi) \), the joint posterior distribution of the unknowns given observed data and hyper-parameters. From Bayes’ rule,

\[
p(\Theta|D, \Psi) = \frac{p(D|\Theta)p(\Theta|\Psi)}{p(D|\Psi)},
\]

where \( p(D|\Psi) = \int p(D|\Theta)p(\Theta|\Psi)d\Theta \) is the marginal likelihood that often involves multi-dimensional integrals. Since these integrals are nonanalytical in most cases, the computation of the marginal likelihood is the principal challenge in Bayesian inference. These integrals are circumvented if only a point estimate \( \hat{\Theta} \) is pursued, as in the expectation-maximization algorithm [DLR77]. Markov chain Monte Carlo (MCMC) sampling methods [GHRPS90, Nea93] provide one class of approximations for the full posterior, based on samples from a Markov chain whose stationary distribution is the posterior of interest. As a Markov chain is guaranteed to converge to its true posterior theoretically as long as the chain is long enough, MCMC samples constitute an unbiased estimation for the posterior. Most previous applications with a Dirichlet process prior [IJ01, WME94], including the related papers we reviewed in Section 3.1, have been implemented with various MCMC methods. The main concerns of MCMC methods are associated with computational costs for collecting sufficient samples and the difficulty of convergence diagnosis.

As an efficient alternative, the variational Bayesian (VB) method [Bea03] approximates the true posterior \( p(\Theta|D, \Psi) \) with a variational distribution \( q(\Theta) \) with free variational parameters. The problem of computing the posterior is reformulated as an optimization problem of minimizing the Kullback-Leibler (KL) divergence be-
tween \(q(\Theta)\) and \(p(\Theta|\mathcal{D}, \Psi)\), which is equivalent to maximizing a lower bound of \(\log p(\mathcal{D}|\Psi)\), the log marginal likelihood. This optimization problem can be solved iteratively with two assumptions on \(q(\Theta)\): (i) \(q(\Theta)\) is factorized; (ii) the factorized components of \(q(\Theta)\) come from the same exponential family as the corresponding priors do. Since the lower bound cannot achieve the true log marginal likelihood in general, the approximation given by the variational Bayesian method is biased. Another issue concerning the VB algorithm is that the solution may be trapped at local optima since the optimization problem is not convex. The main advantages of the VB include the ease of convergence diagnosis and computational efficiency. As the VB is solving an optimization problem, the objective function – the lower bound of the log marginal likelihood – is a natural criterion for convergence diagnosis. Therefore, the VB is a good alternative to the MCMC especially when conjugacy is achieved and computational efficiency is desired. In recent publications [BJ06, KWT07], discussions on the implementation of the variational Bayesian inference are given for Dirichlet process mixtures.

We implement the variational Bayesian inference throughout this chapter, with comparisons made to Gibbs sampling. Since it is desirable to maintain the dependencies among random variables (e.g., shown in the graphical models Figure 3.1) in the variational distribution \(q(\Theta)\), one typically only breaks those dependencies that bring difficulty to computation. In the subsequent inference for the iQGME, we retain some dependencies as unbroken. Following [BJ06], we employ stick-breaking representations with a truncation level \(N\) as variational distributions to approximate the infinite-dimensional random measures \(G\).

We detail the variational Bayesian inference for the case of incomplete data. The inference for the complete-data case is similar, except that all feature vectors are fully observed and thus the step of learning missing values is skipped. To avoid repetition, a thorough procedure for the complete-data case is not included, with
differences from the incomplete-data case indicated.

3.4.2 Variational distributions specification and updating

For the iQGME the unknowns are $\Theta = \{t, x^m, z, V, \alpha, \mu, \Lambda, W, \zeta, \lambda\}$, with hyperparameters $\Psi = \{m_0, u_0, B_0, \nu_0, \tau_10, \tau_{20}, \gamma_0, a_0, b_0\}$. We specify the factorized variational distributions as

$$q(t, x^m, z, V, \alpha, \mu, \Lambda, W, \zeta, \lambda) = \prod_{i=1}^{n} \left[ q_{t_i}(t_i) q_{x^m_{i}}(x^m_{i}, z_{i}) \right] \prod_{h=1}^{N-1} q_{V_h}(V_h) \prod_{h=1}^{N} \left[ q_{\mu_h, \Lambda_h}(\mu_h, \Lambda_h) q_{w_h}(w_h) \right] \prod_{p=1}^{P+1} q_{\zeta_p, \lambda_p}(\zeta_p, \lambda_p) q_\alpha(\alpha)$$

where

- $q_{t_i}(t_i)$ is a truncated normal distribution,
  $$t_i \sim TN(\mu^t_i, 1, y_i t_i > 0), \ i = 1, \ldots, n,$$
  which means the density function of $t_i$ is assumed to be normal with mean $\mu^t_i$ and unit variance for those $t_i$ satisfying $y_i t_i > 0$.

- $q_{x^m_{i}}(x^m_{i}, z_{i}) = q_{x^m_{i}}(x^m_{i} | z_{i}) q_{z_{i}}(z_{i})$, where $q_{z_{i}}(z_{i})$ is a multinomial distribution with probabilities $\rho_i$, and there are $N$ possible outcomes, $z_{i} \sim MN(1, \rho_{i1}, \ldots, \rho_{iN})$, $i = 1, \ldots, n$. Given the associated indicators $z_{i}$, since features are assumed to be distributed as a multivariate Gaussian, the distributions of missing values $x^m_{i}$ are still Gaussian according to conditional properties of multivariate Gaussian distributions:
  $$(x^m_{i} | z_{i} = h) \sim N_{|m_{i}|}(m_{h}^{m_{i}|o_{i}}, \Sigma_{h}^{m_{i}|o_{i}}), \ i = 1, \ldots, n, \ h = 1, \ldots, N.$$

We retain the dependency between $x^m_{i}$ and $z_{i}$ in the variational distribution since the inference is still tractable; for complete data, the variation distribution for $(x^m_{i} | z_{i} = h)$ is not necessary.
• $q_{v_h}(V_h)$ is a beta distribution,

$$V_h \sim Be(v_{h1}, v_{h2}), \ h = 1, \ldots, N - 1.$$

Recall that we have a truncation level of $N$, which implies that the mixture proportions $\pi_h(V)$ are equal to zero for $h > N$. Therefore, $q_{v_h}(V_h) = \delta_1$ for $h = N$, and $q_{v_h}(V_h) = \delta_0$ for $h > N$. For $h < N$, $V_h$ has a variational Beta posterior.

• $q_{\mu_h, \Lambda_h}(\mu_h, \Lambda_h)$ is a normal-Wishart distribution,

$$(\mu_h, \Lambda_h) \sim \mathcal{N}_P(\mathbf{m}_h, \mathbf{u}_h^{-1}\mathbf{A}_h^{-1})\mathcal{W}(\mathbf{B}_h, \nu_h), \ h = 1, \ldots, N.$$

• $q_{w_h}(w_h)$ is a normal distribution,

$$w_h \sim \mathcal{N}_{P+1}(\mu_w^h, \Sigma_w^h), \ h = 1, \ldots, N.$$

• $q_{\zeta_p, \lambda_p}(\zeta_p, \lambda_p)$ is a normal-gamma distribution,

$$(\zeta_p, \lambda_p) \sim \mathcal{N}(\phi_p, \gamma^{-1}\lambda_p^{-1})\mathcal{Ga}(a_p, b_p), \ p = 1, \ldots, P + 1.$$

• $q_\alpha(\alpha)$ is a Gamma distribution,

$$\alpha \sim \mathcal{Ga}(\tau_1, \tau_2).$$

Given the specifications on the variational distributions, a mean-field variational algorithm [Bea03] is developed for the iQGME model. All update equations and derivations for $q(x_i^o, z_i)$ are included. Each variational parameter is re-estimated iteratively conditioned on the current estimate of the others until the lower bound of the log marginal likelihood converges. Although the algorithm yields a bound for any initialization of the variational parameters, different initializations may lead to different bounds. To alleviate this local-maxima problem, one may perform multiple
independent runs with random initializations, and choose the run that produces the highest bound on the marginal likelihood. We will elaborate on our initializations in the experiment section.

For simplicity, we omit the subscripts on the variational distributions and henceforth use $q$ to denote any variational distributions. In the following derivations and update equations, we use generic notation $\langle f \rangle_q$ to denote $E_q[f]$, the expectation of a function $f$ with respect to variational distributions $q$. The subscript $q$ is dropped when it shares the same arguments with $f$.

The update equations for cases with incomplete data are summarized as follows:

1. $q(t_i | \mu_{t_i}^t)$

   $\mu_{t_i}^t = \sum_{h=1}^{N} \rho_{ih} \langle w_h \rangle^T \hat{x}_{i,h}^b$ where $\hat{x}_{i,h}^b = [x_{o_i,i}^b; m_{t_i}^o; 1]$.

   The expectation of $t_i$ and $t_i^2$ may be derived according to properties of truncated normal distributions:

   $\langle t_i \rangle = \mu_{t_i}^t + \frac{\phi(-\mu_{t_i}^t)}{1(y_i = 1) - \Phi(-\mu_{t_i}^t)},$

   $\langle t_i^2 \rangle = 1 + (\mu_{t_i}^t)^2 + \frac{\mu_{t_i}^t \phi(-\mu_{t_i}^t)}{1(y_i = 1) - \Phi(-\mu_{t_i}^t)}$,

   where $\phi(\cdot)$ and $\Phi(\cdot)$ denote the probability density function and the cumulative density function of the standard normal distribution, respectively.

2. $q(x_{i}^{m_i}, z_i | m_{i|h}^{m_i|o_i}, \Sigma_{i|h}^{m_i|o_i}, \rho_{ih})$

   A related derivation for a GMM model with incomplete data could be found in [WLX+07], where no classifier terms appear.
First, we explicitly write the intercept $w_h^i$, that is, $w_h = [(w_h^i)^T, w_h^b]^T$:

$$q(x_i^{m_i}, z_i = h)$$

$$\propto \exp\{\ln[p(t_i|z_i = h, x_i, W)p(z_i = h|V)p(x_i|z_i = h, \mu, \Lambda)]q(t_i)q(w_h)q(V)q(\mu, \Lambda_h)\}$$

$$\propto A_{ih}N_p(x_i|\tilde{\mu}_{ih}, \tilde{\Sigma}_{ih}),$$

where

$$\tilde{\Sigma}_{ih} = [(w_h^i(w_h^i)^T) + \nu_h B_h]^{-1}$$

$$\tilde{\mu}_{ih} = \tilde{\Sigma}_{ih}[t_i(w_h^i) + \nu_h B_h m_h - \langle w_h^i w_h^b \rangle]$$

$$A_{ih} = \exp\{\ln V_h + \sum_{l<h} (\ln(1 - V_l)) + \langle t_i \rangle \langle w_h^b \rangle$$

$$+ \frac{1}{2} [\ln |A_h| + \tilde{\mu}_{ih}^T \tilde{\Sigma}_{ih}^{-1} \tilde{\mu}_{ih} + \ln |\tilde{\Sigma}_{ih}| - \frac{P}{u_h} - m_h^T \nu_h B_h m_h - \langle (w_h^b)^2 \rangle]\}.$$  

Since

$$\begin{bmatrix} x_i^{o_i} \\
 x_i^{m_i} \end{bmatrix} \sim N_p \left( \begin{bmatrix} \tilde{\mu}_{ih}^{o_i} \\
 \tilde{\mu}_{ih}^{m_i} \end{bmatrix}, \begin{bmatrix} \tilde{\Sigma}_{ih}^{o_i,o_i} & \tilde{\Sigma}_{ih}^{o_i,m_i} \\
 \tilde{\Sigma}_{ih}^{m_i,o_i} & \tilde{\Sigma}_{ih}^{m_i,m_i} \end{bmatrix} \right),$$

the conditional distribution of missing features $x_i^{m_i}$ given observable features $x_i^{o_i}$ is also a normal distribution, that is, $x_i^{m_i}|x_i^{o_i} \sim N_{|m_i|}(m_{h|m_i}^{m_i|o_i}, \Sigma_{h|m_i}^{m_i|o_i})$ with

$$m_{h|m_i}^{m_i|o_i} = \tilde{\mu}_{ih}^{m_i} + \Sigma_{ih}^{m_i,o_i} (\Sigma_{ih}^{o_i,o_i})^{-1} (x_i^{o_i} - \tilde{\mu}_{ih}^{o_i}),$$

$$\Sigma_{h|m_i}^{m_i|o_i} = \Sigma_{ih}^{m_i,m_i} - \Sigma_{ih}^{m_i,o_i} (\Sigma_{ih}^{o_i,o_i})^{-1} \Sigma_{ih}^{o_i,m_i}.$$  

Therefore, $q(x_i^{m_i}, z_i = h)$ could be factorized as the product of a factor independent of $x_i^{m_i}$ and the variational posterior of $x_i^{m_i}$, that is,

$$q(x_i^{m_i}, z_i = h) \propto A_{ih}N_{|o_i|}(x_i^{o_i}|\tilde{\mu}_{ih}^{o_i}, \tilde{\Sigma}_{ih}^{o_i,o_i})N_{|m_i|}(x_i^{m_i}|m_{h|m_i}^{m_i|o_i}, \Sigma_{h|m_i}^{m_i|o_i})$$

$$\rho_{ih} \propto A_{ih}N_{|o_i|}(x_i^{o_i}|\tilde{\mu}_{ih}^{o_i}, \tilde{\Sigma}_{ih}^{o_i,o_i})$$
For complete data, no factorization for the distribution for $x_i^{m_i}$ is necessary:

$$
\rho_{ih} \propto \exp\{\langle t_i \rangle \langle w_h \rangle^T x_i - \frac{1}{2} x_i^T \langle w_h w_h^T \rangle x_i + \langle \ln V_h \rangle \}
+ \sum_{l<h} \langle \ln(1 - V_l) \rangle + \frac{1}{2} \langle \ln |A_h| \rangle - \frac{1}{2} \langle (x_i - \mu_h)^T A_h (x_i - \mu_h) \rangle \}.
$$

3. $q(V_h|v_{h1}, v_{h2})$

Similar updating could be found in [BJ06], except that we put a prior belief on $\alpha$ here instead of setting a fixed number.

$$
v_{h1} = 1 + \sum_{i=1}^{n} \rho_{ih}, \quad v_{h2} = \langle \alpha \rangle + \sum_{i=1}^{n} \sum_{l>h}^{n} \rho_{il};

\langle \ln V_h \rangle = \psi(v_{h1}) - \psi(v_{h1} + v_{h2}), \quad \langle \ln(1 - V_l) \rangle = \psi(v_{l2}) - \psi(v_{l1} + v_{l2}).
$$

4. $q(\mu_h, \Lambda_h|m_h, u_h, B_h, \nu_h)$

Similar updating could be found in [WLX+07].

$$
\nu_h = \nu_0 + N_h, \quad u_h = u_0 + N_h, \quad m_h = \frac{u_0 m_0 + N_h \bar{x}_h}{u_h},

B_h^{-1} = B_0^{-1} + \sum_{i=1}^{n} \rho_{ih} \hat{\Omega}_{i,h} + N_h S_h + \frac{u_0 N_h}{u_h} (\bar{x}_h - m_0)(\bar{x}_h - m_0)^T,
$$

where

$$
N_h = \sum_{i=1}^{n} \rho_{ih}, \quad \bar{x}_h = \frac{\sum_{i=1}^{n} \rho_{ih} x_i}{N_h}, \quad S_h = \sum_{i=1}^{n} \rho_{ih} (\hat{x}_{i,h} - \bar{x}_h)(\hat{x}_{i,h} - \bar{x}_h)^T / N_h,

\hat{x}_{i,h} = \left[ \begin{array}{c} x_i^{m_i | o_i} \\ m_{h_i}^{m_i | o_i} \end{array} \right], \quad \hat{\Omega}_{i,h} = \left[ \begin{array}{cc} 0 & 0 \\ 0 & \sum_{h_i}^{m_i | o_i} \end{array} \right].

\langle \ln |\Lambda_h| \rangle = \sum_{p=1}^{P} \psi((\nu_h - p + 1)/2) + P \ln 2 + \ln |B_h|,

\langle (x_i - \mu_h)^T \Lambda_h (x_i - \mu_h) \rangle = (\hat{x}_{i,h} - m_h)^T \nu_h B_h (\hat{x}_{i,h} - m_h) + \nu_h + \text{tr}(\nu_h B_h \hat{\Omega}_{i,h}).
$$
5. \( q(w_h | \mu_h^w, \Sigma_h^w), \langle w_h \rangle = \mu_h^w, \langle w_h w_h^T \rangle = \Sigma_h^w + \mu_h^w(\mu_h^w)^T \).

\[
\Sigma_h^w = \left( \sum_{i=1}^{n} \rho_{ih}(\Omega_{i,h} + x_{i,h}^b x_{i,h}^b^T) + \text{diag}(\langle \lambda \rangle) \right)^{-1},
\]

\[
\mu_h^w = \sum_{i=1}^{n} \rho_{ih} x_{i,h}^b (t_i) + \text{diag}(\langle \lambda \rangle) \phi.
\]

6. \( q(\zeta, \lambda_p | \phi, \gamma, a_p, b_p), \langle \lambda_p \rangle = a_p/b_p. \)

Similar updating could be found in [XLCK07].

\[
\phi_p = \sum_{h=1}^{N} \langle w_{hp} \rangle / \gamma, \quad \gamma = \gamma_0 + N
\]

\[
a_p = a_0 + \frac{N}{2}, \quad b_p = b_0 + \frac{1}{2} \sum_{h=1}^{N} \langle w_{hp}^2 \rangle - \frac{1}{2} \gamma \phi_p^2.
\]

7. \( q(\alpha | \tau_1, \tau_2), \langle \alpha \rangle = \tau_1/\tau_2. \)

Similar updating could be found in any VB-inferred DP model with a Gamma prior on \( \alpha \) [XLCK07].

\[
\tau_1 = N - 1 + \tau_{10}, \quad \tau_2 = \tau_{20} - \sum_{h=1}^{N-1} \langle \ln(1 - V_h) \rangle.
\]

3.4.3 Prediction

For a new observed feature vector \( x_\alpha^* \), the prediction on the associated class label \( y_\alpha \) is given by integrating out the missing values.

\[
P(y_\alpha = 1 | x_\alpha^*, \mathcal{D}) = \frac{p(y_\alpha = 1, x_\alpha^* | \mathcal{D})}{p(x_\alpha^* | \mathcal{D})} = \frac{\int p(y_\alpha = 1, x_\alpha^* | \mathcal{D}) dx_{m*}}{\int p(x_\alpha^* | \mathcal{D}) dx_{m*}}
\]

\[
= \frac{\int \sum_{h=1}^{N} P(z_\alpha = h | \mathcal{D}) p(x_\alpha^* | z_\alpha = h, \mathcal{D}) P(y_\alpha = 1 | x_\alpha^*, z_\alpha = h, \mathcal{D}) dx_{m*}}{\int \sum_{k=1}^{N} P(z_\alpha = k | \mathcal{D}) p(x_\alpha^* | z_\alpha = k, \mathcal{D}) dx_{m*}}
\]
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We marginalize the hidden variables over their variational distributions to compute the predictive probability of the class label

\[ P(y_\ast = 1 | x_\ast^{\omega \ast}, \mathcal{D}) \]

\[ = \sum_{h=1}^{N} E_{V} [\pi_h] \int_{0}^{\infty} \int E_{\mu_h, \Lambda_h} [\mathcal{N}_P(x_\ast | \mu_h, \Lambda_h^{-1})] E_{w_h} \left[ \mathcal{N}(t_* | w_h^T x_\ast^{\omega}, 1) \right] dx_*^{m\ast} dt_* \]

where

\[ E_{V} [\pi_h] = E_{V} [V_h \prod_{l<h} (1 - V_l)] = \langle V_h \rangle \prod_{l<h} (1 - V_l) = \left[ \frac{v_{h1}}{v_{h1} + v_{h2}} \right]^{1(h<N)} \prod_{l<h} \left[ \frac{v_{l2}}{v_{l1} + v_{l2}} \right]^{1(h>1)} \]

The expectation \( E_{\mu_h, \Lambda_h} [\mathcal{N}_P(x_\ast | \mu_h, \Lambda_h^{-1})] \) is a multivariate Student-t distribution [Att00]. However, for the incomplete-data situation, the integral over the missing values is tractable only when the two terms in the integral are both normal. To retain the form of norm distributions, we use the posterior means of \( \mu_h, \Lambda_h \) and \( w_h \) to approximate the variables:

\[ P(y_\ast = 1 | x_\ast^{\omega \ast}, \mathcal{D}) \approx \sum_{h=1}^{N} E_{V} [\pi_h] \int_{0}^{\infty} \int \mathcal{N}_P(x_\ast | m_h, (\nu_B B_h)^{-1}) \mathcal{N}(t_* | (\mu_h^w)^T x_\ast^{\omega}, 1) dx_*^{m\ast} dt_* \]

\[ = \sum_{h=1}^{N} E_{V} [\pi_h] E_{[\omega_h]} (x_\ast^{\omega \ast} | m_h^{\omega \ast}, (\nu_B B_h)^{-1}) \int_{0}^{\infty} \mathcal{N}(t_* | \varphi_{sh}, g_{sh}) dt_* \]

where

\[ \varphi_{sh} = [m_h^T, 1] \mu_h^w + \Gamma_{sh}^T (\Delta_{h}^{\omega \omega \ast})^{-1} (x_\ast^{\omega \ast} - m_h^{\omega \ast}) \]

\[ g_{sh} = 1 + (\mu_h^w)^T \Delta_h \bar{\mu}_h^w - \Gamma_{sh} (\Delta_h^{\omega \omega \ast})^{-1} \Gamma_{sh} \]

\[ \Gamma_{sh} = \Delta_{h}^{\omega \omega \ast} (\mu_h^w)^{\omega \ast} + \Delta_{h}^{\omega m \ast} (\mu_h^w)^{m \ast} \]

\[ \bar{\mu}_h^w = (\mu_h^w)_{1:P} \]

\[ \Delta_h = (\nu_B B_h)^{-1} \]
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For complete data the integral of missing features is absent, so we take advantage of the full variational posteriors for prediction.

3.4.4 Computational complexity

Given the data dimensionality $P$, the number of data points $n$, and the truncation level (or the number of clusters) $N$ specified for the variational distributions, we compare the iQGME to closely related DP regression models [MO06, SN09], in terms of the time and memory complexity. The inference of the iQGME with complete data requires inversion of two $P \times P$ matrices (the covariance matrices for the inputs and the local expert) associated with each cluster. Therefore, the time and memory complexity are $O(2NP^3)$ and $O(2NP^2)$, respectively. With incomplete data, since the missing pattern is unique for each data point, the time and memory complexity increase with number of data points, i.e., $O(nNP^3)$ and $O(nNP^2)$, respectively. The mixture of Gaussian process experts [MO06] requires $O(NP^3 + n^3/N)$ computations for each MCMC iteration if the $N$ experts equally divide the data, and the memory complexity is $O(NP^2 + n^2/N)$. In the model proposed by [SN09], no matrix inversion is needed since the covariates are assumed to be independent. The time and memory complexity are $O(NP)$ and $O(NP)$, respectively.

From the aspect of computational complexity, the model in [MO06] is restricted by the increase of both dimensionality and data size; while the model proposed in [SN09] is more efficient. Although the proposed model requires more computations for each MCMC iteration than the latter one, we are able to handle missing values naturally, and much more efficiently compared to the former one. Considering the usual number of iterations required by the VB (several dozens) and the MCMC (thousands or even tens of thousands), our model is even more efficient.
3.5 Experimental Results

In all the following experiments the hyper-parameters are set as follows: $a_0 = 0.01$, $b_0 = 0.01$, $\gamma_0 = 0.1$, $\tau_{10} = 0.05$, $\tau_{20} = 0.05$, $u_0 = 0.1$, $\nu_0 = P + 2$, and $m_0$ and $B_0$ are set according to sample mean and sample precision, respectively. These parameters have not been optimized for any particular data set (which are all different in form), and the results are relatively insensitive to “reasonable” settings. The truncation level for the variational distribution is set to be $N = 20$. We have found the results insensitive to the truncation level, for values larger than that considered here.

Because of the local-maxima issue associated with the VB, initialization of the variational parameters is often important. We initialize most variational hyper-parameters using the corresponding prior hyper-parameters, which are data-independent. The precision/covariance matrices $B_h$ and $\Sigma^w_h$ are simply initialized as identity matrices. However, for several other hyper-parameters, we may obtain information for good start points from the data. Specifically, the variational mean of the soft label $\mu^i_t$ is initialized by the associated label $y_i$. A $K$-means clustering algorithm is implemented on the feature vectors, and the cluster means and identifications for objects are used to initialize the variational mean of the Gaussian means $m_h$ and the indicator probabilities $\rho_i$, respectively. As an alternative, one may randomly initialize $m_h$ and $\rho_i$ multiple times, and select the solution that produces the highest lower bound on the log marginal likelihood. The two approaches work almost equivalently for low-dimensional problems; however, for problems with moderate to high dimensionality, it could be fairly difficult to get a satisfying initialization by making several random trials.
3.5.1 Synthetic data

We first demonstrate the proposed iQGME model on a synthetic data set, for illustrative purposes. The data are generated according to a GMM model \( p(x) = \sum_{k=1}^{3} \pi_k N_2(x|\mu_k, \Sigma_k) \) with the following parameters:

\[
\pi = \begin{bmatrix} 1/3 & 1/3 & 1/3 \end{bmatrix}, \quad \mu_1 = \begin{bmatrix} -3 \\ 0 \end{bmatrix}, \quad \mu_2 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \mu_3 = \begin{bmatrix} 5 \\ 0 \end{bmatrix}
\]

\[
\Sigma_1 = \begin{bmatrix} 0.52 & -0.36 \\ -0.36 & 0.73 \end{bmatrix}, \quad \Sigma_2 = \begin{bmatrix} 0.47 & 0.19 \\ 0.19 & 0.7 \end{bmatrix}, \quad \Sigma_3 = \begin{bmatrix} 0.52 & -0.36 \\ -0.36 & 0.73 \end{bmatrix}.
\]

The class boundary for each Gaussian component is given by three lines \( x_2 = w_k x_1 + b_k \) for \( k = 1, 2, 3 \), where \( w_1 = 0.75, b_1 = 2.25, w_2 = -0.58, b_2 = 0.58, \) and \( w_3 = 0.75, b_3 = -3.75. \) The simulated data are shown in Figure 3.2(a), where black dots and dashed ellipses represent the true means and covariance matrices of the Gaussian components, respectively.

![Figure 3.2](image)

**Figure 3.2:** Synthetic three-Gaussian single-task data with inferred components. (a) Data in feature space with true labels and true Gaussian components indicated; (b) inferred posterior expectation of weights on components, with standard deviations depicted as error bars; (c) ground truth with posterior means of dominant components indicated (the linear classifiers and Gaussian ellipses are inferred from the data).

The inferred mean mixture weights with standard deviations are depicted in Figure 3.2(b), and it is observed that three dominant mixture components (local “experts”) are inferred. The dominant components (those with mean weight larger
than 0.005) are characterized by Gaussian means, covariance matrices and local experts, as depicted in Figure 3.2(c). From Figure 3.2(c), the nonlinear classification is manifested by using three dominant local linear classifiers, with a GMM defining the effective regions stochastically.

![Prior and Posterior on Number of Dominant Components](a)

![Prior and Posterior on α](b)

**Figure 3.3**: Synthetic three-Gaussian single-task data: (a) prior and posterior beliefs on the number of dominant components; (b) prior and posterior beliefs on α.

An important point is that we are not selecting a “correct” number of mixture components as in most mixture-of-expert models, including the finite QGME model [LLC07a]. Instead, there exists uncertainty on the number of components in our posterior belief. Since this uncertainty is not inferred directly, we obtain samples for the number of dominant components by calculating $\pi_h$ based on $V_h$ sampled from their probability density functions (prior or variational posterior), and the probability mass functions given by histogram are shown in Figure 3.3(a). As discussed, the scale parameter $\alpha$ is highly related to the number of clusters, so we depict the prior and the variational posterior on $\alpha$ in Figure 3.3(b).

The predictions in feature space are presented in Figure 3.4, where the prediction in sub-figure (a) is given by integrating over the full posteriors of local experts and parameters (means and covariance matrices) of Gaussian components; while the prediction in sub-figure (b) is given by posterior means. We examine these two cases
since the analytical integrals over the full posteriors may be unavailable sometimes in practice (for example, for cases with incomplete data as discussed in Section 3.4).

From Figures 3.4(a) and 3.4(b), we observe that these two predictions are fairly similar, except that (a) allows more uncertainty on regions with scarce data. The reason for this is that the posteriors are often peaked and thus posterior means are usually representative. As an example, we plot the broad common prior imposed for local experts in Figure 3.4(c) and the peaked variational posteriors for three dominant
experts in Figure 3.4(d). According to Figure 3.4, we suggest the usage of full posteriors for prediction whenever integrals are analytical, that is, for experiments with complete data. It also empirically justifies the use of posterior means as an approximation. These results have been computed using VB inference, with MCMC-based results presented below, as a comparison.

3.5.2 Benchmark data

To further evaluate the proposed iQGME, we compare it with other models, using benchmark data sets available from the UCI machine learning repository [NHBM98]. Specifically, we consider Wisconsin Diagnostic Breast Cancer (WDBC) and the Johns Hopkins University Ionosphere database (Ionosphere) data sets, which have been studied in the literature [WLX+07, LLC07a]. These two data sets are summarized in Table 3.1.

Table 3.1: Details of Ionosphere and WDBC data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Dimension</th>
<th>Number of positive instances</th>
<th>Number of negative instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>126</td>
<td>225</td>
</tr>
<tr>
<td>WDBC</td>
<td>30</td>
<td>212</td>
<td>357</td>
</tr>
</tbody>
</table>

The models we compare to include:

- State-of-the-art classification algorithms: Support Vector Machines (SVM) [Vap95] and Relevance Vector Machines (RVM) [Tip00]. We consider both linear models (Linear) and non-linear models with radial basis function (RBF) for both algorithms. For each data set, the kernel parameter is optimized given one training/test/validation separation, and then fixed for all the other experimental settings. The RVM models are implemented with Tipping’s Matlab code available at http://www.miketipping.com/index.php?page=rvm.

Since those SVM and RVM algorithms are not directly applicable to problems with missing features, we use two methods to impute the missing values before
the implementation. One is using the mean of observed values (unconditional mean) for the given feature, referred to as Uncond; the other is using the posterior mean conditional on observed features (conditional mean), referred to as Cond [SG02].

- Classifiers handling missing values: the finite QGME inferred by expectation-maximization (EM) [LLC07a], referred to as QGME-EM, and a two-stage algorithm [WLX+07] where the parameters of the GMM for the covariates are estimated first given the observed features, and then a marginalized linear logistic regression (LR) classifier is learned, referred to as LR-Integration. Results are cited from [LLC07a] and [WLX+07], respectively.

In order to simulate the missing at random setting, we randomly remove a fraction of feature values according to a uniform distribution, and assume the rest are observed. Any instance with all feature values missing is deleted. After that, we randomly split each data set into training and test subsets, imposing that each subset encompasses at least one instance from each of the classes. Note that the random pattern of missing features and the random partition of training and test subsets are independent of each other. By performing multiple trials we consider the general (average) performance for various data settings. For convenient comparison with [WLX+07] and [LLC07a], the performance of algorithms is evaluated in terms of the area under a receiver operating characteristic (ROC) curve (AUC) [HM82].

The results on the Ionosphere and WDBC data sets are summarized in Figures 3.5 and 3.6, respectively, where we consider 25% and 50% of the feature values missing. Given a portion of missing values, each curve is a function of the fraction of data used in training. For a given size of training data, we perform ten independent trials for the SVM and RVM models and the proposed iQGME.

From both Figures 3.5 and 3.6, the proposed iQGME-VB is robust for all the
Figure 3.5: Results on Ionosphere data set for (a)(b) 25%, and (c)(d) 50% of the feature values missing. For legibility, we only report the standard deviation for the proposed iQGME-VB algorithm as error bars, and present the compared algorithms in two figures for each case. The results of the finite QGME solved with an expectation-maximization method are cited from [LLC07a], and those of LR-Integration are cited from [WLX+07]. Since the performance of the QGME-EM is affected by the choice of number of experts $K$, the overall best results among $K = 1, 3, 5, 10, 20$ are cited for comparison in each case (no such selection of $K$ is required for the proposed iQGME-VB algorithm).

Experimental settings, and its overall performance is the best among all algorithms considered. Although the RVM-RBF-Cond and the SVM-RBF-Cond perform well for the Ionosphere data set, especially when the training data is limited, their performance on the WDBC data set is not as good. The kernel methods benefit from the introduction of the RBF kernel for the Ionosphere data set; however, the performance...
is inferior for the WDBC data set. We also note that the one-step iQGME and the finite QGME outperform the two-step LR-integration. The proposed iQGME consistently performs better than the finite QGME (where, for the latter, in all cases we show results for the best/optimized choice of number of experts $K$), which reveals the advantage of retaining the uncertainty on the model structure (number of experts) and model parameters. As shown in Figure 3.6, the advantage of considering the uncertainty on the model parameters is fairly pronounced for the WDBC data set, especially when training examples are relatively scarce and thus the point-
estimation EM method suffers from over-fitting issues. A more detailed examination on the model uncertainty is shown in Figures 3.7 and 3.8.

**Figure 3.7**: The comparison on the Ionosphere data set between QGME-EM with different preset number of clusters $K$ and the proposed iQGME-VB, when (a)(b)(c) 25%, and (d)(e)(f) 50% of the features are missing. In each row, 10%, 50%, and 90% of samples are used for training, respectively. Results of QGME-EM are cited from [LLC07a].

In Figure 3.7, the influence of the preset value for $K$ on the QGME-EM model is examined on the Ionosphere data. We observe that with different fractions of missing values and training samples, the values for $K$ which achieve the best performance may be different; as $K$ goes to a large number (e.g., 20 here), the performance gets worse due to over-fitting. In contrast, we do not need to set the number of clusters for the proposed iQGME-VB model. As long as the truncation level $N$ is large enough ($N = 20$ for all the experiments), the number of clusters is inferred by the algorithm. We give an example for the posterior on the number of clusters inferred by the proposed iQGME-VB model, and report the statistics for the most probable
number of experts given each missing fraction and training fraction in Figure 3.8, which suggests that the number of clusters may vary significantly even for the trials with the same fraction of feature values missing and the same fraction of samples for training. Therefore, it may be not appropriate to set a fixed value for the number of clusters for all the experimental settings as one has to do for the QGME-EM.

Although our main purpose is classification, one may also be interested in how well the algorithm can estimate the missing values while pursuing the main purpose. In Figure 3.9, we show the ratio of correctly estimated missing values for the Ionosphere data set with 25% feature values missing, where two criteria are considered: true values are less than one standard deviation (red circles) or two standard deviations (blue squares) away from the posterior means. This figure suggests that the algorithm estimates most of the missing values in a reasonable range away from the true values when the training size is large enough; even with not so satisfying estimations (as for
limited training data), the classification results are still relatively robust as shown in Figure 3.5.

We have discussed the advantages and disadvantages for the inference with MCMC and VB in Section 3.4.1. Here we take the Ionosphere data with 25% features missing as an example to compare these two inference techniques, as shown in Figure 3.10. It can be seen that they achieve similar performance for the particular iQGME model proposed in this paper. The time consumed for each iteration is also comparable, and increases almost linearly with the training size, as discussed in Section 3.4.4. The VB inference takes a little bit longer per iteration, probably due to the extra computation for the lower bound of the log marginal likelihood, which serves as convergence criterion. Significant differences occur on the number of iterations we have to take. In the experiment, even though we set a very strict threshold ($10^{-6}$) for the relative change of the lower bound, the VB algorithm converges at about 50 iterations for most cases except when training data are very scarce (10%). For the MCMC inference, we discard the initial samples from the first 1000 iterations (burn-in), and collect the next 500 samples to present the posterior. It is far from enough
to claim convergence; however, we consider it a fair comparison for computation as the two methods yield similar results under this setting. Given the fact that the VB algorithm only takes about 1/30 the CPU time, and VB and MCMC performance are similar, in the following examples we only present results based on VB inference. However, in all the examples below we also performed Gibbs sampling, and the relative inference consistency and computational costs relative to VB were found to be as summarized here (i.e., in all cases there was close agreement between the VB and MCMC inferences, and considerable computational acceleration manifested by VB).

Figure 3.10: Comparison between VB and MCMC inferred iQGME on the Ionosphere data with 25% features missing in terms of (a) performance, (b) time consumed for each iteration, and (c) number of iterations. For the VB inference, we set a threshold ($10^{-6}$) for the relative change of lower bound in two consecutive iterations as the convergence criterion; for the MCMC inference, we discard the initial samples from the first 1000 iterations (burn-in), and collect the next 500 samples to present the posterior.

3.5.3 Unexploded ordnance data

We now consider an unexploded ordnance (UXO) detection problem [ZCY+03], where two types of sensors are used to collect data, but one of them may be absent for particular targets. Specifically, one sensor is a magnetometer (MAG) and the other an electromagnetic induction (EMI) sensor; these sensors are deployed separately to interrogate buried targets, and for some targets both sensors are deployed and for others only one sensor is deployed. This is a real sensing problem for which
missing data occurs naturally. The total number of targets are 146, where 79 of them are UXO and the rest are non-UXO (i.e., non-explosives). A six-dimensional feature vector is extracted from the raw signals to represent each target, with the first three components corresponding to MAG features and the rest as EMI features (details on feature extraction is provided in \cite{ZCY03}). Figure 3.11 shows the missing patterns for this data set.

![Missing Pattern for the Unexploded Ordnance Data Set](image)

**Figure 3.11:** Missing pattern for the unexploded ordnance data set, where black and white indicate observed and missing, respectively.

We compare the proposed iQGME-VB algorithm with the SVM, RVM and LR-Integration as detailed in Section 3.5.2. In order to evaluate the overall performance of classifiers, we randomly partition the training and test subsets, and change the training size. The area under the ROC curve and the classification accuracy (using $P(y = 1) = 0.5$ as threshold) are two criteria considered. Results are shown in Figure 3.12, where only performance means are reported for the legibility of the figures. From this figure, the proposed iQGME-VB method is robust for all the experimental settings under both performance criteria.
Figure 3.12: Mean performance over 100 random training/test partitions for each training fraction on the unexploded ordnance data set, in terms of (a) area under the ROC curve, and (b) classification accuracy.

3.5.4 Sepsis classification data

In Sections 3.5.2 and 3.5.3, we have demonstrated the proposed iQGME-VB on data sets with low to moderate dimensionality. A high-dimensional data set with natural missing values is considered in this subsection. These data were made available to the authors from the National Center for Genomic Research in the US, and will be made available upon request. This is another example for which missing data are a natural consequence of the sensing modality. There are 121 patients who are infected by sepsis, with 90 of them surviving (label -1) and 31 of them who die (label 1). For each patient, we have 521 metabolic features and 100 protein features. The purpose is to predict whether a patient infected by sepsis will die given his/her features. The missing pattern of feature values is shown in Figure 3.13(a), where black indicates observed (this missingness is a natural consequence of the sensing device).

As the data are in a 621-dimensional feature space, with only 121 samples available, we use the MFA-based variant of the iQGME (Section 3.2.3). To impose the low-rank belief for each cluster, we set $c_0 = d_0 = 1$, and the largest possible dimen-
sionality for clusters is set to be $L = 50$.

We compare to the same algorithms considered in Section 3.5.3, except the LR-Integration algorithm since it is not capable of handling such a high-dimensional data set. Mean AUC over ten random partitions are reported in Figure 3.13(b). Here we report the SVM and RVM results on the original data since they are able to classify the data in the original 621-dimensional space after missing values are imputed; we also examined SVM and RVM results on the data in a lower-dimensional latent space, after first performing factor analysis on the data, and these results were very similar to the SVM/RVM results in the original 621-dimensional space. From Figure 3.13(b), our method provides improvement by handling missing values analytically in the procedure of model inference and performing a dimensionality reduction jointly with local classifiers learning.

![Missing Pattern](a)
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**Figure 3.13**: Sepsis data set. (a) Missing pattern, where black and white indicate observed and missing, respectively, (b) mean performance over 100 random training/test partitions for each training fraction.
3.6 Summary

This chapter proposes a classifier capable of handling incomplete data within non-parametric Bayesian framework. Features and labels are modeled jointly as mixture of experts, with the number of experts automatically inferred via the imposing of a Dirichlet process prior. With multiple simple linear experts, the proposed classifier is able to address problems with nonlinear class boundaries, and missing features could be handled in the process of model inference. In the non-parametric Bayesian framework, the uncertainty on the model structure (number of experts) and the uncertainty on the model parameters are both captured to enhance the model ability of generalization; and the hierarchical model structure makes it amenable to be extended to a multi-task setting. Fast inference is implemented via variational Bayesian.

After an illustration is given on a synthetic data set, the robustness and the performance improvement of the proposed classifier is validated on benchmark data sets, compared to previous work and two state-of-the-art classifiers. Moreover, two real applications with natural missing features are considered.
Multi-task Classification with Incomplete Data

4.1 Introduction

In addition to challenges with incomplete data, one must often address an insufficient quantity of training data. In [WLX+07] the authors employed semi-supervised learning [Zhu05] to address this challenge, using the contextual information in the unlabeled data to augment the limited labeled data, all done in the presence of missing/incomplete data. Another form of context one may employ to address limited labeled data is multi-task learning (MTL) [Car97, AZ05], which allows the learning of multiple tasks simultaneously to improve generalization performance. The work of [Car97] provided an overview of MTL and demonstrated it on multiple problems. In recent research, a hierarchical statistical structure has been favored for such models, where information is transferred via a common prior within a hierarchical Bayesian model [YST+03, ZGY06]. Specifically, information may be transferred among related tasks [XLCK07] when the Dirichlet process (DP) [Fer73] is introduced as a common prior. To the best of our knowledge, there is no previous example of addressing incomplete data in a multi-task setting, this problem constituting an important as-
pect of this dissertation. In this chapter the infinite quadratically gated mixture of experts (iQGME) algorithm is further extended to a multi-task setting, again using a non-parametric Bayesian model, simultaneously learning $J$ missing-data classification problems, with appropriate sharing (could be global or local in feature space).

4.2 Multi-Task Learning via the Hierarchical Dirichlet Process

Assume we have $J$ data sets, with the $j$th represented as $\mathcal{D}_j = \{(x_{ji}, y_{ji}) : i = 1, \ldots, n_j\}$; our goal is to design a classifier for each data set, with the design of each classifier termed a “task”. One may learn separate classifiers for each of the $J$ data sets (single-task learning) by ignoring connections between the data sets, or a single classifier may be learned based on the union of all data (pooling) by ignoring differences between the data sets. More appropriately, in a hierarchical Bayesian framework $J$ task-dependent classifiers may be learned jointly, with information borrowed via a higher-level prior (multi-task learning). In some previous research all tasks are assumed to be equally related to each other [YST+03, ZGY06], or related tasks share exactly the same task-dependent classifier [XLCK07]. With multiple local experts, the proposed iQGME model for a particular task is relatively flexible, enabling the borrowing of information across the $J$ tasks (two data sets may share parts of the respective classifiers, without requiring sharing of all classifier components).

As discussed in Chapter 2, a DP prior encourages clustering (each cluster corresponds to a mixture component or a local expert). Now considering multiple tasks, a hierarchical Dirichlet process (HDP) [TMIJB06] may be considered to solve the problem of sharing clusters (local experts) across multiple tasks. Assume a random measure $G_j$ is associated with each task $j$, where each $G_j$ is an independent draw from Dirichlet process $\mathcal{DP}(\alpha G_0)$ with a base measure $G_0$ drawn from an upper-level
Dirichlet process $\mathcal{DP}(\beta H)$, i.e.,

$$
G_j \sim \mathcal{DP}(\alpha G_0), \quad \text{for } j = 1, \ldots, J,
$$

$$
G_0 \sim \mathcal{DP}(\beta H).
$$

As a draw from a Dirichlet process, $G_0$ is discrete with probability one and has a stick-breaking representation as in (2.2). With such a base measure, the task-dependent DPs reuse the atoms $\boldsymbol{\theta}_h^*$ defined in $G_0$, yielding the desired sharing of atoms among tasks.

With the task-dependent iQGME defined in (3.7), we consider all $J$ tasks jointly:

$$(\mathbf{x}_{ji}, t_{ji}) \sim \mathcal{N}_p(\mathbf{x}_{ji}|\mu_{ji}, \Lambda_{ji}^{-1})\mathcal{N}(t_{ji}|\mathbf{w}^T_{ji}\mathbf{x}_{ji}, 1),$$

$$(\mu_{ji}, \Lambda_{ji}, \mathbf{w}_{ji}) \sim^{iid} G_j,$$

$$G_j \sim \mathcal{DP}(\alpha G_0),$$

$$G_0 \sim \mathcal{DP}(\beta H).$$

In this form of borrowing information, experts with associated means and precision matrices are shared across tasks as distinct atoms. Since means and precision matrices statistically define local regions in feature space, sharing is encouraged locally. We explicitly write the stick-breaking representations for $G_j$ and $G_0$, with $z_{ji}$ and $c_{jh}$ introduced as the indicators for each data point and each distinct atom of $G_j$, respectively. By factorizing the base measure $H$ as a product of a normal-Wishart prior for $(\mu_s, \Lambda_s)$ and a normal prior for $\mathbf{w}_s$, the hierarchical model of the multi-task iQGME via the HDP is represented as

Data Generation:

$$(t_{ji}|c_{jh} = s, z_{ji} = h) \sim \mathcal{N}(\mathbf{w}^T_s \mathbf{x}_{ji}, 1),$$

$$(\mathbf{x}_{ji}|c_{jh} = s, z_{ji} = h) \sim \mathcal{N}_p(\mu_s, \Lambda_s^{-1}).$$
Drawing lower-level indicators:

\[ z_{ji} \sim \sum_{h=1}^{\infty} \pi_{jh} \delta_h, \quad \text{where} \quad \pi_{jh} = V_{jh} \prod_{i < h} (1 - V_{jl}), \]

\[ V_{jh} \sim \text{Be}(1, \alpha), \]

Drawing upper-level indicators:

\[ c_{jh} \sim \sum_{s=1}^{\infty} \eta_s \delta_s, \quad \text{where} \quad \eta_s = U_s \prod_{l < s} (1 - U_l), \]

\[ U_s \sim \text{Be}(1, \beta), \]

Drawing parameters from \( H \):

\[ (\mu_s, \Lambda_s) \sim \mathcal{N}_P(\mu_s | m_0, u_0^{-1} \Lambda_s^{-1}) \mathcal{W}(\Lambda_s | B_0, \nu_0), \]

\[ w_s \sim \mathcal{N}_{P+1}(\zeta | \text{diag}(\lambda)^{-1}). \]

where \( j = 1, \ldots, J \) and \( i = 1, \ldots, n_j \) index tasks and data points in each tasks, respectively; \( h = 1, \ldots, \infty \) and \( s = 1, \ldots, \infty \) index atoms for task-dependent \( G_j \) and the globally shared base \( G_0 \), respectively. Hyper-priors are imposed similarly as in the single-task case:

\[ \alpha \sim \text{Ga}(\tau_{10}, \tau_{20}), \]

\[ \beta \sim \text{Ga}(\tau_{30}, \tau_{40}), \]

\[ (\zeta | \lambda) \sim \mathcal{N}_{P+1}(0, \gamma_0^{-1} [\text{diag}(\lambda)]^{-1}), \]

\[ \lambda_p \sim \text{Ga}(a_0, b_0), \quad p = 1, \ldots, P + 1, \]

The graphical representation of the iQGME for multi-task learning via the HDP is shown in Figure 4.1.

4.3 Variational Bayesian Inference

For multi-task learning much of the inference is highly related to that of single-task learning, as discussed in Chapter 3; in the following we focus only on differences.
Figure 4.1: Graphical representation of the iQGME for multi-task learning via the hierarchical Dirichlet process (HDP). Refer to Figure 3.1 for additional information.

In the multi-task learning model, we denote the collection of latent variables as $\Theta = \{t, x^m, z, V, \alpha, c, U, \beta, \mu, \Lambda, W, \zeta, \lambda\}$, and the collection of hyper-parameters as $\Psi = \{m_0, u_0, B_0, \nu_0, \tau_{10}, \tau_{20}, \tau_{30}, \tau_{40}, \gamma_0, a_0, b_0\}$. The factorized variational distributions are specified as

$$q(t, x^m, z, V, \alpha, c, U, \beta, \mu, \Lambda, W, \zeta, \lambda) = \prod_{j=1}^{J} \left( \prod_{i=1}^{n_j} [q(t_{ji})q(x_{ji}^m)] \right) \prod_{h=1}^{N-1} q(V_{jh}) \prod_{h=1}^{N} q(c_{jh}) \prod_{s=1}^{S} q(U_s) \prod_{s=1}^{S} [q(\mu_s, \Lambda_s)q(w_s)] \prod_{p=1}^{P+1} q(\zeta_p, \lambda_p)q(\alpha)q(\beta).$$

The variational distributions of $(t_{ji}, V_{jh}, \alpha, \mu_s, \Lambda_s, w_s, \zeta_p, \lambda_p)$ are assumed to be the same as in the single-task learning, while the variational distributions of hidden variables newly introduced for the upper-level Dirichlet process are specified as

- $q(c_{jh})$ for each indicator $c_{jh}$ is a multinomial distribution with probabilities $\sigma_{jh}$,

$$c_{jh} \sim \mathcal{M}_S(1, \sigma_{jh1}, \ldots, \sigma_{jhS}), \quad j = 1, \ldots, J, \quad h = 1, \ldots, N.$$
• \( q(U_s) \) for each weight \( U_s \) is a Beta distribution,

\[
U_s \sim \text{Be}(\kappa_{s1}, \kappa_{s2}), \quad s = 1, \ldots, S - 1.
\]

Here we have a truncation level of \( S \) for the upper-level DP, which implies that the mixture proportions \( \eta_s(U) \) are equal to zero for \( s > S \). Therefore, \( q(U_s) = \delta_1 \) for \( s = S \), and \( q(U_s) = \delta_0 \) for \( s > S \). For \( s < S \), \( U_s \) has a variational Beta posterior.

• \( q(\beta) \) for the scaling parameter \( \beta \) is a Gamma distribution,

\[
\beta \sim \text{Ga}(\tau_3, \tau_4).
\]

We also note that with a higher-level of hierarchy, the dependency between the missing values \( x_{ji}^{mji} \) and the associated indicator \( z_{ji} \) has to be broken so that the inference becomes tractable. The variational distribution of \( z_{ji} \) is still assumed to be multinomial distributed, while \( x_{ji}^{mji} \) is assumed to be normally distributed but no longer dependent on \( z_{ji} \).

The update equations of multi-task learning with incomplete data are summarized as follows:

1. \( q(t_{ji} | \mu_{ji}^t) \)

\[
\mu_{ji}^t = \sum_{s=1}^{S} E \sigma_{jis} \langle w_s \rangle^T \hat{x}^b_{ji}, \text{ where } E \sigma_{jis} = \sum_{h=1}^{N} \rho_{jih} \sigma_{jhs}, \quad \hat{x}^b_{ji} = [x_{ji}^{oji}; m_{ji}^{mji}; 1].
\]

2. \( q(x_{ji}^{mji} | m_{ji}^{mji}; o_{ji}, \Sigma_{ji}^{mji}; o_{ji}) \)

\[
\begin{align*}
m_{ji}^{mji}; o_{ji} &= \hat{\mu}_{ji}^{mji} + \Sigma_{ji}^{mji; o_{ji}} (\Sigma_{ji}^{o_{ji}; o_{ji}})^{-1} (x_{ji}^{oji} - \hat{\mu}_{ji}^{o_{ji}}), \\
\Sigma_{ji}^{mji; o_{ji}} &= \Sigma_{ji}^{mji; mji} - \Sigma_{ji}^{mji; o_{ji}} (\Sigma_{ji}^{o_{ji}; o_{ji}})^{-1} \Sigma_{ji}^{o_{ji}; mji},
\end{align*}
\]
where
\[ \tilde{\Sigma}_{ji} = \left( \sum_{s=1}^{S} E\sigma_{jis}(\langle w_s^x(w_s^T)^T \rangle + \nu_s B_s) \right)^{-1}, \]
\[ \tilde{\mu}_{ji} = \tilde{\Sigma}_{ji} \sum_{s=1}^{S} E\sigma_{jis}(\langle t_{ji} \rangle \langle w_s^x \rangle + \nu_s B_s m_s - \langle w_s^x w_s^b \rangle). \]

\[ \hat{x}_{ji} = \begin{bmatrix} x_{ji}^{o_{ji}} \\ m_{ji}^{m_{ji}|o_{ji}} \end{bmatrix}, \quad \hat{\Omega}_{ji} = \begin{bmatrix} 0 & 0 \\ 0 & \sum_{ji}^{m_{ji}|o_{ji}} \end{bmatrix}, \quad \langle x_{ji} x_{ji}^T \rangle = \hat{x}_{ji} \hat{x}_{ji}^T + \hat{\Omega}_{ji}. \]

3. \( q(z_{ji}|\rho_{ji}) \)
\[ \rho_{jih} = q(z_{ji} = h) \]
\[ \propto \exp\left\{ \sum_{s=1}^{S} \sigma_{jhs}[\langle t_{ji} \rangle \langle w_s^x \rangle^T \hat{x}_{ji}^b - \frac{1}{2} \text{tr}(\langle w_s^x w_s^T \rangle \langle x_{ji}^b x_{ji}^b \rangle^T)] \right\} \]
\[ + \langle \ln V_{jh} \rangle + \sum_{l<h} \langle \ln(1 - V_{jl}) \rangle \]
\[ + \frac{1}{2} \sum_{s=1}^{S} \sigma_{jhs}[\langle \ln|A_s| \rangle - (\hat{x}_{ji} - m_s)^T\nu_s B_s(\hat{x}_{ji} - m_s) - P/u_s - \text{tr}(\nu_s B_s \hat{\Omega}_{ji})]. \]

4. \( q(V|v) \)
\[ v_{jh1} = 1 + \sum_{i=1}^{n_j} \rho_{jih}, \quad v_{jh2} = \langle \alpha \rangle + \sum_{i=1}^{n_j} \sum_{l<h} \rho_{jih}. \]
\[ \langle \ln V_{jh} \rangle = \psi(v_{jh1}) - \psi(v_{jh1} + v_{jh2}), \quad \langle \ln(1 - V_{jh}) \rangle = \psi(v_{jh2}) - \psi(v_{jh1} + v_{jh2}). \]

5. \( q(\alpha|\tau_1, \tau_2), \langle \alpha \rangle = \tau_1/\tau_2. \)
\[ \tau_1 = J(N - 1) + \tau_{10}, \quad \tau_2 = \tau_{20} - \sum_{j=1}^{J} \sum_{h=1}^{N-1} \langle \ln(1 - V_{jh}) \rangle. \]
6. \( q(c|\sigma) \)

\[
\sigma_{jhs} \propto \exp\left\{ \sum_{i=1}^{n_j} \rho_{jih} [\langle t_{ji} \rangle (w_s)^T \hat{x}_{ji} - \frac{1}{2} \text{tr}(\langle w_s w_s^T \hat{x}_{ji}^b (x_{ji}^b)^T \rangle)] + \langle \ln U_s \rangle + \sum_{l<s} \langle \ln(1 - U_s) \rangle \\
+ \frac{1}{2} \sum_{i=1}^{n_j} \rho_{jih} [\langle \ln |\Lambda_s| \rangle - (\hat{x}_{ji} - m_s)^T \nu_s \hat{B}_s (\hat{x}_{ji} - m_s) - P/u_s - \text{tr}(\nu_s \hat{B}_s \hat{\Omega}_{ji})] \right\}.
\]

7. \( q(U_s|\kappa_{s1}, \kappa_{s2}) \)

\[
\kappa_{s1} = 1 + \sum_{j=1}^{J} \sum_{h=1}^{N} \sigma_{jhs}, \quad \kappa_{s2} = \langle \beta \rangle + \sum_{j=1}^{J} \sum_{h=1}^{N} \sum_{l>s} \sigma_{jhl}. \\
\langle \ln U_s \rangle = \psi(\kappa_{s1}) - \psi(\kappa_{s1} + \kappa_{s2}), \quad \langle \ln(1 - U_s) \rangle = \psi(\kappa_{s2}) - \psi(\kappa_{s1} + \kappa_{s2}).
\]

8. \( q(\beta|\tau_3, \tau_4), \langle \beta \rangle = \tau_3/\tau_4. \)

\[
\tau_3 = S - 1 + \tau_{30}, \quad \tau_4 = \tau_{40} - \sum_{s=1}^{S-1} \langle \ln(1 - U_s) \rangle.
\]

9. \( q(\mu_s, \Lambda_s|m_s, u_s, B_s, \nu_s) \)

\[
\nu_s = \nu_0 + N_s, \quad u_s = u_0 + N_s, \quad m_s = \frac{u_0 m_0 + N_s \bar{x}_s}{u_s}, \\
B_s^{-1} = B_0^{-1} + \sum_{j=1}^{J} \sum_{i=1}^{n_j} E\sigma_{jis} \hat{\Omega}_{ji} + N_s \bar{S}_s + \frac{u_0 N_s}{u_s} (\bar{x}_s - m_0)(\bar{x}_s - m_0)^T,
\]

where \( E\sigma_{jis} = \sum_{h=1}^{N} \rho_{jih} \sigma_{jhs} \), and

\[
N_s = \sum_{j=1}^{J} \sum_{i=1}^{n_j} E\sigma_{jis}, \quad \bar{x}_s = \sum_{j=1}^{J} \sum_{i=1}^{n_j} E\sigma_{jis} \hat{x}_{ji} / N_s, \\
\bar{S}_s = \sum_{j=1}^{J} \sum_{i=1}^{n_j} E\sigma_{jis} (\hat{x}_{ji} - \bar{x}_s)(\hat{x}_{ji} - \bar{x}_s)^T / N_s.
\]
\begin{align*}
\langle \ln |\Lambda_s| \rangle &= \sum_{p=1}^{P} \psi((\nu_s - p + 1)/2) + P \ln 2 + \ln |B_s|, \\
\langle (x_{ji} - \mu_s)^T \Lambda_s (x_{ji} - \mu_s) \rangle &= (\bar{x}_{ji} - m_s)^T \nu_s B_s (\bar{x}_{ji} - m_s) + P/u_s + \text{tr}(\nu_s B_s \hat{\Omega}_{ji}).
\end{align*}

10. \( q(w_s | \mu_s^w, \Sigma_s^w) \)

\begin{align*}
\Sigma_s^w &= \left( \sum_{j=1}^{J} \sum_{i=1}^{n_j} E\sigma_{jis} (\hat{x}_{bji} \hat{x}_{bji}^T + \hat{\Omega}_{ji}) + \text{diag}(\langle \lambda \rangle) \right)^{-1}, \\
\mu_s^w &= \Sigma_s^w \left( \sum_{j=1}^{J} \sum_{i=1}^{n_j} E\sigma_{jis} \hat{x}_{bji}^2 (t_{ji}) + \text{diag}(\langle \lambda \rangle) \phi \right).
\end{align*}

\begin{align*}
\langle w_s \rangle &= \mu_s^w, \\
\langle w_s w_s^T \rangle &= \Sigma_s^w + \mu_s^w (\mu_s^w)^T.
\end{align*}

11. \( q(\lambda_p | a_p, b_p), \langle \lambda_p \rangle = a_p/b_p. \)

\begin{align*}
\phi_p &= \sum_{s=1}^{S} \langle w_{sp} \rangle / \gamma, \quad \gamma = \gamma_0 + S, \\
a_p &= a_0 + \frac{S}{2}, \quad b_p = b_0 + \frac{1}{2} \sum_{s=1}^{S} \langle W_{sp}^2 \rangle - \frac{1}{2} \gamma \phi_p^2.
\end{align*}

4.4 Experimental Results

As stated in Chapter 3, the multi-task model is also insensitive to the setting of hyper-parameters of priors. We maintain the hyper-parameter settings as used for the single-task learning (again, no tuning has been performed). New hyper-parameters defining the higher-level DP precision \( \gamma \) are set as those for the lower-level DPs, i.e., \( \tau_{30} = 0.05 \) and \( \tau_{40} = 0.05 \). The truncation levels for the variational distributions are set to be \( N = 20 \) and \( S = 50 \).

The initialization is also similar to that for the single-task setting. Most variational hyper-parameters are initialized using the corresponding prior hyper-parameters,
which are data-independent. The precision/covariance matrices $B_s$ and $\Sigma_s^w$ are simply initialized as identity matrices. However, the variational mean of the soft label $\mu_{ji}^t$ is initialized by the associated label $y_{ji}$. The initial values for the variational mean of the Gaussian means $m_s$, the sample indicator probabilities $\rho_{ji}$, and the cluster indicator probabilities $\sigma_{jh}$ are set as if in a single-task setting, so that the candidates for $m_s$ are diverse enough to describe the data samples from each task in feature space. When the algorithm figures out that some of the components could be presented with the same parameters, data associated with those components (may from different tasks) will merge together. Specifically, a K-means clustering algorithm is implemented on the feature vectors within each task. The cluster means for all the tasks are concatenated to initialize the variational mean of the Gaussian means $m_s$. The cluster identifications for data samples are used to initialize the indicator probabilities $\rho_{ji}$. Accordingly, the cluster indicator probabilities $\sigma_{jh}$ are initialized with the task identifications for clusters. It is believed that this initialization gives a reasonably good start for the algorithm since it represents a tendency to learn components in each task individually. Performance for individual task will not be dramatically influenced if they are not quite similar; while components could become shared between tasks when they are really related.

### 4.4.1 Landmine Detection Data

In an application of landmine detection, data collected from 19 landmine fields are treated as 19 subtasks (available at http://www.ee.duke.edu/\lc/bin/LandmineData.zip). Among them, subtasks 1-10 correspond to regions that are relatively highly foliated and subtasks 11-19 correspond to regions that are bare earth or desert. In all subtasks, each target is characterized by a 9-dimensional feature vector $\mathbf{x}$ with corresponding binary label $y$ (1 for landmines and -1 for clutter). The number of landmines and clutter in each task is summarized in Figure 4.2. The feature vec-
Tors are extracted from images measured with airborne radar systems. A detailed description of this landmine data set has been presented elsewhere [XLCK07].

![Figure 4.2: Number of landmines and clutter in each task for the landmine-detection data set [XLCK07].](image)

Although our main objective is to simultaneously learn classifiers for multiple tasks with incomplete data, we first demonstrate the proposed iQGME-based multi-task learning (MTL) model on the complete data, comparing it to two multi-task learning algorithms designed for the situation with all the features observed. One is based on task-specific logistic regression (LR) models, with the DP as a hierarchical prior across all the tasks [XLCK07]; the other assumes an underlying structure, which is shared by all the tasks [AZ05]. For the LR-MTL algorithm, we cite results on complete data from [XLCK07], and implement the authors’ Matlab code with default hyper-parameters on the cases with incomplete data. The Matlab implementation for the Structure-MTL algorithm is included in the “Transfer Learning Toolkit for Matlab” available at [http://multitask.cs.berkeley.edu/](http://multitask.cs.berkeley.edu/). The dimension of the underlying structure is a user-set parameter, and it should be smaller than the...
feature dimension in the original space. As the dimension of the landmine detection data is 9, we set the hidden dimension as 5. We also tried 6, 7, and 8, and did not observe big differences in performance. Single-task learning (STL) iQGME and LR models are also included for comparison.

Each task is divided into training and test subsets randomly. Since the number of elements in the two classes is highly unbalanced, as shown in Figure 4.2, we impose that there is at least one instance from each class in each subset. Following [XLCK07], the size of the training subset in each task varies from 20 to 300 in increments of 20, and 100 independent trials are performed for each size of data set. An average AUC [HM82] over all the 19 tasks is calculated as the performance representation for one trial of a given training size. Results are reported in Figure 4.3.

![Figure 4.3](image)

**Figure 4.3:** Average AUC over 19 tasks of landmine detection with complete data. Error bars reflect the standard deviation across 100 random partitions of training and test subsets. Results of logistic regression based algorithms are cited from [XLCK07], where LR-MTL and LR-STL respectively correspond to SMTL-2 and STL in Figure 3 of [XLCK07].

The first observation from Figure 4.3 is that we obtain a significant performance improvement for single-task learning by using the iQGME-VB instead of the linear
logistic regression model [XLCK07]. We also notice that the multi-task algorithm based on iQGME-VB further improves the performance when the training data are scarce, and yields comparable overall results as the LR-MTL does. The structure-MTL does not perform well on this data set. We suspect that a hidden structure in such a 9-dimensional space does not necessarily exist. Another possible reason may be that the minimization of empirical risk is sensitive for the cases with highly unbalanced labels, as for this data set.

It is also interesting to explore the similarity between tasks. The similarity defined by different algorithms may be different. In [XLCK07], two tasks are defined to be similar if they share the same linear classifier. However, with the joint distribution of covariates and the response, the iQGME-MTL requires both the data distributions and the classification boundaries to be similar if two tasks are deemed to be similar. Another difference is that two tasks could be partially similar since sharing between tasks is encouraged at the cluster-level instead of at the task-level ([XLCK07] employs task-level clustering). We generate the similarity matrices between tasks as follows: In each random trial, there are in total $S$ higher-level items shared among tasks. For each task, we can find the task-specific probability mass function (pmf) over all the higher-level items. Using these pmfs as the characteristics for tasks in the current trial, we calculate the pair-wise Kullback-Leibler (KL) distances and convert them to similarity measures through a minus exponential function. Results of multiple trials are summed over and normalized as shown in Figure 4.4. It can be seen that the similarity structure among tasks becomes clearer when we have more training data available. As discovered by [XLCK07], we also find two big clusters correspond to two different vegetation conditions of the landmine fields (task 1-10 and task 11-19). Further sub-structures among tasks are also explored by the iQGME-MTL model, which may suggest other unknown difference among the landmine fields.

After yielding competitive results on the landmine-detection data set with com-
Figure 4.4: Similarity between tasks in the landmine detection problem with complete data given (a) 20, (b) 100, and (c) 300 training samples from each task. The size of green blocks represent the value of the corresponding matrix element.

For complete data, the iQGME-based algorithms are evaluated on incomplete data, which are simulated by randomly removing a portion of feature values for each task as in Section 3.5.2. We consider three different portions of missing values: 25%, 50% and 75%. As in the experiments above on benchmark data sets, we perform ten independent random trials for each setting of missing fraction and training size.

To the best of our knowledge, there exists no previous work in the literature on multi-task learning with missing data. As presented in Figure 4.5, we use the LR-MTL [XLCK07] and the Structure-MTL [AZ05] with missing values imputed as baseline algorithms. Results of the two-step LR with integration [WLX^+07] and the LR-STL with single imputations are also included for comparison. Imputations using both unconditional-means and conditional-means are considered. From Figure 4.5, iQGME-STL consistently performs best among single-task learning methods and even better than LR-MTL-Uncond when the size of the training set is relatively large. The imputations using conditional-means yields consistently better results for the LR-based models on this data set. The iQGME-MTL outperforms the baselines and all the single-task learning methods overall. Furthermore, the improvement of iQGME-MTL is more pronounced when there are more features missing. These ob-
Figure 4.5: Average AUC over 19 tasks of landmine detection for the cases when (a) 25%, (b) 50%, and (c) 75% of the features are missing. Mean values of performance across 10 random partitions of training and test subsets are reported. Error bars are omitted for legibility.

Observations underscore the advantage of handling missing data in a principled manner and at the same time learning multiple tasks simultaneously.

The task-similarity matrices for the incomplete-data cases are shown in Figure 4.6. It can be seen that when a small fraction (e.g., 25%) of the feature values are missing and training data are rich (e.g., 300 samples from each task), the similarity pattern among tasks is similar to what we have seen for the complete-data case. As the fraction of missing values becomes larger, tasks appear more different from each other.
Figure 4.6: Similarity between tasks in the landmine detection problem with incomplete data. Row 1, 2 and 3 corresponds to the cases with 25%, 50% and 75% features missing, respectively; column 1, 2 and 3 corresponds to the cases with 20, 100 and 300 training samples from each task, respectively.

other in terms of the usage of the higher-level items. Considering that the missing pattern for each task is unique, it is probable that tasks look quite different from each other after a large fraction of feature values are missing. However, the fact that tasks tend to use different subsets of higher-level items does not mean it is equivalent
to learning them separately (STL), as parameters of the common base measures are inferred based on all the tasks.

4.4.2 Handwritten letters data

Another example corresponds to multi-task learning of classifiers for handwritten letters, this data set included in the “Transfer Learning Toolkit for Matlab” available at http://multitask.cs.berkeley.edu/. The objective of each task is to distinguish two letters which are easily confused. The number of samples for all the letters considered in the total eight tasks is summarized in Table 4.1. Each sample is a 16 × 8 image as shown in Figure 4.7. We use the 128 pixel values of each sample directly as its feature vector.

Table 4.1: Handwritten letters classification data set.

<table>
<thead>
<tr>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Task 4</th>
<th>Task 5</th>
<th>Task 6</th>
<th>Task 7</th>
<th>Task 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘c’: 2107</td>
<td>‘g’: 2460</td>
<td>‘m’: 1596</td>
<td>‘a’: 4016</td>
<td>‘i’: 4895</td>
<td>‘a’: 4016</td>
<td>‘f’: 918</td>
<td>‘h’: 858</td>
</tr>
<tr>
<td>‘e’: 4928</td>
<td>‘y’: 1218</td>
<td>‘n’: 5004</td>
<td>‘g’: 2460</td>
<td>‘j’: 188</td>
<td>‘o’: 3880</td>
<td>‘t’: 2131</td>
<td>‘n’: 5004</td>
</tr>
</tbody>
</table>

Figure 4.7: Sample images of the handwritten letters. The two images in each column represents the two classes in the corresponding task described in Table 4.1.

We compare the proposed iQGME-MTL algorithm to the LR-MTL [XLCK07] and the Structure-MTL [AZ05] mentioned in Section 4.4.1. For the non-parametric Bayesian methods (iQGME-MTL and LR-MTL), we use the same parameter setting as before. The dimension of the underlying structure for the Structure-MTL is set to be 50 in the results shown in Figure 4.8. We also tried 10, 20, 40, 60, 80 and 100, and did not observe big difference. From Figure 4.8, the iQGME-MTL performs significantly better than the baselines on this data set for all the missing fractions and
training fractions under consideration. As we expected, the Structure-MTL yields comparable results as the LR-MTL on this data set.

Figure 4.8: Average AUC over eight tasks of handwriting letters classification for the cases when (a) none, (b) 25%, (c) 50%, and (d) 75% of the features are missing. Mean values of performance with one standard deviation across 10 random partitions of training and test subsets are reported.

We also check the similarity matrices generated as described in Section 4.4.1. All eight tasks look distinct for all the experimental settings. Similar phenomena are observed for the LR-MTL. These observations are quite reasonable considering the dimensionality of the problem (128). It is almost impossible for two tasks to share exactly the same classification boundary and the same inputs distribution in a
128-dimensional space. However, as we stated in Section 4.4.1, we can benefit from learning multiple tasks simultaneously even in such a situation, since parameters of the common base measures are inferred based on all the tasks.

4.5 Summary

We extend the classifier developed in Chapter 3 to the multi-task setting in a hierarchical Bayesian framework, so that multiple classifiers could be learned jointly. It is particular important when training data from each task are not sufficient and incomplete as well. Compared to existing multi-task learning classifiers [XLCK07, LLC07c], the proposed algorithm allows for sharing of mixture components (Gaussian component-expert pairs) across tasks by imposing a hierarchical Dirichlet process (HDP) prior.

The effectiveness of the proposed model has been successfully demonstrated on a landmine detection problem and a handwritten letters classification problem. At the same time of yielding robust classification results, the similarity between tasks is also explored in terms of the usage of the mixture components available to all the tasks.
5.1 Introduction

In this chapter we consider the problem of recovering a matrix from its partially observable entries, referred to as matrix completion. In general, it is impossible to recover an arbitrary matrix without any further information. An extreme example is a random matrix with entries sampled independently. Fortunately, matrices we would like to recover in many practical scenarios are usually low-rank or approximately low-rank. For example, the data matrix of user-ratings may be approximately low-rank since it is reasonable to believe that only a few factors contribute to a user’s preferences; the data matrix of hitter-pitcher record could also be considered approximately low-rank since the hitting results may depend on only a small number of factors.

Candès and Recht [CR09] provided conditions for exact recovery of low-rank matrices and solved the problem by minimizing the nuclear norm (summation of singular values) with the observed entries as constraints. Alternatively, Bayesian models are desirable to handle approximately low-rank matrices by introducing statistical errors;
and the uncertainty captured by Bayesian models could provide useful information for acquiring entries actively.

We propose a Bayesian singular value decomposition (BSVD) model with the pseudo rank explicitly encouraged to be small by informative priors. As [CR09], the BSVD model is a general approach for the matrix-completion problem. In this dissertation we mainly consider its application on collaborative filtering, and accordingly generalize the model to make use of auxiliary information such as user age, gender and occupation, or movie genre, year and director, and even the locations of missing entries themselves. In some scenarios with data matrices consisting of integer counts, such as the Major League Baseball (MLB) data we examine, a probit link function is introduced to connect the observation matrices with the latent continuous matrices. As an attempt, we demonstrated on synthetic examples that acquiring entries actively according to the uncertainty on entries prediction could achieve the same prediction accuracy with a smaller number of observed entries, compared to acquiring entries randomly.

5.2 Bayesian Singular Value Decomposition

Consider a partially observed data matrix $Y \in \mathbb{R}^{I \times J}$, where entries $Y_{ij}$ with $(i, j) \in \Omega$ are observable, and other entries are missing. The cardinality of set $\Omega$ is $m$. The objective is to fit $Y$ with a matrix $X \in \mathbb{R}^{I \times J}$ so that the prediction on those missing entries in $Y$ could be made. Different assumptions on the fitting matrix $X$ may lead to different solutions. Among many alternatives, low-rank constraint is often a natural choice without further information since real data matrices are approximately low-rank in many applications. To avoid the NP-hard problem of directly minimizing the rank of $X$, subject to the constraint that the entries of $X$ and $Y$ at observed locations should be the same, Candès and Recht [CR09] chose to minimize the nuclear norm (summation of singular values) of $X$ instead. In
this section we propose a Bayesian model in a similar formulation of singular value
decomposition (SVD), with the pseudo rank of $X$ imposed to be small explicitly.

Mathematically, the singular value decomposition (SVD) of a matrix $X$ of rank $r$ is

$$X = \sum_{k=1}^{r} s_k u_k v_k^T$$  \hfill (5.1)

where left singular vectors $u_k \in \mathbb{R}^I$, right singular vectors $v_k \in \mathbb{R}^J$, and singular values $s_k \in \mathbb{R}^+$. For the sake of identifiability, singular values are ordered descendingly, and singular vectors are required to be orthonormal. In this way, a matrix is decomposed into components $u_k v_k^T$ with $s_k$ indicating associated energy. It is well known that among all the matrices of rank $D$, the first $D$ components of the SVD provides the least-square-error approximation to the matrix $X$. In matrix completion problems, since the matrix entries are incomplete, we cannot find a low-rank approximation by employing the SVD directly. However, probabilistic pseudo-SVD models [DSG09, LT07, SM07, SM08, LU09, HBC10] could be learned in the light of observed entries.

We propose a non-parametric Bayesian approach so that the number of components is not fixed but inferred from data. In order to favor constructions with only a few components, we provide a dictionary of components consisting of a large number of candidates, and introduce binary selecting variables $z_k$ with a zero-favor prior, i.e.,

$$X = \sum_{k=1}^{K} (s_k z_k) u_k v_k^T$$  \hfill (5.2)

where $z_k \in \{0, 1\}$ and $z_k \sim \text{Bern}(\pi_k)$, with selecting weights $\pi_k \sim \text{Beta}(a/K, b(K - 1)/K)$. For the observed data matrix $Y$, we expect it to be approximately low-rank with some inevitable errors. Therefore,

$$Y = X + E$$
with the noise term \( E \in \mathbb{R}^{I \times J} \). Each component of \( E \) is drawn iid from \( \mathcal{N}(0, \alpha^{-1}) \), with a separate gamma hyper-prior employed for \( \alpha \).

Through the choice of \( a \) and \( b \) we impose our prior belief about the number of components selected (or the pseudo rank of \( X \)). Specifically, by marginalizing out the vector \( \{\pi_1, \ldots, \pi_K\} \), one can show that the number of \( \{z_k\}_{k=1,K} \) equal to one is distributed Binomial\((K, a/(a + b(K - 1)))\), and the expected number of ones is \( aK/[a+b(K-1)] \). As \( K \to \infty \), the number of non-zero \( z_k \) is drawn from Poisson\((a/b)\).

Hence, by setting, \( a \), \( b \), and \( K \), one is making explicit prior statements about the pseudo rank of \( X \), and posterior inference yields the estimated rank based on the observed data.

Redundance exists in the introduce of \( s_k \) since this scalar could be absorbed into \( u_k \) and \( v_k \). We retain \( s_k \) and impose \( u_k \sim \mathcal{N}(0, \frac{1}{J}I_J) \) and \( v_k \sim \mathcal{N}(0, \frac{1}{I_I}I_I) \), where \( I_J \) is a \( J \times J \) identity matrix. Note that the columns of \( U \) and \( V \) have unit expected \( \ell_2 \) norm, with the amplitudes absorbed in \( s_k \sim \mathcal{N}(0, \alpha_s^{-1}) \), with a gamma hyper-prior typically placed on \( \alpha_s \). We observed that the decomposition of amplitude (\( s_k \)) and direction (\( u_k \) and \( v_k \)) make the inference less sensitive to the prior setting and the initialization. It is possible to explicitly impose that the \( u_k \) and \( v_k \) are orthonormal [Hof09], but this has proven unnecessary (we have found in our experiments that using \( U \) and \( V \) to define a linear subspace is sufficient); the imposition of orthonormality comes at significant computational cost.

There are many similar approaches of the form in (5.3) without the presence of \( s_k \) and \( z_k \), such as [DSG09], [LT07], probabilistic matrix factorization (PMF) [SM07], and Bayesian probabilistic matrix factorization (BPMF) [SM08]. Besides, Gaussian process latent variable models (GP-LVM) [LU09] non-linearly generalize this class of models. The special linear case of the GP-LVM is equivalent to the aforementioned models with one of the singular vector matrices marginalized. As mentioned in Chapter 1, a challenge is the need to estimate or define the dimensionality of the latent
space, i.e., the number of matrix components necessary for the reconstruction of the data matrix. A gamma process prior \cite{HBC10} has been applied to encourage the shrinkage of the singular values in audio source separation, where those components with tiny singular values could be declared to be unused. The main distinction of the proposed model is that it provides an alternative method for inferring the aforementioned latent-space dimension, explicitly minimizing the $l_0$ norm of the pseudo singular values. As we will see in the next section, compared to shrinkage priors, we may save computation in a principled way.

5.3 Inference by Markov Chain Monte Carlo

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{bsvd_model.png}
\caption{Graphical representation of the BSVD model. Refer to Figure 3.1 for additional information.}
\end{figure}

For the purpose of inference, we rewrite the BSVD model in a hierarchical form with the graphical representation shown in Figure 5.1. The pseudo singular values $s_k$ are imposed to be non-negative with a truncation normal prior (denoted as $\mathcal{TN}$)
for the sake of identifiability.

\[
Y_{ij} \sim \mathcal{N}\left(\sum_{k=1}^{K} (s_k z_k) U_{ik} V_{jk}, \alpha^{-1}\right) \quad \text{for} \ (i, j) \in \Omega;
\]

\[
s_k \sim \mathcal{T}(0, \alpha_{s}^{-1}, s_k > 0), \quad \text{for} \ k = 1, \ldots, K;
\]

\[
z_k \sim \text{Bern}(\pi_k), \quad \pi_k \sim \text{Beta}(a/K, b(K - 1)/K), \quad \text{for} \ k = 1, \ldots, K;
\]

\[
U_{ik} \sim \mathcal{N}(0, 1/I), \quad \text{for} \ k = 1, \ldots, K, \ i = 1, \ldots, I;
\]

\[
V_{jk} \sim \mathcal{N}(0, 1/J), \quad \text{for} \ k = 1, \ldots, K, \ j = 1, \ldots, J,
\]

\[
\alpha \sim \text{Gam}(c, d), \quad \alpha_{s} \sim \text{Gam}(e, f).
\]  

\( (5.3) \)

Since all the entries \( Y_{ij} \) are independent conditional on the model parameters \( s_k, z_k, U_{ik}, \) and \( V_{jk}, \) the marginalization of the missing entries is trivial. The data likelihood could be expressed as the likelihood of only the observed entries, i.e.,

\[
p(Y | s, z, U, V) = \prod_{(i, j) \in \Omega} \mathcal{N}\left(\sum_{k=1}^{K} (s_k z_k) U_{ik} V_{jk}, \alpha^{-1}\right).
\]

The prediction on the missing entries in the data matrix \( Y \) could be given by

\[
\hat{Y}_{ij} = X_{ij} = \sum_{k=1}^{K} (s_k z_k) U_{ik} V_{jk} \quad \text{for} \ (i, j) \not\in \Omega,
\]

with the uncertainty on the prediction reflected by the inferred posteriors \( p(s), p(z), p(U), \) and \( p(V). \) The expected values for the prediction may be calculated by marginalizing those hidden parameters, i.e.,

\[
\mathbb{E}[\hat{Y}_{ij}] = \int \int \int \sum_{k=1}^{K} (s_k z_k) U_{ik} V_{jk} p(s)p(z)p(U)p(V) ds dz dU dV, \quad \text{for} \ (i, j) \not\in \Omega.
\]

This marginalization is not analytical in general; however, it is straightforward to obtain not only the expectation but also the whole distribution of the predicted \( \hat{Y}_{ij} \) when those posteriors are represented by samples. Assume we have \( N \) samples of
parameters, i.e., \( \{(s_k^{(n)}, z_k^{(n)}, U_{ik}^{(n)}, V_{jk}^{(n)})_{n=1}^{N}\} \), then each sample from the distribution of \( \hat{Y}_{ij} \) could be given by

\[
\hat{Y}_{ij}^{(n)} = \sum_{k=1}^{K} (s_k^{(n)} z_k^{(n)}) U_{ik}^{(n)} V_{jk}^{(n)}, \quad \text{for } (i, j) \notin \Omega.
\]

Knowing the uncertainty on prediction of missing entries is critical for selecting observed entries actively.

In Chapter 3 we have discussed two methods of Bayesian inference: the Markov chain Monte Carlo (MCMC) and the variational Bayesian (VB). In the context of classification problem considered in Chapter 3, the model has been implemented using variational Bayesian inference since we prefer that posteriors are of concise functional forms. However, here we choose to implement the proposed BSVD model using Gibbs sampling, the simplest sampling scheme of the MCMC inference with all the conditional density functions updated analytically. The updating is as follows:

1. Update \( s_k \), for \( k = 1, \ldots, K \).

Define \( s^{-k} = [s_1, \ldots, s_{k-1}, s_{k+1}, \ldots, s_K] \), \( X_{ij}^{-k} = X_{ij} - \sum_{l \neq k}^K s_l z_l U_{li} V_{lj} \).

\( (s_k|\cdot) \sim T_N(\mu_{sk}, \alpha_{sk}^{-1}, s_k > 0) \) where

\[
\begin{align*}
\alpha_{sk} &= \alpha_s + \alpha z_k^2 \sum_{(i,j) \in \Omega} U_{ik}^2 V_{jk}^2 \\
\mu_{sk} &= \alpha_{sk}^{-1} \alpha z_k \sum_{(i,j) \in \Omega} X_{ij}^{-k} U_{ik} V_{jk}
\end{align*}
\] (5.4) (5.5)

2. Update \( z_k \), for \( k = 1, \ldots, K \).

\[
P(z_k = 1|\cdot) = \frac{\pi_k}{1 - \pi_k} \exp\left\{ -\frac{\alpha}{2} \sum_{(i,j) \in \Omega} (-2X_{ij}^{-k} s_k U_{ik} V_{jk} + s_k^2 U_{ik}^2 V_{jk}^2) \right\}
\] (5.6)
3. Update $\pi_k$, for $k = 1, \ldots, K$.

$$(\pi_k | z_k) \sim \text{Beta}(a/K + z_k, b(K - 1)/K + 1 - z_k)$$  \hspace{1cm} (5.7)

4. Update $U_{ik}$, for $k = 1, \ldots, K$, and $i = 1, \ldots, I$.

$$(U_{ik} | -) \sim \mathcal{N}(\mu_{U_{ki}}, \alpha_{U_{ki}}^{-1}) \text{ where}$$

$$\alpha_{U_{ki}} = I + \alpha s_k^2 \sum_{j : (i, j) \in \Omega} V_{jk}^2$$  \hspace{1cm} (5.8)

$$\mu_{U_{ki}} = \alpha_{U_{ki}}^{-1} \alpha s_k z_k \sum_{j : (i, j) \in \Omega} X_{ij}^{-k} V_{jk}$$  \hspace{1cm} (5.9)

5. Update $V_{jk}$, for $k = 1, \ldots, K$, and $j = 1, \ldots, J$.

$$(V_{jk} | -) \sim \mathcal{N}(\mu_{V_{kj}}, \alpha_{V_{kj}}^{-1}) \text{ where}$$

$$\alpha_{V_{kj}} = J + \alpha s_k^2 \sum_{i : (i, j) \in \Omega} U_{ik}^2$$  \hspace{1cm} (5.10)

$$\mu_{V_{kj}} = \alpha_{V_{kj}}^{-1} \alpha s_k z_k \sum_{i : (i, j) \in \Omega} X_{ij}^{-k} U_{ik}$$  \hspace{1cm} (5.11)

6. Update $\alpha$

$$(\alpha | -) \sim \text{Gam} \left( c + \frac{m}{2}, d + \frac{1}{2} \sum_{(i,j) \in \Omega} (X_{ij} - \sum_{k=1}^{K} s_k z_k U_{ik} V_{jk})^2 \right).$$  \hspace{1cm} (5.12)

7. Update $\alpha_s$

$$(\alpha_s | -) \sim \text{Gam} \left( e + \frac{K}{2}, f + \frac{1}{2} \sum_{k=1}^{K} s_k^2 \right).$$  \hspace{1cm} (5.13)

Note that when any $z_k$ is sampled to be zero in some MCMC iteration, the conditional posteriors of $s_k$, $U_{ik}$, and $V_{kj}$ reduce to their priors. That means we do not need to
update those conditional posteriors for the components with $z_k = 0$. Compared with methods [HBC10] with shrinkage non-parametric priors on singular values, we save a lot of computation on those unused components in a principled way by introducing the binary selecting variables.

5.4 Model Generalizations

We generalize the basic BSVD model in two directions: i) to make use of available information more wisely and more efficiently; ii) to extend the model to fit into data matrices with integer counts as entries. Although we are making these generalizations based on the proposed BSVD model, they could be applied on other matrix decomposition models without difficulty.

5.4.1 Auxiliary information

In many collaborative-filtering (CF) problems we may have feature vectors $r_i \in \mathbb{R}^{J_r}$, for $i \in \{1, \ldots, I\}$, with $r_i$ representing observed covariates associated with the $i$th row of $Y$. Similarly, we may have $c_j \in \mathbb{R}^{J_c}$ for $j \in \{1, \ldots, J\}$, representing features of the $J$ columns. For example, other than the rating matrix we may have additional information on the age, occupation and gender of users, and the genre, year and director of movies in the movie ratings problem. Even if these additional information is not available, we can always know which ratings are missing in the data matrix. This is also one kind of auxiliary information. Although existing CF methods always assume missing at random (MAR), it is commonly believed that the MAR assumption is not true in CF problems. Usually people tend to watch and rate those movies they might like; therefore, the missingness of ratings is very likely to be related to the values. We also have made the MAR assumption for the basic BSVD model, and we expect to enhance our model by using the information on missingness. All these auxiliary information could be casted in the model as regression functions.
Specifically, consider the following model

$$Y = USV^T + RG_R^T + GC_C^T + E$$  \hspace{1cm} (5.14)

where $S = \text{Diag}(z \circ s)$, $R \in \mathbb{R}^{I \times J_r}$ and $C \in \mathbb{R}^{J \times J_c}$ are known features for rows and columns, respectively, and $G_R \in \mathbb{R}^{J \times J_r}$ and $G_C \in \mathbb{R}^{J \times J_c}$ are regression matrices to be inferred. The data matrix $Y$ is explained jointly by exchangeable bilinear random effects, nonexchangeable (with constraints given by features) linear random effects and errors. In this sense, the model is related to [YLZG09], where the exchangeable random effects model is assumed to be a nonparametric Gaussian process and thus the error term is absorbed.

### 5.4.2 Active learning

There are problems for which one may ask questions relative to $Y$, to gather information that may enhance our ability to perform inference. For example, assume that $Y$ represents a matrix of (highly incomplete) movie ratings, where one axis corresponds to people and the other to movies. Based upon the proposed Bayesian approach (as well as other previous related Bayesian methods [LT07, SM08, YLZG09]) one may infer a posterior density function on the components of $Y$. One may then ask selected individuals to watch selected movies (e.g., at no cost, or with some compensation), with movie ratings requested. By selecting these individuals and movies appropriately, one may improve the ability to perform inference at the many other points in $Y$ for which data are unavailable. One can imagine many related matrix-type problems for which this form of active learning may be employed, for example for rating music or other products.

Another important application of active learning could be problems with large-scale data matrices where many of observed entries may not be informative for the inference of unknowns. The computational cost could be highly reduced by selecting
a relative small number of informative entries to acquire for each step.

Here we begin to explore this problem, recognizing that there is much work to be done in the future. The most naive approach would simply determine which components of $Y$ have greatest posterior uncertainty, and seek ratings on those elements with greatest uncertainty, and then refine the estimates of $Y$ based upon the augmented available data. Since our analysis is Bayesian, we manifest “error bars” on the inferred matrix values, and we demonstrate how these may be used in an active-learning setting to selectively acquire matrix values and often significantly improve learning performance.

This is clearly suboptimal, as many of these uncertain elements of $Y$ may be highly correlated, and thus the information gain of newly acquired entries could be limited after we have already seen some of the correlated ones. Therefore the objective is to select those elements of $Y$ that are uncertain and uncorrelated. Related research has been pursued using submodularity methods on a different class of problems [KG07] (and submodularity may be a fruitful research direction for this problem).

5.4.3 Probit link function

In the above discussion we assumed that the (partially) observable data matrix was real. In many applications the observed data may be integers. For example, in the movie-rating case, the observed data are often integer ratings, that are often just regarded as real numbers. It is relatively straightforward to consider integer data within a Bayesian setting, by introducing a link function [AC93]. Here we employ a probit link function, and assume $L$ integer values (e.g., $L = 2$ for binary data). In a probit-regression model [MN89] we introduce $L - 1$ real numbers $\phi_1 < \phi_2 < \cdots < \phi_{L-1}$. The matrix decomposition is still operated on the latent continuous $X$ matrix defined earlier; however, the noisy matrix $\tilde{X} = X + E$ is also latent with $\tilde{X}$ linked to
\( \mathbf{Y} \) via the probit link function. The \((i,j)\)th element is mapped to 1 if \( \bar{X}(i,j) \leq \phi_1 \), to value \( L \) if \( \bar{X}(i,j) > \phi_{L-1} \), and to \( l \) for \( 1 < l < L \) if \( \phi_l < \bar{X}(i,j) \leq \phi_{l+1} \). For \( L = 2 \) we typically set \( \phi_1 = 0 \), and for \( L > 2 \) a prior is typically set on \( \{\phi_l\}_{l=2,L-1} \), with \( \phi_1 = 0 \); in our work we consider a broad Gaussian prior for \( \{\phi_l\}_{l=2,L-1} \). The Gaussian noise precision \( \alpha \) is set to be 1 for identifiability. Instead of a common set of thresholds, a unique set \( \{\phi_{il}\}_{l=2,L-1} \) may be considered for individual user \( i \) as in [DSG09]; however, the number of unknowns will increase dramatically, and from our experience this setting may leave too much flexibility so that the identifiability becomes an issue.

As discussed below when presenting results, for the movie-rating problem, treating the data as integer and using a probit link was found to yield performance gains, but these gains are probably not worth the additional computational cost, \textit{vis-a-vis} simply assuming the observed data are real. However, there are other problems for which the probit model is essential, and we introduce data for such a problem in Section 5.5. Specifically, we consider two data matrices from Major League Baseball (MLB) in the United States. One axis of the matrices corresponds to baseball hitters, and the other to pitchers. The \((i,j)\) element in the data matrix \( \mathbf{Y}_p \) records the number of events that baseball hitter \( i \) is pitched to by pitcher \( j \). Among the \( \mathbf{Y}_p(i,j) \) events, hitter \( i \) gets a hit for \( \mathbf{Y}_h(i,j) \) times when being pitched to by pitcher \( j \). Both \( \mathbf{Y}_p \) and \( \mathbf{Y}_h \) are strong functions of \((i,j)\), with most entries being zeroes. The objective could be to estimate the probability of a hit for all \((i,j)\), which would be useful for predicting future performance of baseball players. Via collaborative filtering, and the inference of relationships between different hitters and pitchers, the probability of hitter \( i \) being successful against pitcher \( j \) may be estimated, even when \( \mathbf{Y}_p(i,j) \) is small or zero. The key difference from conventional probit model is that here the observed data are the number of total binary trials and the number of successful trials among them instead of one binary outcome for each \((i,j)\). To
handle such problems with $Y_h(i, j)$ successful trials among total $Y_p(i, j)$ binary trials, we employ the probit model as follows.

$$Y_h(i, j) = \sum_{t=1}^{Y_p(i, j)} Q_t(i, j), \text{ where } Q_t(i, j) = \begin{cases} 0, & \tilde{X}_t(i, j) < 0 \\ 1, & \tilde{X}_t(i, j) > 0 \end{cases};$$

$$\tilde{X}_t(i, j) \sim \mathcal{N}(\sum_{k=1}^{K} (s_kz_k)U_{ik}V_{jk}, 1), \text{ for } t = 1, \ldots, Y_p(i, j),$$

where $Q_t(i, j)$ is the latent binary outcome of the $t$th trial for $(i, j)$.

The data from this problem will be made available to the community, and introduces a new class of problems that may be solved with collaborative filtering (we assembled data for all MLB batter-hitter events from 1954-2008). Detailed discussion is in Section 5.5.

5.5 Example Results

In this section we first implement the basic BSVD model on synthetic matrices and demonstrate the effectiveness of the active learning. After that we test the proposed BSVD model on a widely used benchmark data set: 1M MovieLens movie-rating data set with auxiliary information. At last, a new data set is introduced to the community, and interesting results are provided by the generalized model.

5.5.1 Parameter settings

Noninformative Gamma priors are put on the precision of noise and the precision of pseudo singular values, i.e. hyper-parameters $c = d = e = f = 10^{-6}$ throughout all the experiments. For the sake of computational practice, instead of setting a ridiculously large value for the number of candidate factors $K$, we suggest to first set a reasonably large value for $K$ and increase it only if candidates are fully occupied, which may indicate insufficiency of candidate factors. In all the following experiments
$K$ is fixed to be 50 and candidates are never fully occupied.

Low-rank belief is imposed through $a$ and $b$, the hyper-parameters of prior for $\pi_k$. We first examine the influence of different settings for $a$ and $b$ on synthetic examples. We observed that for middle to large-scale problems the model inference is not sensitive to the actual values of $a$ and $b$. In all the experiments conducted on real data sets, we set $a = b = 1$ (no tuning of hyperparameters). This is considered to be an important advantage over other algorithms which usually rely on cross-validation to tune parameter settings, especially the dimensionality of the latent space.

5.5.2 Synthetic matrices

The purpose of simulation analysis is to examine the performance of the proposed BSVD model given a variety of matrix sizes $I$, ranks $r$ and numbers of observed entries $m$. A data matrix $Y \in \mathbb{R}^{I \times I}$ of rank $r$ is generated by sampling two $I \times r$ matrices $Y_L$ and $Y_R$ with i.i.d. Gaussian entries and setting $Y = Y_L Y_R^T$. For any given matrix $Y$, we uniformly sample $m$ entries at random to be observed and other entries are missing. The BSVD model is learned from the $m$ observed entries, and the recovered matrix $\hat{Y}$ is given by the posterior mean. We define the relative reconstruction error $\varepsilon = \|\hat{Y} - Y\|_F / \|Y\|_F$ and declare $Y$ to be recovered successfully if $\varepsilon < 10^{-3}$. The whole procedure is repeated 50 times and the empirical recovery rate is calculated for each $(I; m; r)$ triple.

The recovery rate for $I = 50$ is shown in Figure 5.2 (b) as a joint function of $d_r/m$ and $m/I^2$, where $d_r = r(2I - r)$ denotes the degrees of freedom for an $I \times I$ matrix of rank $r$. The horizontal axis indicates the fraction of entries that are observed, therefore it should be in the range of $(0, 1]$ and the recovery rate should tend to increase when we go right. The vertical axis reflects the relationship between the degrees of freedom and the observed entries. This axis value could be larger than
Figure 5.2: Empirical recovery rate of full matrices over 50 random trials for each rank $r$ and number of observed entries $m$ (matrices size $I = 50$). The degrees of freedom $d_r = r(2I - r)$. A matrix $\mathbf{Y}$ is declared to be recovered if the reconstructed matrix $\hat{\mathbf{Y}}$ satisfies $\|\hat{\mathbf{Y}} - \mathbf{Y}\|_F/\|\mathbf{Y}\|_F < 10^{-3}$. Results are for (a) [CR09] and (b) BSVD ($a = b = 1$). The green lines are equal-rank trajectories with the rank increasing monotonously from the lower left to the upper right.

one; however in that case the number of unknowns is larger than the number of equations and thus we may have infinite number of solutions and exact recovery is not possible. As a result, we consider the vertical axis in the range of $(0, 1]$, and the recovery rate should tend to increase when we go down. To make the tendency more clear, we plot equal-rank trajectories in green in Figure 5.2 (b). Along each green line from upper left to lower right, the rank of matrices is fixed while the number of measurements $m$ increases. Figure 5.2 (a) is cited from [CR09], where the solution is given by minimizing the nuclear norm subject to the constraint of observed entries. It is clear that the proposed BSVD model pushes the white area (high recovery rate) up to regions of higher $d_r/m$ and lower observation rate $m/I^2$ when the rank of matrices is around 5-15.

To examine the influence of different settings for $a$ and $b$, we present the results for $a = 1, b = 10$ and $a = 10, b = 1$ in Figure 5.3. As shown in Figure 5.3 the $a = 1, b =$
10 setting is good for matrices of rank less than 7; while the $a = 10, b = 1$ setting encourages better results for matrices of rank more than 6. Recall that the priori expected number of non-zero $z_k$'s (pseudo rank) is given by $aK/(a+b(K-1)) \approx a/b$ when $K$ is very large. Our priors on the rank of matrices are actually around 1, 0.1, and 10 for the settings in Figure 5.2 (b), Figure 5.3 (a) and (b), respectively. Although these priors have impact on the model learning, the posterior beliefs are not necessary the same as the prior since we update our prior beliefs after seeing a data matrix. The results presented here are sensitive to the choice of $a$ and $b$ as we are working on small-scale matrices for the sake of comparison with [CR09]. However, for large-scale problems, all these three settings may convey roughly the same prior information that the pseudo rank of the matrix should be small. In the analysis for real data matrices of much larger scale, we fix $a = b = 1$.

An important advantage of Bayesian approaches is that we not only give the reconstruction itself and also provide how certain we are about the reconstruction. This provides us the opportunity to acquire entries actively. After generating matrices $Y \in \mathbb{R}^{50 \times 50}$ of rank $r$ as before, we first randomly sample 50 entries to be

![Recovery rate plots](image)
observed for model learning, and then simply select 50 unseen entries with the highest standard deviation in prediction to add into observed data in the next step. This procedure is repeated until all the entries are observed. After the second step, the last MCMC sample in the previous step is used to initialize the current model. As a comparison, we execute the same serial of experiments except that we augment the observed data by acquiring 50 entries randomly in each step. We consider that the rank $r$ varies from 1 to 10, and show some representative results for $r = 1, 5, 10$ in Figure 5.4. For each value of $r$, we simulate 10 matrices and conduct 10 independent data acquiring procedures. The mean and standard deviation of reconstruction errors are reported. From Figure 5.4, more entries are required to reconstruct matrices of higher rank in general; by active learning, we can either achieve a lower reconstruction error with the same amount of entries or use less data to achieve the same performance.

![Figure 5.4: Sequentially acquire entries from noise-free matrices ($I = 50$) of rank (a) $r = 1$, (b) $r = 5$, and (c) $r = 10$. Blue corresponds to uniformly sampling entries at random; red represents selecting entries actively. Error bars reflect the standard deviation of reconstructed errors over 10 independent trials.](image)

We also examine the situations that matrices are not exactly low-rank, i.e., noises are introduce to low-rank matrices. Two signal-to-noise ratios are considered (20dB and 10dB) in Figure 5.5. Similar observation could be made as for the noise-free cases in Figure 5.4 except that perfect reconstructions are no longer possible because
of the present of noises.

5.5.3 Movie ratings

We validate the proposed algorithm on 1M MovieLens movie-rating data set (available at http://www.grouplens.org/node/73), which is a widely used benchmark [Mar04, RS05, DeC06, LU09]. The base data set of 1M MovieLens contains about 1 million ordinal ratings for 3,952 movies by 6,040 users, with a 5-star scale. About 95.7% of entries in this data matrix are missing. Besides the base rating matrix, auxiliary
Table 5.1: Auxiliary features in 1M MovieLens data set.

<table>
<thead>
<tr>
<th>Movie genre</th>
<th>User gender</th>
<th>User age</th>
<th>User occupation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action</td>
<td>F</td>
<td>Under 18</td>
<td>Academic/Educator</td>
</tr>
<tr>
<td>Adventure</td>
<td>M</td>
<td>18-24</td>
<td>Artist</td>
</tr>
<tr>
<td>Animation</td>
<td></td>
<td>25-34</td>
<td>Clerical/Admin</td>
</tr>
<tr>
<td>Children's</td>
<td></td>
<td>35-44</td>
<td>College/Grad student</td>
</tr>
<tr>
<td>Comedy</td>
<td></td>
<td>45-49</td>
<td>Customer service</td>
</tr>
<tr>
<td>Crime</td>
<td></td>
<td>50-55</td>
<td>Doctor/Health care</td>
</tr>
<tr>
<td>Documentary</td>
<td></td>
<td>56+</td>
<td>Executive/Managerial</td>
</tr>
<tr>
<td>Drama</td>
<td></td>
<td></td>
<td>Farmer</td>
</tr>
<tr>
<td>Fantasy</td>
<td></td>
<td></td>
<td>Homemaker</td>
</tr>
<tr>
<td>Film-Noir</td>
<td></td>
<td></td>
<td>K-12 student</td>
</tr>
<tr>
<td>Horror</td>
<td></td>
<td></td>
<td>Lawyer</td>
</tr>
<tr>
<td>Musical</td>
<td></td>
<td></td>
<td>Programmer</td>
</tr>
<tr>
<td>Mystery</td>
<td></td>
<td></td>
<td>Retired</td>
</tr>
<tr>
<td>Romance</td>
<td></td>
<td></td>
<td>Sales/Marketing</td>
</tr>
<tr>
<td>Sci-Fi</td>
<td></td>
<td></td>
<td>Scientist</td>
</tr>
<tr>
<td>Thriller</td>
<td></td>
<td></td>
<td>Self-employed</td>
</tr>
<tr>
<td>War</td>
<td></td>
<td></td>
<td>Technician/Engineer</td>
</tr>
<tr>
<td>Western</td>
<td></td>
<td></td>
<td>Tradesman/Craftsman</td>
</tr>
<tr>
<td>Other or not specified</td>
<td></td>
<td></td>
<td>Unemployed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Writer</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other or not specified</td>
</tr>
</tbody>
</table>

There are total 18 possible genres, and any one movie may be a combination of several of them. Those movies without a genre definition go to the category “Other or not specified”. Any one user is described by his/her gender (F/M), age (7 possible ranges) and occupation (21 possible values). A SVD decomposition is performed for the 0-1 missingness matrix (0-missing; 1-observed), and first 10 left and right singular vectors are also used as the features for movies and users, respectively.

For a fair comparison, we conducted the same experiments as defined by Marlin [Mar04] and followed by [RS05, DeC06, LU09]. Three random trials are performed, with 5000 users randomly selected for each trial. For each user one randomly selected rating is hold for test. As a result, for each trial about 830000 ratings are used for model training and 5000 ratings for evaluation. Exactly the same three random par-
tions of training and testing sets as in [Mar04] are considered, and the mean with standard deviation of the prediction errors for these three trials is reported in Table 5.5.3. In [LU09] GP-LVM was demonstrated to yield superior performance relative to many of the algorithms in the literature, and therefore for brevity here we only include the GP-LVM [LU09] results here. As the linear special case of the GP-LVM is equivalent to the SVD decomposition models with a preset rank, the comparison between the proposed BSVD and the linear GP-LVM could be interesting. By comparing the BSVD to the generalized GP-LVM, we may get some intuition about whether the nonlinear assumption in the GP-LVM helps on this data set.

Both the root mean squared error (RMSE) and normalized mean absolute error (NMAE) are used as performance measures. The RMSE and the MAE are defined as follows:

\[
RMSE = \sqrt{\frac{1}{|\Omega_{test}|} \sum_{(i,j) \in \Omega_{test}} (Y(\hat{i}, j) - Y(i,j))^2},
\]

\[
MAE = \frac{1}{|\Omega_{test}|} \sum_{(i,j) \in \Omega_{test}} |Y(\hat{i}, j) - Y(i,j)|.
\]

The NMAE is defined to be the normalized MAE, where the normalizing constant is defined to be the expected value of the MAE when both the observed and the predicted rating values are uniformly distributed [Mar04]. Therefore, an NMAE value of one means predicting the ratings by random. The normalizing factor depends on the range of the ratings. On a scale from one to five as in the 1M MovieLens data set, this normalizing constant equals to 1.6.

Auxiliary features have been used to improve the accuracy of predictions in different ways. For example, in [LU09] the information on the movie genre was included into an extra factor of kernel matrix in Gaussian process; while in [YLZG09] the missingness was used as side information. Here we consider four kinds of auxiliary
Table 5.2: Prediction errors on 1M MovieLens data set. Mean and standard deviation over the three partitions are reported. For the proposed BSVD model, the codes “0000”, “0011”, “1100” and “1111” correspond to the basic model as in (5.3), the models with user auxiliary information, movie auxiliary information, and all available auxiliary information, respectively. Results for the GP-LVM are cited from [LU09], with the latent dimensionality yielding these best results indicated.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Settings</th>
<th>NMAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP-LVM</td>
<td>linear</td>
<td>0.4052 ± 0.0011 (11D)</td>
<td>0.8791 ± 0.0080 (14D)</td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>0.4026 ± 0.0020 (10D)</td>
<td>0.8801 ± 0.0082 (12D)</td>
</tr>
<tr>
<td>BSVD</td>
<td>0000</td>
<td>0.3942 ± 0.0026</td>
<td>0.8614 ± 0.0088</td>
</tr>
<tr>
<td></td>
<td>0011</td>
<td>0.3933 ± 0.0037</td>
<td>0.8598 ± 0.0082</td>
</tr>
<tr>
<td></td>
<td>1100</td>
<td>0.3914 ± 0.0056</td>
<td>0.8588 ± 0.0067</td>
</tr>
<tr>
<td></td>
<td>1111</td>
<td>0.3922 ± 0.0052</td>
<td>0.8584 ± 0.0070</td>
</tr>
</tbody>
</table>

information: the movie genre; movie missingness features; user meta data which includes age, gender and occupation; and the user missingness features. The usage of these auxiliary information is encoded in a binary vector. For example, “1100” means the movie genre and movie missingness features are incorporated into the basic model. As shown in Table 5.1, a 19-dimensional binary vector can be used to define the genre for each movie, and each user corresponds to a 29-dimensional binary vector including information on age, gender and occupation. Similar to [YLZG09], missingness feature vectors were obtained by factorizing the binary matrix indicating which ratings are observed. These auxiliary features were included using the framework in (5.14). The way to handle the metadata and missingness features are not restricted to the model proposed in the paper and could be applied to other bayesian models to get improved performance.

According to Figure 3 in [LU09], with an extra kernel function for the movie genre information, the GP-LVM achieves the best NMAE (0.4042) for a 14D model and the best RMSE (0.8755) for a 12D model. As can be seen in Table 5.5.3, the basic model (0000, without auxiliary information) of our approach already gives better
performance than the GP-LVM [LU09] with both linear and RBF kernels, and even the GP-LVM with the movie genre information. Further improvement is achieved by adding the user auxiliary information (0011), the movie auxiliary information (1100), or all the available auxiliary information (1111).

Importantly, the dimensionality of the latent space has to been tuned to yield best results for the GP-LVM and most other similar models; however, we do not need to try different values for the latent dimensionality, or perform cross-validation to deal with this model-selection issue. The algorithm infers the dimensionality of the latent space by itself. For example, the learned dimensionality is respectively 23, 27, and 26 for the basic BSVD model on the three partitions; for the model with all the available auxiliary information (1111), the learned dimensionality is respectively 29, 28, and 29. It is noticed that in [LU09] the latent dimensionality is considered up to 15. We appreciate the awareness of possible over-fitting issues incurred by setting a much higher dimensionality; however, for small training sets even 10D may be over-fitting, while for large and complex training sets 15D may be still far from adequate. Moreover, even for training sets with comparable ratings, the appropriate dimensionality of latent space may be different. Therefore, the ability of inferring the dimensionality of latent space is critical for algorithms.

To make this point more clear, we conduct a further experiment using the basic BSVD model, where we randomly separate the ratings for training and testing, with five random trials for each training size as in [LU09]. The averaged RMSE and NMAE are shown in Figure 5.6, together with representative GP-LVM results cited from Figure 2 in [LU09]. Figure 5.6 shows that the proposed BSVD model outperforms the GP-LVM with any dimensionality of latent space from 2D to 10D, for all the training sizes under consideration. We also observed that the preset dimensionality highly influences the performance of the GP-LVM. It seems that the GP-LVM with higher dimensionality (e.g., 6D or 10D) suffers from over-fitting when training size is
small; however, the model with lower dimensionality (e.g., 2D) seems not capable of explaining well training data of large size. This discloses the importance of inferring the dimensionality in the light of training data. The inferred rank (dimensionality of latent space) by the BSVD is included in Figure 5.7. It can be seen that for this data set the number of necessary latent factors increases nearly linearly as the training size increases. Even with a fixed training size, the latent dimensionality could also be different from trial to trial.

We also tested the proposed method on the 1 million MovieLens data set using the probit link function discussed in Section 5.4.3, and found that the inferred thresholds $\phi_i$ were very close to half-star increments that are widely used to convert real matrix values to the integer-star values [DeC06]. Therefore, for this problem we did not find the additional computational cost required to learn the thresholds worthwhile. However, in Section 5.5.4 the form of the probit link function is essential.
5.5.4 MLB data from 1954-2008

At www.retrosheet.org one may acquire data on every batter-pitcher event that occurred in Major League Baseball (MLB), from 1954-2008. This may be viewed as a matrix, corresponding to all $I = 7693$ MLB hitters who have had an at-bat during that period, and all $J = 4561$ pitchers who have pitched. For hitter $i \in \{1, \ldots, I\}$ and pitcher $j \in \{1, \ldots, J\}$, there are $Y_p(i,j)$ events at which these two players have competed, and a one is recorded in $Y_h(i,j)$ if the hitter got a hit, and a zero is recorded if not (there are $Y_p(i,j)$ binary values). For these data, 96.37% of the matrix has $Y_p(i,j) = 0$, meaning hitter $i$ and pitcher $j$ never met and 98.83% of the data has $Y_p(i,j) \leq 5$. Since most hitter-pitcher pairs met very few times, it is not

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical</td>
<td>$-2.1355 \times 10^6$</td>
<td>$-2.0209 \times 10^6$</td>
<td>$-1.9794 \times 10^6$</td>
</tr>
<tr>
<td>Batter Avg.</td>
<td>$-1.5843 \times 10^5$</td>
<td>$-1.2371 \times 10^5$</td>
<td>$-1.2240 \times 10^5$</td>
</tr>
<tr>
<td>Pitcher Avg.</td>
<td>$-8.6514 \times 10^4$</td>
<td>$-1.0130 \times 10^5$</td>
<td>$-1.0144 \times 10^5$</td>
</tr>
<tr>
<td>BSVD</td>
<td>$-8.3900 \times 10^4$</td>
<td>$-8.8518 \times 10^4$</td>
<td>$-8.8619 \times 10^4$</td>
</tr>
</tbody>
</table>

reliable to predict their future performance based merely on the historic records. Fortunately, for a given hitter-pitcher pair $(i, j)$ we actually have more information than $Y_p(i, j)$ and $Y_h(i, j)$. For example, other than pitcher $j$, hitter $i$ may have been also pitched by pitchers $j_1, j_2, \ldots$; and other than hitter $i$, pitcher $j$ may have also pitched hitters $i_1, i_2, \ldots$. These records may provide indirect information on the meet of hitter $i$ and pitcher $j$. Our objective is to infer the latent probability that hitter $i$ will be successful against pitcher $j$, using collaborative filtering. The probability of a hit for $(i, j)$ is quantified via the probit link function.

To our knowledge, this is the first time these data have been analyzed using any collaborative-filtering method, and therefore future studies will help define the best way to display and compare results. Here we simply provide example results that seem to indicate the model is working properly, and also to show the types of interesting questions the analysis allows one to examine.

Since the result of an event that a hitter meets with a pitcher is a random outcome of a bernoulli trial, it is not appropriate to evaluate algorithms with prediction errors as we did in Section 5.5.3. As a means of quantifying the performance of the model, in Table 5.3 we present the log-likelihood of the observed 2008 data, based on models learned using data from 2007, 2003 through 2007, and 1954 through 2007, respectively. Only the likelihood for players appearing in these training sets is evaluated. Among 983 batters and 651 pitchers playing in 2008, respectively 759 and 528 played in the previous five years, and respectively 686 and 479 played in 2007.
In addition to examining results from the proposed Bayesian model, we also consider typical methods based on the cumulative average probability of success for all batter-pitcher pairs ("empirical") in the training set, as well as average performance across rows ("batter average") and across columns ("pitcher average"). For the "empirical" method, pitcher average probabilities are used for batter-pitcher pairs not appearing in training sets. Unsurprisingly, the proposed BSVD model outperforms the baselines. As the data matrices are fairly sparse, the empirical probability of hitting for \((i, j)\) is highly unreliable for prediction of future events; while the average across rows or columns is more reliable.

We perform another experiment on the data from 2003 to 2007 to evaluate the model performance, where the ten batter-pitcher pairs with the largest \(Y_p(i, j)\) (ranging from 62 to 70) are held out for testing, and the hitting probabilities are inferred from the remaining data. The ten predicted probabilities range from 0.24 to 0.29 with standard deviations around 0.014; the empirical (observed) hitting rates of the ten held-out cases lie in a range of 0.0128 to 0.0862 about the predicted probabilities. This experiment shows that we can predict random events reasonably well using the predicted probabilities given by the proposed model.

Bayesian methods give a measure of confidence in a prediction. In Figure 5.8 we plot the standard deviation of the latent probability that hitter \(i\) will be successful against pitcher \(j\) given all the available data (1954-2008). Specifically, we consider the standard deviation of each hitter’s success probability, averaged across all possible pitchers he may face. Batters are sorted in ascending order of the total number of events each has participated in. The total number of events for a given batter ranges from 1 to 16492 with a median 143 (half of the batters have less than 143 at-bats). The results indicate, as expected, that the standard deviation decreases significantly (from 0.25 to 0.05) with the number of at bats for batters. Similar observations are found for pitchers.
**Figure 5.8:** Average standard deviation of predicted probabilities of batters being successful against pitchers (1954-2008). Batters are sorted in ascending order of the total number of events each has participated in. The total number of events for a given batter ranges from 1 to 16492 with a median 143 (half of the batters have less than 143 at-bats).

Table 5.4: Prediction on probabilities of top batters being successful against top pitchers (means and standard deviations). Top batters: batting in at least the median number of events among all batters in a given year, and with the highest empirical hitting rates; top pitchers: pitching in at least the median number of events among all pitchers in a given year, and with the lowest empirical hitting rates.

<table>
<thead>
<tr>
<th>1954 Pitchers</th>
<th>2008 Pitchers</th>
</tr>
</thead>
<tbody>
<tr>
<td>D. Mossi</td>
<td>B. Turley</td>
</tr>
<tr>
<td>D. Mueller</td>
<td>0.2829</td>
</tr>
<tr>
<td>±0.0166</td>
<td>±0.0171</td>
</tr>
<tr>
<td>S. Burgess</td>
<td>0.2619</td>
</tr>
<tr>
<td>±0.0147</td>
<td>±0.0131</td>
</tr>
<tr>
<td>B. Skowron</td>
<td>0.2657</td>
</tr>
<tr>
<td>±0.0135</td>
<td>±0.0133</td>
</tr>
<tr>
<td>C. Zambrano</td>
<td>0.2652</td>
</tr>
<tr>
<td>±0.0217</td>
<td>±0.0225</td>
</tr>
<tr>
<td>P. Sandoval</td>
<td>0.3570</td>
</tr>
<tr>
<td>±0.0355</td>
<td>±0.0400</td>
</tr>
<tr>
<td>R. Furcal</td>
<td>0.2971</td>
</tr>
<tr>
<td>±0.0140</td>
<td>±0.0141</td>
</tr>
</tbody>
</table>

As an example of a fun/interesting question one may ask, in Table 5.4 we consider the probability of success for the top three hitters from 1954 and 2008, with these hitters facing the top three pitchers from 1954 and 2008. This allows us to provide a principled answer to how players who played 54 years apart may have performed...
if they were able to compete in their (presumed) primes. While there is of course no “truth” for this example, note that hitters from 1954 and 2008 do much better on average against top 1954 pitchers than against top 2008 pitchers.

5.6 Summary

We propose a new matrix-completion approach based on singular value decomposition (SVD) from a Bayesian perspective. A low-rank belief is imposed statistically via a Beta-Bernoulli prior on the binary variables selecting candidate latent factors. The model is unlikely prone to over-fitting and model selection issues are avoided since the number of necessary factors is inferred automatically in the light of data. The basic model is generalized to incorporate auxiliary information [YLZG09, ABEV09], acquire new data actively, and fit into data matrices with integer counts as entries.

We examine the algorithm on simulated matrices of various ranks, with different numbers of observed entries. Performance improvement is observed by acquire new data actively for both noise-free and noisy cases. We then demonstrate state-of-the-art performance on a typical movie-rating data set and disclose the advantage of inferring the latent dimension automatically. Auxiliary data including missingness information is incorporated to further improve the performance. Finally, a new data set is presented and analyzed using the proposed model generalized with a probit link function, where outcomes from binomial process are observed as data matrices while the real probability matrix is latent.
6

Conclusions and Future Work

6.1 Conclusions and Discussions

As we have mentioned, the presence of incomplete data is an unideal setting for most learning approaches, while it occurs in many applications due to various reasons; therefore, handling incomplete data is an important and challenging task for the machine learning community. In this dissertation we have addressed two kinds of problems in the presence of incomplete data in the Bayesian framework. One is classification with features partially missing, and the other is low-rank matrix completion from a portion of the matrix entries. By assuming appropriate Bayesian models and priors, we have integrated out the missing values analytically during the model inference. Model selection and over-fitting issues have been circumvented by considering the uncertainty on both parameters and model structures. We also have made use of some desirable aspects of Bayesian hierarchical models, for example, the flexibility of the single-task learning classifier enables the extension to multi-task settings, and the uncertainty on the predicted matrix entries provides us a nature
criterion for acquiring new entries actively.

Our work is in the context of machine learning literature. The finite quadratically-gated mixture of experts (QGME) have been proposed and inferred by expectation-maximization (EM) algorithm in [LLC07a]. Although the model construction of the finite QGME makes the handling of incomplete data easily, it is prone to over-fitting due to ignoring the uncertainty on both model structure and model parameters. Various Dirichlet process mixture models [MEW96, RG02, MO06, SN09, RDG09, HBP10] have been proposed for regression/classification problems with different purposes, but none of them has targeted at the missing data problem. For the matrix-completion, many approaches are based on the singular value decomposition (SVD) [DSG09, LT07, SM07, SM08, LU09], with the challenge of the selection of the number of latent components.

This dissertation makes the following contributions:

- A general robust classifier handling incomplete data is proposed, which is applicable to general classification. As a generalization of the finite QGME via the Dirichlet process, the iQGME proposed here does not require model selection and is unlikely prone to over-fitting. Moreover, its hierarchical structure also makes it appropriate for multi-task settings.

- Incomplete data are handled while learning multiple classification subtasks simultaneously, by further extending the iQGME. As demonstrated on remote sensing and handwriting classification data sets, this extension is important especially for situations with scarce training samples, and with a large portion of features missing.

- A novel Bayesian matrix-completion method is proposed, where the number of decomposed component matrices is inferred explicitly and the model-selection issues are overcome. This model is termed BSVD. Since a binary selecting
variable is introduced for each component matrix, with a zero-favoring prior imposed, our construction is essentially equivalent to minimizing the $l_0$ norm of the singular values, which saves much computation in a principled way.

- Generalizations of the BSVD model are made to utilize available information more wisely and more efficiently, and to fit the model into a special scenario: data matrices with integer counts as entries. These generalizations could be applied on other matrix-decomposition models without difficulty.

6.2 Future Work

Concerning future research, we note that the use of multi-task learning provides an important class of contextual information, and therefore is particularly useful when one has limited labeled data and when the data are incomplete (missing features). Another form of context that has received significant recent attention is semi-supervised learning [Zhu05]. There has been recent work on integrating multi-task learning with semi-supervised learning [LLC07c]. An important new research direction includes extending semi-supervised multi-task learning to realistic problems for which the data are incomplete.

For the matrix completion, we derive a Bayesian model for general low-rank matrix completion and apply it on collaborative filtering. When we address some specific problem, we may impose more structures accordingly. As we have mentioned, instead of naively selecting most uncertain elements to acquire, for matrices with many entries highly correlated, we should select those elements of $Y$ that are uncertain and uncorrelated. For large-scale data sets, we may dramatically reduce computation expense by only selecting those representative elements and discarding most of noninformative data for model learning. For the MLB data set, which con-
tains records from a large time span, we have ignored any time information and pool all the data together. An interesting direction could be considering time-involving dependence for the BSVD model.
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