Energy, water, and carbon fluxes in a loblolly pine stand: Results from uniform and gappy canopy models with comparisons to eddy flux data
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This study investigates the impacts of canopy structure specification on modeling net radiation (Rn), latent heat flux (LE) and net photosynthesis (An) by coupling two contrasting radiation transfer models with a two-leaf photosynthesis model for a maturing loblolly pine stand near Durham, North Carolina, USA. The first radiation transfer model is based on a uniform canopy representation (UCR) that assumes leaves are randomly distributed within the canopy, and the second radiation transfer model is based on a gappy canopy representation (GCR) in which leaves are clumped into individual crowns, thereby forming gaps between the crowns. To isolate the effects of canopy structure on model results, we used identical model parameters taken from the literature for both models. Canopy structure has great impact on energy distribution between the canopy and the forest floor. Comparing the model results, UCR produced lower Rn, higher LE and higher An than GCR. UCR intercepted more shortwave radiation inside the canopy, thus producing less radiation absorption on the forest floor and in turn lower Rn. There is a higher degree of nonlinearity between An estimated by UCR and by GCR than for LE. Most of the difference for LE and An between UCR and GCR occurred around noon, when gaps between crowns can be seen from the direction of the incident sunbeam. Comparing with eddy-covariance measurements in the same loblolly pine stand from May to September 2001, based on several measures GCR provided more accurate estimates for Rn, LE and An than UCR. The improvements when using GCR were much clearer when comparing the daytime trend of LE and An for the growing season. Sensitivity analysis showed that UCR produces higher LE and An estimates than GCR for canopy cover ranging from 0.2 to 0.8. There is a high degree of nonlinearity in the relationship between UCR estimates for An and those of GCR, particularly when canopy cover is low, and suggests that simple scaling of UCR parameters cannot compensate for differences between the two models. LE from UCR and GCR is also nonlinearly related when canopy cover is low, but the nonlinearity quickly disappears as canopy cover increases, such that LE from UCR and GCR are linearly related and the relationship becomes stronger as canopy cover increases. These results suggest the uniform canopy assumption can lead to underestimation of Rn, and overestimation of LE and An. Given the potential in mapping regional scale forest canopy structure with high spatial resolution optical and Lidar remote sensing platforms, it is possible to use GCR for up-scaling ecosystem processes from flux tower measurements to heterogeneous landscapes, provided the heterogeneity is not too extreme to modify the flow dynamics.
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1. Introduction

Forest canopies regulate exchanges of energy, water and carbon with the atmosphere, particularly via leaf stomata, the primary corridors for transpiration and carbon assimilation [Betts et al., 1997; Pukkala et al., 1991; Sellers et al., 1997; Tang et al., 1999; McGuire et al., 2001; Ryan, 2002; Gedney et al., 2006; Betts et al., 2007]. Among the key drivers of stomatal regulation, the light environment is
highly influential because of (1) the strong vertical heterogeneity imposed by the leaf transmission and interception, and (2) the nonlinear response of both leaf stomata and photosynthesis to light. Within tall canopies, photosynthetically active radiation (PAR) can vary by a factor of five or more while concomitant vertical changes in, for example, meteorological drivers such as vapor pressure deficit may be on the order of 20% or less [Sinclair et al., 1976; Ewers and Oren, 2000; Lai et al., 2000]. Understanding the sensitivity of energy, water and carbon fluxes to the representation of canopy structure in ecosystem models is essential in scaling up fluxes from canopies to landscapes.

[3] Detailed three-dimensional or multilayer radiation transfer models have been developed (see, for example, reviews by Goel [1988], Myneni et al. [1989], Wang and Jarvis [1990], and Chen et al. [2000]), but they are often too computationally expensive and “over-parameterized” with respect to the available input, especially when addressing large-scale ecological questions on annual or interannual time scales. Attempts to represent the canopy over large spatial domains and long-temporal integrations often adopt a simpler approach, and assume that the canopy can be represented by a uniform isotropic turbid medium, as employed by a number of models: FOREST-BGC [Running and Coughlan, 1988], Hybrid [Friend et al., 1997], 3-PG [Landeberg and Waring, 1997], SDGVM [Woodward et al., 1998] and RHESYs [Tague and Band, 2004]. However, even uniform crop canopies rarely meet the isotropic turbid medium assumption [Stuits, 1983], and leaves in forest canopies are usually clumped at multiple spatial scales, severely violating the homogeneity assumption [Chen and Leblanc, 1997; Ni et al., 1997; Kucharik et al., 1999; Yang et al., 2001]. Understanding these compromises in terms of model skill that are accrued by making such assumptions is a logical first step for developing process-based ecosystem models that are robust in long-term space-time integration.

[4] Recently, Song and Band [2004] developed a computationally efficient model for the mean and variation of PAR (MVP) under forest canopies. MVP accounts for the role of gaps in light propagation through forest canopies based on the geometric-optical theory [Li et al., 1995], and it was tested with observed radiation data from the Southern Study Area—Old Black Spruce (SSA-OBS) stand of the BOREAS project [Sellers et al., 1997]. Our objective is to extend this work and quantify differences in estimates of energy, water and carbon fluxes obtained using a moderately complex but more realistic representation of canopy structure relative to those obtained using the more commonly used uniform canopy representation. We perform this comparison for a temperate forest ecosystem by coupling the state-of-the-art evapotranspiration and photosynthesis models with two contrasting canopy representations for radiation interception: a uniform canopy representation (UCR) that uses Beer’s law and a gappy canopy representation (GCR) that uses an improved version of MVP. The differences between the two canopy representations with identical model parameters are evaluated and compared with measurements of flux data at the site. We further performed a series of sensitivity analyses of both approaches over a broader range of canopy structure parameters in order to generalize our understanding of the relative importance of canopy structure representations in terrestrial ecosystem models. It is envisaged that a broader impact of this work will be to guide future efforts to parsimoniously scale-up fluxes from canopies to landscapes.

2. Study Site and Data

[5] The study site is an even-aged loblolly pine (Pinus taeda) stand planted in 1984, located in the Blackwood Division of Duke Forest, near Durham, North Carolina (35° 58’ 41.4” N, 79° 5’ 39.1” W). Due to natural regeneration, the stand now has two distinct canopy layers, a dominant upper layer of loblolly pine and a subdominant layer of hardwoods. Mean annual precipitation at the site is 1140 mm, and mean annual temperature is 15.5°C. Soils are acidic Hapludalf, with a clayey loam in the upper 0.3 m, and a clay pan below, minimizing drainage [Oren et al., 1998]. The local topographic variations are sufficiently small (<5% slopes) such that their impact on micrometeorological flux measurements can be neglected.

[6] Eddy-covariance measurements (ECMs) of turbulent heat, water and CO₂ fluxes, along with ancillary micrometeorological measurements, have been conducted at the research forest since 1998 as part of the AmeriFlux network and the FLUXNET project [Baldocchi et al., 2001]. The meteorological tower is situated in plot 1, a control plot of the Free Air CO₂ Enrichment (FACE) experiment [Schäfer et al., 2002]. The semianalytical flux footprint model of Hsieh et al. [2000] extended to two dimensions by Detto et al. [2006] was used to ensure that ECMs were not contaminated by elevated CO₂ rings in other areas of the same pine forest [Stoy et al., 2006]. Model evaluation was based on ECMs collected during May to September 2001.

[7] The modeled evapotranspiration and photosynthesis are driven by measured half hourly incident solar radiation, precipitation, air temperature (Ts), relative humidity (H), mean wind speed (um), and volumetric soil water content (θ) and soil temperature (T), all of which are averaged (or aggregated) every 30 min. Six Parameters were used to characterize the canopy structure. These parameters include upper and lower canopy boundary heights, stem density, average horizontal crown radius, crown shape, and leaf area index. For the simpler model, only LAI was used. All canopy structural parameters were obtained based on the annual stand inventory combined with allometric relationships measured in the field [Song, 2007]. Temporal dynamics of LAI were reconstructed using data on leaf litterfall mass and timing, specific leaf area, leaf elongation rates, and fascicle, flush and branch counts [McCarthy et al., 2007]. Figure 1 shows the temporal dynamics of LAI from May to September 2001. Throughout the paper, we refer to canopy as the space above the ground where leaves are distributed, and stand as the entity that includes both canopy and the forest floor. We did not explicitly include understory brush and herbaceous vegetation in the model as their distribution is limited.

3. Model Description

3.1. Modeling Radiation Interception by Forest Canopies

[8] For UCR, Beer’s law, as described by Campbell and Norman [1998], was used to model canopy radiation
interception (see Appendix A for details). Simulation of canopy radiation interception for the GCR is based on MVP, as described by Song and Band [2004]. MVP was originally developed for PAR transmission for a single species canopy. Here, it is modified to account for a mixed species canopy and applied to simulate the propagation of PAR, near infrared radiation (NIR) and long wave radiation separately. The total absorbed shortwave radiation is the sum of absorbed PAR (APAR) and absorbed NIR (ANIR). The modifications to MVP include: (1) tracking of multiple scattering within the canopy; (2) a mixed species canopy structure that consists of the dominant conifer layer at the top and the subdominant hardwood layer below with different canopy structure. Table 1 lists the canopy structural parameters for the pine and hardwood layers for 2001. [9] MVP recognizes two types of gaps in the canopy: the between- and within-crown gaps. The between-crown gap probability is estimated based on geometric optics [Li and Strahler, 1985] as

\[ P(n = 0|\theta_z) = e^{-\lambda_s A_T}, \]

where \( P(.) \) is the between-crown gap probability; \( n \) is the number of tree crowns passed through by a sunbeam at a given solar zenith angle \( \theta_z \), \( \lambda_s \) is the stem density, and \( A_T \) is the shadowed area of an average tree crown on the ground. The within-crown gap probability is defined as the likelihood of a ray of direct radiation passing through at least one crown without being scattered (Figure 2). Assuming leaves are uniformly distributed within a crown, the within-crown gap probability can be computed as

\[ P(n > 0|\theta_z) = e^{-\tau_s}, \]

where \( \tau = K_s(\theta_z) F_c \), and has units of m\(^{-1}\), \( K_s(\theta_z) \) is the leaf area projection factor in the direction \( \theta_z \), \( F_c \) is the foliage area volume density (m\(^2\) foliage area per m\(^3\) crown volume), and \( S_r \) is the average path length that a sunbeam travels through tree crowns. For a gappy canopy, the path length of a sunbeam through the tree crowns is shorter than the path length through the canopy (\( S_{\text{in}} \)), i.e., \( S_r < S_{\text{in}} \) as seen in Figure 2. For a single tree crown, the average path length for a sunbeam is \( S_r = V[A_T \times \cos(\theta_z)] \), where \( V \) is the crown volume, and \( A_T \times \cos(\theta_z) \) is the shadowed area projected perpendicular to the sunbeam. A sunbeam can pass through multiple crowns as number of which depends on the solar zenith angle for a given stand [Li and Wang, 1995; Song and Band, 2004].

[10] Assuming independence of the gaps for the hardwood and conifer layers, the total between-crown gap probability for the entire canopy is

\[ P_T(n = 0|\theta_z) = P_h(n = 0|\theta_z) \times P_c(n = 0|\theta_z), \]

where \( P_T(n = 0|\theta_z) \), \( P_h(n = 0|\theta_z) \), and \( P_c(n = 0|\theta_z) \) are the total between-crown gap probability of the canopy, the between-crown gap probability for hardwood layer, and the between-crown gap probability for the conifer layer respectively. The total within-crown gap probability for the canopy is the convolution of the gap probabilities between the hardwood layer and the conifer layer, excluding total between-crown gap probability as

\[ P_T(n > 0|\theta_z) = P_h(n|\theta_z) \otimes P_c(n|\theta_z) - P_T(n = 0|\theta_z), \]

where \( \otimes \) indicates convolution. Details of probabilistic convolution can be found in the work of Drake [1967]. \( P_T(n > 0|\theta_z) \) is the total within-crown gap probability of the canopy, and \( P_h(n|\theta_z) \), and \( P_c(n|\theta_z) \) are the probability for a beam of light at zenith angle \( \theta_z \) passing \( n \) \( (n = 0, 1, 2, \ldots) \) crowns before reaching the forest floor.

[11] Diffuse light enters the canopy from all directions in the upper hemisphere. To estimate the amount of diffuse light traveling through the canopy, the gaps are integrated in all directions in the upper hemisphere for both the between- and within-crown gaps, i.e.

\[ K_{\text{open0}} = \int_0^2 P_T(n = 0|\theta_z) \sin(2\theta_z)d\theta_z, \]

and

\[ K_{\text{open1}} = \int_0^2 P_T(n > 0|\theta_z) \sin(2\theta_z)d\theta_z. \]

where \( K_{\text{open0}} \) and \( K_{\text{open1}} \) are called the openness factors for diffuse light traveling through the between- and within-crown gaps, respectively. Details of the model calculations for multiple scattering for GCR are given in Appendix B.

### 3.2. Modeling Latent Heat Flux

[12] Latent heat (LE) was modeled using the Penman-Monteith equation [Monteith, 1965]. The model is applied to sunlit and shaded leaves separately per unit LAI. The

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Conifer</th>
<th>Hardwoods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower canopy height (m)</td>
<td>( h_1 )</td>
<td>9.4</td>
<td>2.6</td>
</tr>
<tr>
<td>Upper canopy height (m)</td>
<td>( h_2 )</td>
<td>17.1</td>
<td>6.2</td>
</tr>
<tr>
<td>Stem density (trees/m(^2))</td>
<td>( \lambda_D )</td>
<td>0.1377</td>
<td>0.147</td>
</tr>
<tr>
<td>Mean crown horizontal radius (m)</td>
<td>( R )</td>
<td>1.14</td>
<td>1.8</td>
</tr>
<tr>
<td>Crown shape</td>
<td>( R_{br} )</td>
<td>2.39</td>
<td>1.0</td>
</tr>
</tbody>
</table>
total canopy transpiration is the sum of the transpiration from all leaves. The model formulation, reviewed by Eagleson [2002], is given as:

\[ LE_T = \frac{\Delta R_n + g_a \rho c_p (e_c(T) - e(T))}{\Delta + \gamma_0 \left(1 + \frac{g_a}{g_w}\right)} \]  

(7)

where \( LE_T \) is the latent heat flux due to transpiration per unit LAI, \( R_n \) is the net radiation per unit LAI; \( \Delta \) is the slope of the saturated vapor pressure–temperature curve; \( \gamma \) is the surface psychrometric constant; \( \rho \) and \( c_p \) are the mean air density and specific heat capacity of dry air at constant pressure, respectively, and \( e_c(T) \) and \( e(T) \) are the saturated and actual vapor pressure at air temperature \( T \), respectively. \( R_n \) is estimated as

\[ R_n = \text{APAR} + \text{ANIR} + L_c. \]  

(8)

where APAR and ANIR are absorbed PAR and NIR, and \( L_c \) is the net long wave radiation of the canopy computed as the difference between outgoing long wave radiation emitted from the canopy and incoming long wave radiation from the atmosphere incident at the top and from forest floor at the bottom (see Appendix C for details). In equation (7), stomatal conductance for water \( g_{sw} \) was derived from stomatal conductance for carbon \( g_{sc} \) \( (g_{sw} = 1.56 \times g_{sc}) \), which in turn was characterized by the Ball-Woodrow-Berry (referred to as BWB hereafter) stomatal conductance model [Ball et al., 1987]. The aerodynamic conductance \( (g_a) \) was computed based on neutrally stratified rough-wall boundary layer formulations, reviewed by Eagleson [2002], as:

\[ g_a = \left[ \ln\left(\frac{h_2 - d_0}{z_0}\right) \right]^{-1} \]

(9)

where \( h_2 \) is the canopy height, and \( d_0 \) and \( z_0 \) are the zero plane displacement and surface roughness, respectively. The wind speed at \( h_2 \) is \( u_2 \), and \( k_v \) is von Karman’s constant \( (k_v = 0.4) \). Detailed closure models that can account for vertical variations of mean wind speeds inside the canopy are available (see Katul et al. [2004] for a review) though a separate sensitivity analysis (not shown here) suggested that the gains in model predictive skills were minor when accounting for the vertical variation of \( u \). A model for forest floor evaporation is given in Appendix D. We did not include the evaporation from canopy interception in the model as the eddy-covariance instruments often do not capture this portion of vapor fluxes because the instruments cease to function properly when both instruments and the canopy are wet.

3.3. Modeling Photosynthesis

[13] Leaf photosynthesis was modeled by combining Fick’s law, the BWB stomatal conductance model, and the photosynthesis model of Farquhar et al. [1980]:

\[ A_s = g_a (C_a - C_i), \]  

(10)

\[ g_a = g_0 + m \frac{A_p H_r}{C_i}, \]  

(11)

\[ A_n = \min\left\{ \frac{A_v}{A_j} \right\} - R_d, \]  

(12)

where \( A_n \) is the net photosynthesis of leaves, which yields the canopy-scale photosynthesis when integrated across the entire LAI. The canopy scale photosynthesis is equivalent to the Gross Ecosystem Production (GEP), which can be estimated based on ECMs as: GEP = NEE – RE, where NEE is net ecosystem exchange of CO₂ with the atmosphere.
Table 2. Penman-Monteith and Farquhar Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Unit</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>initial quantum yield</td>
<td></td>
<td>0.08</td>
<td>Lai et al. [2000]</td>
</tr>
<tr>
<td>(a)</td>
<td>PS II PAR absorbance</td>
<td>ppm</td>
<td>0.85</td>
<td>Campbell and Norman [1998]</td>
</tr>
<tr>
<td>(C_a)</td>
<td>ambient (\text{CO}_2) concentration</td>
<td>mmol/m(^3)</td>
<td>370</td>
<td>this study</td>
</tr>
<tr>
<td>(g_0)</td>
<td>cuticular stomatal conductance</td>
<td>mmol/m(^2)/s</td>
<td>0.015</td>
<td>Lai et al. [2000]</td>
</tr>
<tr>
<td>(m_c)</td>
<td>slope of (g_c) with respect to (A_n)</td>
<td></td>
<td>5.9</td>
<td>Lai et al. [2000]</td>
</tr>
<tr>
<td>(K_{c25})</td>
<td>carboxylation at 25°C</td>
<td>pa</td>
<td>40.4</td>
<td>De Pury and Farquhar [1997]</td>
</tr>
<tr>
<td>(K_{o25})</td>
<td>oxygenation at 25°C</td>
<td>pa</td>
<td>24.8 (\times 10^3)</td>
<td>De Pury and Farquhar [1997]</td>
</tr>
<tr>
<td>(V_{\text{trans25}})</td>
<td>carboxylation capacity</td>
<td>umol/m(^2)/s</td>
<td>72.5</td>
<td>Lai et al. [2002]</td>
</tr>
<tr>
<td>(Q_{10rub})</td>
<td>(Q_{10}) for Rubisco activity</td>
<td></td>
<td>2.4</td>
<td>Thornton [2000]</td>
</tr>
<tr>
<td>(Q_{10c})</td>
<td>(Q_{10}) for carboxylation</td>
<td></td>
<td>2.1</td>
<td>Thornton [2000]</td>
</tr>
<tr>
<td>(Q_{10o})</td>
<td>(Q_{10}) for oxygenation</td>
<td></td>
<td>1.2</td>
<td>Thornton [2000]</td>
</tr>
<tr>
<td>(\Theta_F)</td>
<td>shape coefficient of the</td>
<td></td>
<td>0.7</td>
<td>De Pury and Farquhar [1997]</td>
</tr>
<tr>
<td></td>
<td>nonrectangular hyperbola</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\omega_{\text{par}/\text{irr}})</td>
<td>leaf single scattering albedo</td>
<td></td>
<td>0.15/0.85</td>
<td>this study</td>
</tr>
<tr>
<td>(k_a)</td>
<td>nitrogen extinction coefficient</td>
<td></td>
<td>0.52</td>
<td>Lai et al. [2002]</td>
</tr>
<tr>
<td>(D_s)</td>
<td>soil depth</td>
<td>m</td>
<td>0.325</td>
<td>this study</td>
</tr>
<tr>
<td>(p_{so})</td>
<td>porosity at soil surface</td>
<td></td>
<td>0.54</td>
<td>Tague and Band [2004]</td>
</tr>
<tr>
<td>(p_{sl})</td>
<td>porosity decay coefficient</td>
<td>l/m</td>
<td>4000.0</td>
<td></td>
</tr>
<tr>
<td>(K_{sat})</td>
<td>saturated conductance at surface</td>
<td>m/d</td>
<td>0.6</td>
<td>Tague and Band [2004]</td>
</tr>
<tr>
<td>(k_d)</td>
<td>(K_{sat}) decay coefficient with depth</td>
<td></td>
<td>0.24</td>
<td>Tague and Band [2004]</td>
</tr>
<tr>
<td>(p_{ni})</td>
<td>soil pore size index</td>
<td></td>
<td>0.186</td>
<td>Tague and Band [2004]</td>
</tr>
<tr>
<td>(g_{w})</td>
<td>air entry pressure</td>
<td>meters of water</td>
<td>0.478</td>
<td>Tague and Band [2004]</td>
</tr>
</tbody>
</table>

\(^a\)For simulating evapotranspiration (ET) and photosynthesis, respectively, with both the uniform canopy representation (UCR) and gappy canopy representation (GCR).

directly measured at the flux tower, while RE, ecosystem respiration, needs to be estimated for daytime periods based on nighttime NEE data [Stoy et al., 2006]. The rates \(A_c\) and \(A_l\) are the carboxylation-limited rate of net photosynthesis and the rubulose-biphosphate (RuBP) regeneration-limited rate of net photosynthesis. The \(\text{CO}_2\) concentrations in the atmosphere, at the leaf surface, and in the leaf intercellular space are \(C_a\), \(C_c\) and \(C_i\), respectively. The mean relative humidity is \(H_c\). We assume leaf surface boundary layer conductance is sufficiently large such that \(C_a = C_c\). With these approximations, equations (10)–(12) can be solved for \(A_n\), \(g_{sc}\) and \(C_c\). The net photosynthesis is computed for sunlit and shaded leaves separately (see Appendix E for details).

3.4. Model Evaluations and Sensitivity Analyses

[14] A commonly used approach in identifying model parameters is through model calibration, which can lead to different parameters values for the same parameters in GCR and UCR. Adoption of different parameter values in UCR and GCR will obscure the effect of canopy structure on model results. Therefore, we used a set of identical model parameters published in the literature for both UCR and GCR models as listed in Table 2 and no model calibration was conducted. We should note that in Table 2, most of the physiological parameters were independently determined from gas exchange measurements [see Lai et al., 2000]. As a result, the differences in the model results can be solely attributed to the difference in canopy structure. The impacts of canopy representation were evaluated first by comparing the modeling results between the two models, and then by comparing with corresponding entities from ECMS. We excluded the nighttime data from the flux tower for model evaluation because (1) canopy structure primarily influences radiation interception during daytime, and (2) eddy-covariance measurements at nighttime are less reliable.

[15] The loblolly pine stand where the flux tower resides is a closed canopy stand between-crown gap fractions are relatively small regardless which direction- solar radiation comes from. Differences between the two canopy representations are expected to be smallest for a closed canopy and increase as percent canopy cover declines. Testing the differences between the two models at this site highlights possibility for error due to a simple canopy representation even in the closed canopy condition. To generalize results, however, we also consider differences in model estimates across a range of canopy cover. A series of sensitivity analyses were performed to further quantify the impacts of canopy structure on the fluxes based on prescribed canopy structures. The sensitivity analysis provided more insights to the impacts of canopy structure on forest ecosystem processes. The sensitivity analysis we employed was based on a hypothetical single layer loblolly pine canopy with an average horizontal crown radius of 2.5 m, and canopy cover set at 0.2, 0.4, 0.6, and 0.8. Assuming random distribution of tree spatial locations in a stand, we estimated the stem density for canopy covers based on equation (1) with the sun at the zenith. The foliage area volume density was set at 0.7 m\(^3\)/m\(^2\), leads to LAI of 1.25, 2.85, 5.11 and 9.00 for canopy cover at 0.2, 0.4, 0.6, and 0.8, respectively. Due to crown overlap, LAI increases more than canopy cover in relative proportions. The upper and lower canopy heights were derived using the allometric relationships for loblolly pine based on the crown diameter, which was determined with data collected in the stands around the study site [Song, 2007]. The canopy structural parameters for the sensitivity analysis are given in Table 3. The meteorological variables measured at the flux tower for 2001 were used as model inputs.

4. Results

4.1. Net Radiation

[16] Modeled daytime half-hourly \(R_n\) by UCR and GCR for the loblolly pine stand are highly correlated \((R^2 = 0.97)\), but \(R_n\) from UCR is about 8% lower than that from GCR
Intuitively we would expect that a uniform canopy should intercept more radiation than a gappy canopy. We further examined radiation interception in the canopy and on the forest floor. In fact, UCR intercepted nearly 17% more shortwave solar radiation in the canopy than did GCR (Figure 3b), but the forest floor under UCR received less than 60% of shortwave radiation than that under GCR for the loblolly pine stand (Figure 3c). Because leaves are highly reflective to NIR, a uniform canopy reflects more NIR than a gappy canopy does. In addition, UCR reduces NIR reaching the forest floor where most of it will be absorbed. The shortwave radiation received on the forest floor under GCR more than compensated for the lower shortwave radiation interception in the forest canopy. This is why UCR produced lower $R_n$ for the stand than GCR. Thus, the two types of canopy structure differ more in the distribution of radiation than the total radiation absorbed by the stand. Yang et al. [2001] reached similar conclusions with a 3D vegetation canopy in a soil-vegetation-atmosphere-transfer model in the old jack pine stand of the southern study site of the Boreas project [Sellers et al., 1997].

Given the results in Figure 3, a question remains as to whether $R_n$ was underestimated by UCR or overestimated by GCR. We searched for the answer by comparing the modeled results with measurements. Figure 4 clearly indicates that GCR provided a more accurate estimate of measured $R_n$ than UCR. GCR reduced the root mean squared error (RMSE) by nearly 50% compared with UCR. The modeled $R_n$ from UCR is almost 11% lower than the measured $R_n$ ($R^2 = 0.93$, RMSE = 63.3 W/m$^2$), while the modeled $R_n$ from GCR is within 3% of the measured $R_n$ ($R^2 = 0.97$, RMSE = 33.6 W/m$^2$). It is important to note that even for this closed canopy loblolly pine stand with relatively high leaf area index (Figure 1), canopy structure still matters in modeling $R_n$ for the stand.

### 4.2. Latent Heat Exchange

LE modeled by UCR and GCR are also highly correlated ($R^2 = 0.98$). Although UCR produced $R_n$ approximately 8% lower that that from GCR, the latent heat flux produced by UCR is about 8% higher than that from GCR (Figure 5a). This is because UCR intercepted nearly 17% more shortwave radiation than GCR (Figure 3b), indicating that about half of the additional energy intercepted in UCR is used for transpiration. We took the difference between each pair of points in Figure 5a and plotted the difference against time of day (Figure 5b). The difference between the two models is strongly related to solar angle, reaching a maximum around noon. At high solar elevation angle, the between-crown gaps in GCR are largest, allowing more radiation to pass through the canopy and reach the forest floor. Thus UCR produced higher LE than GCR.

Due to the high correlation between the model results, LE from both models correlates similarly and strongly with the measured LE from the flux tower (Figures 6a and 6b), but the slope between GCR and measured LE is almost unity. It is obvious that the comparison between the modeled and the measured quantities is not as good for LE as for $R_n$. Three major factors may have contributed to the scatter in Figure 6 observed between the modeled and measured LE: (1) scale mismatch between the model and the flux tower measurements; (2) differences in the boundary layer; and (3) differences in the turbulence parameterization.

### Figure 3.
Comparison of modeled radiation for the loblolly pine stand between UCR and GCR: (a) net radiation ($R_n$) for the stand; (b) absorbed shortwave radiation (ASWR) in the canopy; (c) ASWR on the forest floor.
ments, (2) random variation from flux tower measurements due to the dynamic nature of the flux footprint [Oren et al., 2006], and (3) errors in model parameters in Penman-Monteith equation. If we consider the daytime trend for the entire growing season, LE from GCR better matches with the measured LE than that from UCR (Figure 7). When comparing the ensemble mean diurnal trends, we essentially removed the high frequency random errors from the eddy

Figure 4. Comparison of modeled half-hourly $R_n$ with the measured $R_n$ on the flux tower: (a) UCR; (b) GCR.

Figure 5. Comparison of modeled half-hourly LE between UCR and GCR: (a) Modeled LE; (b) difference in modeled LE. LE from UCR is about 8.5% higher than that from GCR. Most of the difference between the two models occurs around noon when the gaps in GCR are best seen from the direction of the incident sunbeam.

Figure 6. Comparison of modeled LE with measured LE on the flux tower at half-hourly time step: (a) UCR; (b) GCR.

Figure 7. Comparison of modeled LE with measured LE on the flux tower for the daytime trend for the growing season of 2001.
flux measurements, which could account for 50% of the variation at the half hourly time step [Oren et al., 2006].

4.3. Net Photosynthesis

20 $A_n$ between UCR and GCR (Figure 8a) are less well correlated compared with LE (Figure 5a). $A_n$ from UCR is about 13% higher than that from GCR. Though highly correlated, there is a nonlinear component between $A_n$ from UCR and GCR as UCR asymptotes with respect to GCR. Again, the difference between the estimates progressively increases and maximizes at the time when the sun reached its highest point, and then decreases (Figure 8b). When compared with GEP derived from the flux tower measurements (Figures 9a and 9b), the relationship is much poorer than that for LE. Although the $R^2$ between model and measurements is slightly higher for GCR, it is fairly low for both models. The slopes in Figures 9a and 9b are both less than unity, indicating modeled $A_n$ is higher than tower GEP. However, the slope of the relationship between GCR and the tower GEP is much closer to unity than that for UCR. Therefore, $A_n$ from GCR has a higher $R^2$ and significantly smaller RMSE than that from UCR.

4.4. Sensitivity Analysis of Canopy Structure

21 The difference between the modeled $A_n$ by UCR and GCR for stands with canopy cover ranging from 0.2 to 0.8 is

Figure 8. Comparison of modeled half-hourly $A_n$ between UCR and GCR: (a) Modeled $A_n$; (b) difference in modeled $A_n$.

Figure 9. Comparison of modeled half-hourly $A_n$ from UCR and GCR with GEP from ECMs: (a) UCR; (b) GCR. $A_n$ from GCR has a higher $R^2$ and significantly smaller RMSE than that from UCR.

Figure 10. Comparison of daytime trend of $A_n$ from UCR and GCR with GEP from ECMs during the growing season of 2001.

and GEP. Third, ECMs contain error on the order of 12% for daytime carbon flux [Anthoni et al., 1999]. Nevertheless, significant improvement of GCR over UCR can be seen when comparing the daytime trend between modeled $A_n$ and GEP derived from tower measurements (Figure 10).
shown in Figures 11a–11d. Because photosynthesis responds nonlinearly to radiation absorption, there is not a simple one-to-one relationship between the two canopy representations under identical environmental conditions for the same stands. There is a very high degree of nonlinearity between the two approaches when the canopy cover is low. The nonlinearity dampens as the canopy cover increases, but $A_n$ from UCR is consistently higher than that of GCR, even with canopy cover at 0.8. $A_n$ from UCR reaches an asymptote with respect to that from GCR. The differences in $A_n$ between the two models for the loblolly pine stand closely resemble that seen here at high

Figure 11. Sensitivity analysis for $A_n$: (a) cover is 0.2, LAI is 1.25; (b) cover is 0.4, LAI is 2.85; (c) cover is 0.6, LAI is 5.11; (d) cover is 0.8, LAI is 9.00; and LE: (e) cover is 0.2, LAI is 1.25; (f) cover is 0.4, LAI is 2.85; (g) cover is 0.6, LAI is 5.11; (h) cover is 0.8, LAI is 9.00.
canopy cover. The difference increases as $A_n$ increases. High $A_n$ occurs during the peak growing season at the time when the sun angle is high [Schäfer et al., 2003]. This is the time when the largest portion of gaps (in the GCR representation) stands can be seen in the direction of the sunbeam, allowing more sunlight to reach the forest floor. This is also the time when radiation interception by UCR differs most from that by GCR.

[22] Similarly, LE from UCR is also higher than that from GCR for all canopy covers (Figures 11e–11h). The relative differences are larger when canopy cover is lower. The latent heat fluxes modeled with the two canopy representations are more linearly related compared with net photosynthesis, and the relationship strengthens as the canopy cover increases. The strong linear relationship at higher canopy cover for the latent heat flux between the two canopy representations indicates that the differences can be calibrated by adjusting the empirical parameters in the model, such as the slope parameter in the BWB model in equation (11). However, such calibration only produces phenomenological agreement between the modeled and measured LE. It contributes little to our understanding of the processes.

[23] Figure 12 shows the differences obtained through the sensitivity analysis between GCR and UCR at the stand scale (i.e., combining the canopy component with the corresponding component on the forest floor) for APAR, ANIR, effective long wave radiation and the net radiation of canopies with coverage at 0.4 (Figures 12a–12d) and 0.8 (Figures 12e–12h). It is clear that UCR absorbed more PAR and much less NIR than GCR. Regardless of canopy cover, there is nearly no difference between the two canopy structures in the effective long wave radiation under the current modeling condition. Detailed examination of all radiation components of canopy and the forest floor separately at each canopy coverage (not shown) indicates that UCR absorbed much more PAR in the canopy than GCR. The relative difference is larger at low canopy cover, but the absolute difference in the amount of PAR absorbed by UCR is larger when the canopy cover is high. A similar trend is seen for NIR in the canopy, but the differences are much smaller. On the forest floor, the opposite trend is seen. GCR absorbed much more NIR on the forest floor than UCR, and the relative differences increases with canopy cover, although the absolute differences decrease with canopy cover due to strong canopy reflectance. Combining the energy balance in the forest canopy and on the forest floor, the total net radiation for the stand is higher for GCR than that for UCR, and the differences increases with canopy cover within the range of cover analyzed. This modeling result also indicates that the gappy canopy created by thin and tall tree crowns as boreal forests more effectively at absorbing radiation than a uniform canopy.

5. Discussion

[24] Proper representation of canopy structure is a key element in ecosystem models. LAI was the most important component of the canopy under the traditional “big-leaf” up-scaling scheme [Monteith, 1965; Sinclair et al., 1976; Running and Hunt, 1993]. However, the nonlinear response of leaf carbon assimilation light interception can create appreciable bias when scaling up canopy carbon assimilation using the big-leaf approach. To avoid the bias with the big-leaf scaling up scheme, multilayer models were developed where the plant canopy was divided into a number of parallel horizontal layers [Duncan et al., 1967; Baldocchi, 1993; Raupach and Finnigan, 1988]. More recent multilayer models consider the transfer of momentum, heat, water vapor, and CO$_2$ between the biosphere and the atmosphere and resolve all the way-way interactions between leaves and their immediate microclimate using higher order turbulent transport theories [Juang et al., 2008]. These models solve for all the sources and sinks, fluxes, leaf and air temperature, leaf internal variables, and mean concentration profiles within the canopy volume. Canopy assimilation and transpiration were estimated as the sum of those from all layers. Multilayer canopy representation in ecosystem models can provide improved estimates of carbon assimilation and transpiration in the canopy. However, the computational need for ecosystem models with multilayer representation of vegetation canopies and the challenge to provide model parameters for each layer make such models practically impossible for operational use over a heterogeneous landscape. Although it is possible in principle to test multilayer models with field data, this is difficult in practice [Amthor, 1994].

[25] A middle ground between the big-leaf and the multilayer canopy model was established later on, i.e., replacing the big-leaf model with two-leaf model for a single layer canopy. Instead of separating the canopy into multiple layers, leaves in a single layer were separated into sunlit and shaded leaves to account for the nonlinearity in ecosystem processes to light intensity, and the single layer two-leaf model compared very well with multilayer models [De Pury and Farquhar, 1997; Wang and Leuning, 1998]. The two-leaf model assumes a random distribution of leaves in the canopy space. This study takes the two-leaf model one step closer to reality by accounting for between-crown gaps. A two-leaf single layer model with between-crown gaps can significantly improve the model performance in modeling energy, water and carbon fluxes. Although the two-leaf model accounting between crown gaps is computationally efficient, it requires five more detailed canopy structural parameters (Table 1). These structural parameters are difficult to obtain, particularly over large areas. However, we may not need to estimate all five parameters independently as crown radius is related to canopy height through allometry, and crown radius and stem density are constrained by canopy cover. Moreover, recent advances in remote sensing both with high spatial resolution optical sensors to extract LAI and tree crown size [Song and Dickinson, 2008; Song, 2007; Clark et al., 2004; Leckie et al., 2003] and with Lidar to extract canopy height [Lefsky et al., 2002; Sun et al., 2008] are making it possible to extract these canopy structural parameters as input to GCR.

[26] This study investigated the impacts of two contrast canopy representations, a uniform canopy representation (UCR) and a gappy canopy representation (GCR), on modeling ecosystem energy, water and carbon fluxes in a loblolly pine stand in Duke Forest, near Durham, North Carolina. Both UCR and GCR modeled the total $R_e$ very well as supported by the good agreement with the measurements. However, they differ greatly in the partitioning of solar
radiation intercepted in the canopy versus the forest floor. More radiation on the forest floor may have large effects on other ecological processes, such as regeneration, including the establishment and growth of seedlings [Tognetti et al., 1997; McGuire et al., 2001; Naumburg et al., 2001], or heat flow into the soil, which influences other ecosystem processes, such as decomposition and forest floor CO₂ efflux [Palmroth et al., 2005; Daly et al., 2009]. Because carbon assimilation is a canopy process, the difference in radiation interception in the canopy is reflected in the estimates of $A_n$ (Figure 7a), but a smaller difference was seen in LE, a process occurring in both the canopy and forest floor (Figure 5a). Overestimation of radiation interception in the canopy with UCR can lead to overestimation of carbon assimilation using remotely sensed data based on light use efficiency [Running et al., 1994; Landsberg and Waring, 1997]. Therefore, the uniform canopy assumption for the canopy structure may not be acceptable when the goal is to

Figure 12. Sensitivity analysis for APAR, ANIR, effective long wave radiation, and net radiation for canopy cover at 0.4: (a) APAR, (b) ANIR, (c) effective long wave radiation, and (d) net radiation; and cover at 0.8: (e) APAR, (f) ANIR, (g) effective long wave radiation, and (h) net radiation.
estimate energy use in the canopy or forest floor regardless of forest cover. Due to the high correlation for LE between UCR and GCR, it may be argued that UCR can be used for successful phenomenological modeling of latent heat transfer with proper calibration. However, the uniform canopy assumption poses a problem for modeling carbon assimilation even for the closed canopy loblolly pine stand. Thus, large errors may be generated when uniform canopy structure models are used to estimate carbon assimilation over grid size of several kilometers or larger because a large grid tends to include nonforest more likely. These errors cannot be calibrated by adjusting linear scalar empirical parameters in the models due to the nonlinearity in the process [Medlyn et al., 2005].

This study found that accounting for canopy structure is a significant step forward in modeling vegetated surface radiation balance, and subsequent energy-driven ecosystem processes. Stand scale canopy structure is generally missing or significantly simplified in the current biosphere models at continental or global scale applications [Sellers et al., 1996; Foley et al., 1996; Haxeltine and Prentice, 1996; Woodward et al., 1998]. Given the availability of remote sensing from Lidar sensors, it is possible to incorporate canopy structure into these models for local or regional scale applications. Huang et al. [2008] attempted to incorporate the three-dimensional canopy structure into the CASA model [Potter et al., 1993] to evaluate the impacts of selective logging on carbon cycling. Hilker et al. [2008] successfully used Lidar data to capture canopy gaps in scaling up GEP derived from flux tower. Effective incorporation of vegetation canopy structure into ecosystem process models for regional or large area applications is becoming more feasible with recent advances in remote sensing, and what is now missing is the efficient incorporation of such measurements with processes known to nonlinearly scale with leaf area and other structural attributes.

6. Conclusions

Canopy structure has a significant impact on the distribution of energy between the canopy and forest floor. For the loblolly pine stand in the Duke Forest studies here, UCR intercepted nearly 17% more shortwave radiation in the canopy, and over 40% less shortwave radiation on the forest floor compared with GCR during the growing season of 2001. Combining the canopy and the forest floor, GCR provided much more accurate estimation of \( R_n \) for the stand than UCR. Based on the model results, UCR estimated higher \( A_p \) and LE than GCR. Limited improvement is seen for GCR over UCR for \( A_p \) and LE when comparing the data from the flux tower at the half hourly time step, but becomes clearer when comparing the daytime trend over the growing season with ECM. A sensitivity analysis found that \( A_p \) and LE from UCR are higher than those from GCR across a range of canopy cover from 0.2 to 0.8. The relationship between the net photosynthesis from the two models is highly nonlinear at low canopy cover. The nonlinearity decreases as the canopy cover increases, but never disappears. The relationship for LE from GCR and UCR are much stronger compared with \( A_p \), and the strength of the linear relationship increases as canopy cover increases. Given the availability of advanced technologies, such as Lidar and high resolution optical images that provide spatially explicit information of canopy structures of vegetation, it is now possible to investigate the impacts of canopy structure on ecosystem functions over a heterogeneous landscape using models with GCR provided this heterogeneity is not too severe to impact processes outside the light and radiation environment.

Appendix A: Radiation Transfer Through Uniform Canopies

[29] Modeling radiation transport through uniform canopies (i.e., UCR) is based on Campbell and Norman [1998]. Radiation in the photosynthetically active spectrum (PAR) and near-infrared spectrum (NIR) are modeled separately. Total absorbed radiation within the canopy is the sum of the absorbed PAR and NIR from sunlit and shaded leaves. We assume a spherical leaf angle distribution in the canopy. The extinction coefficient for beam light is

\[
K_b(\theta_z) = \frac{\sqrt{x^2 + \tan^2(\theta_z)}}{x + 1.774(x + 1.182)^{-0.33}}
\]

where \( \theta_z \) is solar zenith angle. For spherical leaf angle distribution, \( x = 1 \). The transmittance of beam radiation is

\[
\tau_b(\theta_z) = \exp(-K_b(\theta_z)L),
\]

where \( L \) is leaf area index. The transmittance of beam radiation with scattering in the canopy is

\[
\tau_{bs}(\theta_z) = \exp(-K_0(\theta_z)\sqrt{\alpha}L),
\]

where \( \alpha \) is absorptance. Similarly, the transmittance of diffuse light is

\[
\tau_d = \exp(-K_d\sqrt{\alpha}L),
\]

where \( K_d \) is the extinction coefficient of diffuse radiation, and

\[
K_d = -\ln(\tau_d)/L,
\]

where

\[
\tau_d = \int_0^{\pi/2} \tau_b(\theta) \sin(2\theta) d\theta
\]

[30] Therefore, the total unintercepted beam plus down scattering beam, \( I_{bs}(\theta_z) \), the unintercepted beam only, \( I_b(\theta_z) \), and the diffuse flux, \( J \), under the forest canopy are, respectively

\[
I_{bs}(\theta_z) = \tau_{bs}(\theta_z) \times 0I,
\]

\[
I_b(\theta_z) = \tau_b(\theta_z) \times 0I,
\]
\[ J = \tau_a \times \frac{\theta J}{\theta_0} \]  

(A9)

where \( \theta J \) and \( \theta_0 J \) are the direct and diffuse radiation at the top of canopy, respectively. The flux density of scattering beam radiation at the bottom of the canopy is

\[ I_{\text{bc}} = I_b(\theta_s) - I_b(\theta_s) \]  

(A10)

[31] Because the scattering beam radiation flux density is zero at the top of canopy, the average beam scattering radiation flux density \( \bar{I}_{\text{bc}} \) for the entire canopy can be considered as

\[ \bar{I}_{\text{bc}} = I_{\text{bc}} / 2 \]  

(A11)

[32] The beam radiation on sunlit leaves is a constant regardless where the leaves are in the canopy. However, the diffuse radiation is \( \theta J^0 \) at the top of the canopy, and \( J \) at the bottom of the canopy. Thus the exponentially averaged diffuse radiation should be used as the mean flux density of diffuse radiation on the leaves as

\[ J = \theta J^0 \left[ 1 - \exp\left(-\sqrt{\alpha K_a L}\right) \right] / \sqrt{\alpha K_a L} \]  

(A12)

[33] Therefore, the mean flux density on the sunlit leaves is

\[ I_{\text{sunlit}}(\theta_s) = \dot{K}_b(\theta_s) \theta J^0 + J + \bar{I}_{\text{bc}} \]  

(A13)

and the mean flux density on the shaded leaves is

\[ I_{\text{shaded}} = J + \bar{I}_{\text{bc}} \]  

(A14)

[34] The sunlit LAI in a canopy is

\[ L_{\text{sunlit}} = \frac{1 - \exp(-K_b(\theta_s)L)}{K_b(\theta_s)}. \]  

(A15)

[35] Separating sunlit and shaded leaves in modeling canopy transpiration and carbon assimilation requires that the input solar radiation in two components, direct \( \theta J \) and diffuse \( \theta J^0 \). However, the flux tower only provides a total PAR measurement. We estimated PAR is 41% of shortwave radiation based on data measured on the tower in 2004 and 2005. Separation of total radiation into direct and diffuse components is based on Liu and Jordan [1960] and Leuning [1995]. The amount of diffuse radiation is a function of atmospheric transmissivity \( \tau_a \). Since the total radiation is available from the tower, the total \( \tau_a \) can be estimated as

\[ \tau_a = \frac{Q}{S_0(1 + 0.033 \cos(2\pi(J_{\text{day}} - 10)/365)) \sin(h)} \]  

(A16)

where \( S_0 \) is the solar constant (1367.0 W/m²), \( J_{\text{day}} \) is the Julian date, and \( h \) is solar elevation angle. \( Q \) is the measured total solar radiation, i.e. \( \theta J + \theta J^0 \). The number 365 is the number of days in a year, and \( J_{\text{day}} \) takes the value within [1,365]. The fraction of diffuse radiation is estimated as

\[ f_d = \begin{cases} 
1 & \tau_a < 0.3 \\
1 - 2(\tau_a - 0.3) & 0.3 \leq \tau_a \leq 0.7 \\
0.2 & \tau_a > 0.7 
\end{cases} \]  

(A17)

where \( f_d \) is the fraction of diffuse radiation. Therefore, \( \theta J = f_d \times Q \), and \( \theta J^0 = Q - \theta J \).

Appendix B: Radiation Transport Through Gappy Canopies

[36] Radiation propagation through gappy canopies (i.e., GCR) is based on Song and Band [2004], but we modified the algorithm to account for mixed species as described in equations (3)–(6) with more rigorous treatment of multiple scattering as NIR radiation is added in this study. Radiation in the PAR and NIR spectra are simulated separately, and the total absorbed radiation is the sum of absorbed PAR and NIR from sunlit and shaded leaves respectively. At the first collision with the leaves, the amount of direct radiation absorbed by the canopy is

\[ I = \left[ (1.0 - P_r(n = 0 | \theta_s) - P_r(n > 0 | \theta_s)) \times \theta J \times (1.0 - \omega) \right] \]  

(B1)

where \( P_r(n = 0 | \theta_s) \) is the total between-crown gap probability including both coniferous and hardwood species, and \( n \) is the number of crowns that a beam passing through the canopy, and \( \theta_s \) is the solar zenith angle. \( P_r(n > 0 | \theta_s) \) is the within-crown gap probability including coniferous and hardwood species. The leaf single scattering albedo is \( \omega \). The amount of diffuse radiation absorbed by the canopy is

\[ I = \left[ (1.0 - K_{\text{open0}} - K_{\text{open1}}) \times \theta J \times (1.0 - \omega) \right] \]  

(B2)

where \( K_{\text{open0}} \) and \( K_{\text{open1}} \) are openness factors as described in equations (5) and (6). Subsequent multiple scattering between the canopy and the background is traced through successive orders of scattering. Our numerical experiments found that five orders of successive tracing are accurate enough (higher order tracing leads to change < 0.1 W/m²²). The single scattering source at the forest floor includes direct and diffuse radiation passing through gaps in the canopy, and the scattered radiation by the leaves when photons first hit the leaves. The amount of direct radiation passing through the canopy without collision with leaves is

\[ I = \left[ P_r(n = 0 | \theta_s) + P_r(n > 0 | \theta_s)) \times \theta J \right] \]  

(B3)

and the amount of diffuse PAR reaching the forest floor without scattering is

\[ I = \left[ K_{\text{open0}} + K_{\text{open1}} \right] \times \theta J \]  

(B4)

[37] Assuming half of the direct and diffuse radiation scattered by the leaves go downward when photons first hit
the leaves, the amount of direct radiation scattered downward from the canopy is:

\[ I_{1} = [1.0 - P_{T}(n = 0|\theta_{z}) - P_{T}(n > 0|\theta_{z})] \times 0 \times \omega/2.0, \quad (B5) \]

and the amount of diffuse radiation scattered downward from the canopy is

\[ I_{2} = \left[(1.0 - K_{open0} - K_{open1}) \times 0 \times \omega/2.0. \quad (B6) \right. \]

Therefore, the first order scattering source at the forest floor is

\[ I_{f} = \frac{\gamma}{\omega} \left[ (1.0 - K_{open0} - K_{open1}) \times 0 \times \omega/2.0 \right]. \quad (B7) \]

The reflected radiation from the forest floor at first scattering is \( \rho_{s} \times I_{f} \), where \( \rho_{s} \) is the background albedo. Assuming the reflected radiation from the forest floor is uniformly distributed in all upper hemispherical directions, some of the reflected radiation will exit through the canopy gaps. Some of the radiation will be absorbed again by the canopy, and can be modeled by

\[ I_{2} = \rho_{s} \times I_{f} \times \left[(1.0 - K_{open0} - K_{open1}) \times (1.0 - \omega) \right]. \quad (B8) \]

Assuming half of the second order scattered photon go downward, then the second order scattering source radiation at the forest floor is

\[ I_{2} = \rho_{s} \times \frac{\gamma}{\omega} \left[ (1.0 - K_{open0} - K_{open1}) \times (1.0 - \omega) \right]. \quad (B9) \]

The second order scattering from the forest floor will be reabsorbed in the canopy, and some of it will be reflected back to be the source of third order scattering. This multiple scattering process continues in the model until a preset threshold (0.1 W/m\(^2\) here) is met such that subsequent multiple scattering is considered negligible. The total radiation absorbed for sunlit leaves includes the absorbed direct radiation at the first collision with leaves and subsequent absorption of scattered direct and diffuse radiation. The total absorbed radiation for shaded leaves include absorption of scattered direct and diffuse radiation. Similar to equation (A15), the sunlit leaf area index is estimated as

\[ L_{sunlit} = \frac{1.0 - P_{T}(n = 0|\theta_{z}) - P(n > 0|\theta_{z})}{K_{s}(\theta_{z})}, \quad (B10) \]

where \( K_{s}(\theta_{z}) \) is calculated by equation (A1).

**Appendix C: Modeling Long Wave Radiation**

\( R_{n} \) is the total absorbed shortwave radiation from the sun minus the long wave effective radiation. Leaves in the canopy absorb long wave radiation from the atmosphere and the forest floor. Leaves likewise emit long wave radiation such that

\[ L_{lc} = (1.0 - K_{open0} - K_{open1})(L_{a} - 2L_{c} + L_{f}), \quad (C1) \]

where \( L_{lc} \) is the canopy net long wave radiation, \( L_{a} \) is the downward long wave radiation from the atmosphere, \( L_{c} \) is the long wave radiation from the forest canopy, and \( L_{f} \) is the long wave radiation from the forest floor. \( K_{open0} \) and \( K_{open1} \) are the openness factors for between- and within-crown gaps as defined in equations (5) and (6). For UCR, there is only \( K_{open1} \). We assume the forest canopy absorbs all the long wave radiation except that which passes through the gaps. The forest canopy emits long wave radiation toward both the atmosphere and forest floor, requiring the factor of two in equation (C1). The emission of long wave radiation is modeled as

\[ L_{i} = \varepsilon_{i}c_{i} \varepsilon_{i}T_{i}^{4}, \quad (C2) \]

where the subscript \( i \) refers to \( a, c \) and \( f \) for atmosphere, canopy and the floor, respectively. \( T_{a} \) (K) is the atmospheric temperature which is used for \( L_{a} \) and \( L_{c} \), soil temperature is used for \( L_{f} \). The atmospheric emissivity \( (\varepsilon_{a}) \) is modeled based on Unsworth and Monteith [1975] as

\[ \varepsilon_{a} = (1 - 0.84c)\varepsilon_{a0} + 0.84c, \quad (C3) \]

where \( c \) is the cloud cover and \( \varepsilon_{a0} \) is the clear sky emissivity, which is modeled after Brutsaert [1975] as

\[ \varepsilon_{a0} = 1.24 \left( \frac{T_{a}}{100} \right)^{4}, \quad (C4) \]

where \( e_{a} \) is the vapor pressure in millibars, and \( T_{a} \) is in degrees Kelvin. Emissivity for the canopy \( (\varepsilon_{c}) \) and forest floor \((\varepsilon_{f})\) are set at 0.98 and 0.95, respectively [Chen et al., 2005]. Cloud cover in equation (C3) was inferred indirectly from the solar radiation measured on the flux tower. We first estimated the actual transmittance with clouds as

\[ \tau_{c} = \frac{R_{sw}}{S_{0}(1.0 + 0.033 \cos(2\pi(J_{day} - 10.0)/365.0)) \cos(\theta_{z})^{m}}, \quad (C5) \]

Where \( R_{sw} \) is the measured total shortwave radiation on a horizontal surface at the flux tower, and \( S_{0} \) is solar constant \((1367 \, \text{w/m}^{2})\). \( J_{day} \) is Julian date, and \( \theta_{z} \) is solar zenith angle. Assuming atmospheric transmittance for a cloudless sky is 0.7, cloud cover in equation (C3) is estimated as

\[ c = 1.0 - \tau_{c}/0.7, \quad (C6) \]
[44] Net long wave radiation on the forest floor \((L_{\text{nf}})\) is estimated as

\[
L_{\text{nf}} = (K_{\text{apen}} + K_{\text{open}}) L_a + (1.0 - K_{\text{apen}} - K_{\text{open}}) L_e - L_f
\]

\(\text{(7)}\)

Appendix D: Modeling Forest Floor Evaporation

[45] Evaporation from the forest floor is computed using equation (7) by replacing the stomatal conductance with soil conductance, which is simulated following Tague and Band [2004] as

\[
g_{\text{sl}} = \begin{cases} 
0.001429 & \theta_s > 0.185 \\
1/(-83000\theta_s + 16100) & \text{otherwise} 
\end{cases}
\]

\(\text{(D1)}\)

where \(g_{\text{sl}}\) is the soil conductance to water for evaporation, and \(\theta_s\) is the soil volumetric water content. Soil surface evaporation is limited either by availability of energy for evaporation or by the potential soil surface exfiltration, given by

\[
LE_E = \min\{LE_v, LE_s\},
\]

\(\text{(D2)}\)

where \(LE_E\) is the latent heat flux due to evaporation at the forest floor and \(LE_s\) is the potential latent heat flux from evaporation based on equation (7) where the stomatal conductance is replaced with soil conductance; \(R_m\) on the forest floor is used. For simplicity, we used \(g_a\) in the canopy instead of modeling \(g_{\text{sl}}\) for the forest floor separately as forest floor evaporation is a minor component of \(LE\) [Oren et al., 1998]. \(LE_v\) is the potential latent heat flux limited by soil exfiltration modeled as

\[
LE_v = \frac{S^{1/2} \phi_e^{1/2}}{3(1 + 3p_d)/(1 + 4p_d)}
\]

\(\text{(D3)}\)

where \(S\) is the relative soil water saturation, which takes value within \([0,1]\) and \(\phi_e\) is the air entry pressure. The soil pore size index is \(p_d\), and the average soil porosity is \(\bar{p}_d\). Assuming porosity decreases with soil depth exponentially, the average soil porosity can be estimated as

\[
p_d = p_d \times p_0 [1 - \exp(-D_s/p_d)],
\]

\(\text{(D4)}\)

where \(p_d\) is the pore size decay coefficient with soil depth, and \(p_0\) is the soil porosity at the surface, where the soil depth is \(D_s\). Similarly, the average saturated soil conductance for water, \(K_{\text{sat}}\), in equation (12) is calculated as

\[
K_{\text{sat}} = k_d \times K_{\text{sat}}[1 - \exp(-D_s/k_d)],
\]

\(\text{(D5)}\)

where \(K_{\text{sat}}\) is the saturated conductance of water at the soil surface, and \(k_d\) is the decay coefficient of \(K_{\text{sat}}\) with soil depth.

Appendix E: Modeling Photosynthesis


The carboxylation-limited and RuBP regeneration-limited net photosynthesis rate are, respectively,

\[
A_c = \frac{V_{\text{max}}(C_i - \Gamma^*)}{C_i + K_c(1 + O/K_O)} - R_d
\]

\(\text{(E1)}\)

and

\[
A_j = \frac{J(C_i - \Gamma^*)}{4.5C_i + 10.5\Gamma^* - R_d},
\]

\(\text{(E2)}\)

where \(C_i\) is the leaf space CO\(_2\) concentration, and \(O\) is the leaf space oxygen concentration. \(V_{\text{max}}\) is the maximum rate of carboxylation, which depends on leaf nitrogen content. Nitrogen content in the canopy is assumed decrease exponentially with depth. Thus, the total carboxylation capacity in the canopy is

\[
V_{\text{cc, max, 25}} = LE \times V_{\text{cc, max, 25}}(1.0 - \exp(-k_nL))/k_n
\]

\(\text{(E3)}\)

[47] \(V_{\text{cc, max, 25}}\) is the maximum carboxylation rate at 25°C at the top of the canopy. \(V_{\text{cc, max, 25}}\) is derived from Lai et al. [2002] where \(V_{\text{cc, max}}\) at the top of canopy at 28°C was measured as 84.5 umol/m²/s for the same stand, and \(k_n\) is the nitrogen extinction coefficient which was also taken from Lai et al. [2002]. \(V_{\text{cc, max, 25}}\) is total canopy carboxylation capacity at 25°C, which will be dynamically distributed between sunlit and shaded leaves. \(V_{\text{cc, max, 25}}\) for sunlight at 25°C is set as \(V_{\text{cc, max, 25}}\), and the remaining carboxylation capacity is distributed among the shaded leaves. The total canopy carboxylation capacity is held constant at a given LAI. The effect of temperature on the carboxylation rate is modeled as

\[
V_{\text{cc, max}} = V_{\text{cc, max, 25}} \exp(a_1(T - 25))/\left(1 + \exp(a_2(T - 41))\right)
\]

\(\text{(E4)}\)

where \(a_1\) and \(a_2\) are empirical parameters, and are set as 0.051 and 0.205 based on measurements [Lai et al., 2000]. In this study, we assume that aerodynamic conductance is sufficiently large so that we can use air temperature for leaf temperature. \(K_C\) in equation (D1) is the carboxylase reaction constant, which is modeled as

\[
K_C = \begin{cases} 
K_{C25} \times (Q_{10 K_C})^{1/4} & T > 15^\circ C \\
K_{C25} \times (1.8 \times Q_{10 K_C})^{1/4}/Q_{10 K_C} & T < 15^\circ C
\end{cases}
\]

\(\text{(E5)}\)

where \(K_{C25}\) is \(K_C\) at the temperature of 25°C, and \(Q_{10 K_C}\) is the rate of increase in \(K_C\) with an increase of 10°C in temperature. \(K_O\) in equation (19) is the oxygenase reaction constant modeled as

\[
K_O = K_{O25} \times (Q_{10 K_O})^{1/4}
\]

\(\text{(E6)}\)

where \(K_{O25}\) is the \(K_O\) at the reference temperature (25°C). \(Q_{10 K_O}\) is the rate of increase of \(K_O\) with an increase of 10°C in temperature, and \(\Gamma^*\) in equations (E1) and (E2) is CO\(_2\)
concentration for photosynthesis compensation in the absence of dark respiration \( (R_d) \). It can be modeled using

\[
\Gamma^* = \frac{0.5V_{\text{max}}KcO}{V_{\text{max}}Kd},
\]

(E7)

where \( V_{\text{max}} \) is the maximum oxygenation rate of Rubisco. Following Biome-BGC [Thornton, 2000], we assumed \( V_{\text{max}}/V_{\text{max}} = 0.21 \). In equation (E2) is the potential electron transport rate, and is solved from the following according to De Pury and Farquhar [1997]

\[
\Theta_jJ^2 - (a\alpha_j + J_{\text{max}})J + a\alpha_jJ_{\text{max}} = 0,
\]

(E8)

where \( J_{\text{max}} \) is the maximum rate of electron transport per leaf area, and \( J_{\text{max}} = 2.1V_{\text{max}} \) [Wullschleger, 1993; De Pury and Farquhar, 1997]. The electron transport quantum use efficiency \( (\alpha_j) \) is derived from the quantum yield for photosynthesis as [Medlyn et al., 2000]:

\[
\alpha = \frac{\alpha_j(C_i - \Gamma^*)}{4C_i + 21\Gamma^*},
\]

(E9)

[48] The dark respiration, \( R_d \) in equations (E1) and (E2), is modeled following Collatz et al. [1991] using

\[
R_d = 0.015V_{\text{max}},
\]

(E10)

[49] To solve equations (E1) and (E2), we require the leaf space CO2 concentration, \( C_i \), which is solved by inverting Fick’s law, \( A = g_a(C_a - C_i) \). Due to the nonlinear response of photosynthesis to photon flux density, the Farquhar photosynthesis model was applied to sunlit and shaded leaves separately [De Pury and Farquhar, 1997], and the total assimilation rate is the weighted average of the assimilation rates for the sunlit and shaded leaves, i.e.

\[
A = A_{\text{sunlit}}LA_{\text{sunlit}} + A_{\text{shaded}}LA_{\text{shaded}}
\]

(E11)

where \( A \) is the net photosynthesis rate for the canopy (\( \mu \text{mol} \text{CO}_2/\text{m}^2/\text{s} \)), \( A_{\text{sunlit}} \) and \( A_{\text{shaded}} \) are total net photosynthesis rate for sunlit and shaded leaves, respectively.
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