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ABSTRACT

Boundary layer potential vorticity dynamics for a quasi-geostrophic, eddy-resolving general circulation ocean
model are studied using both Lagrangian and Eulerian analyses. Active western boundary layers are found not
only in the upper wind-driven layer but also in the lower layers, despite the lack of a direct vorticity input to
the deep ocean. At the western wall dissipative and inertial boundary regimes are exclusively controlled by the
time-mean dynarnics except for the deepest layer where eddy fluxes drive the mean flow across mean potential
vorticity contours. Boundary layers formed at the southern wall in this model are dynamically distinct from
the western boundary layers; they are controlled solely by the eddy flux of potential vorticity found in this
region of active baroclinic instability. Basin-integrated vorticity balances reveal a strong contribution to the
vorticity cycle by the lateral boundaries with such input overshadowed by the vorticity exchange across the

midbasin gyre boundary in the surface layer.

1. Introduction

Due to the Lagrangian nature of its formulation,
potential vorticity, g, may be viewed as a dynamic
tracer of ocean circulation. For this reason the changes
in g of a water parcel traveling the circuit of a wind-
driven gyre have long been of interest. The potential
vorticity supplied by the curl of the wind stress in a
Sverdrup interior must be balanced by a corresponding
loss if a parcel is to maintain a finite ¢ value along its
path. Beginning with the work of Stommel (1948),
frictional western boundary layers have been appended
to wind-driven gyres to provide this necessary sink.
Bottom friction, as was used by Stommel, or lateral
friction, introduced by Munk (1950), have commonly
been used to create a viscous western boundary layer
in order to close the vorticity balance of a gyre. The
work of Stommel and Munk provided the foundation
for a succession of analytical wind-driven circulation
models that have been concisely described by Veronis
(1981).

The study of wind-driven circulation has been ad-
vanced during the past two decades by explicitly in-
cluding the effects of mesoscale eddies on ocean dy-
namics. Eddy-resolving general circulation models
(EGCMs), introduced by Holland and Lin (1975a),
have been employed to assess eddy-mean flow inter-
actions. Notably, the study of Holland and Rhines

* This is Contribution Number 1806 from the University of
‘Washington.

Corresponding author address: M. Susan Lozier, School of Ocean-
ography WB-10, University of Washington, Seattle, WA 98195,

© 1989 American Meteorological Society

(1980) shows how eddies can induce the mean circu-
lation of the deep ocean through the action of inviscid
interfacial eddy stresses. While eddies have been shown
to play other roles in the character of the large scale
flow, their particular effects on the western boundary
regime in an EGCM have been largely ignored. This
oversight stems mainly from the use of models whose
grid spacing has been insufficient to adequately resolve
boundary layers.

This study aims to examine the nature of the western
boundary in an eddy-resolving general circulation
model and to assess the boundary’s contribution to the
overall gain/loss cycle of potential vorticity for the
wind-driven surface layer and for the deep ocean. The
analysis of the western boundary is subsumed by a
broader examination of the vorticity features for all
lateral boundaries where intense currents exist. The
results presented in this paper are from a single nu-
merical experiment, with parameter choices based on
past parameter studies of a similar model (Holland
1978; Haidvogel, private communication). This model
realization is believed to yield a representative model
ocean, The intent here is to give an extensive analysis
of the boundary currents and to explore the manifes-
tations of these boundary currents in a Lagrangian
frame. Traditionally, the analyses of numerical model
results have proceeded from an Eulerian framework in
which energy and vorticity budgets have been calcu-
lated for distinct regions of the numerical ocean. One
problem associated with this approach is the a priori
choice of dynamically distinct regions. Another prob-
lem, as pointed out by Harrison and Holland (1981),
is that although regional budgets improve on pointwise
estimates, the determination of horizontal eddy trans-
ports is statistically unreliable even for spatial averages
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over eddy length scales. Finally, the use of an Eulerian
approach for a vorticity analysis does not take advan-
tage of potential vorticity’s capability as a dynamic
tracer. Using quasi-geostrophic dynamics, potential
vorticity represents the sum of contributions from
planetary, stretching, and relative vorticity. Although
g is constrained along fluid paths, these individual
terms are not. The balance and compensation of these
g components creates a Lagrangian signature of the
flow that provides a useful perspective on the mesoscale
dynamics of the ocean circulation. For these reasons
the analysis of the boundary layers in this study will
be approached from a Lagrangian viewpoint with
complementary Eulerian analyses. In order to gain re-
liable Eulerian eddy statistics and independent La-
grangian releases this study required 80 hours of Cray
XMP computer time. Though sensitivity experiments
are desirable they are also costly for an analysis of this
scope. Extrapolation to other parameter choices will
be discussed in section 8.

2. EGCM and model equations

This study is conducted within the convenient
framework of a quasi-geostrophic eddy-resolving model
that traces its roots to the two-layer numerical model
first used by Holland (1978). This revised model (which
was developed at the National Center for Atmospheric
Research by D. Haidvogel) has three layers and a
stretched grid in the east-west direction. This stretch-
ing, which provides the enhanced resolution necessary
to examine the details of the western boundary dy-
namics, is imposed on the numerics through the in-
troduction of a stretched coordinate. The dependence
of the stretched coordinate on the zonal coordinate, x,
is given in Table 1 with further details of the modified
equations and their solution contained in the work of
Riser and Haidvogel (1988). Briefly, the x grid spacing
begins at 4 km adjacent to the western wall and, with
an e-folding scale of 200 km, relaxes to 20 km as the
interior is approached. The grid spacing for the merid-
ional coordinate, y, is uniform everywhere at 20 km.

The imposed sinusoidal wind stress produces a dou-
ble-gyre ocean with an anticyclonic gyre in the southern
basin and a cyclonic gyre in the northern basin. Due
to the symmetry of the forcing about midlatitude, these
gyres are dynamically equivalent. In quasi-geostrophic
flow, the potential vorticity equations for each layer
may be written as

Dg, 2 k-Vxr

— =V la
Dt El H] ’ ( )
D

D‘f = W2y, (1b)
D

D"j = WV, — by, (1c)
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TABLE 1. Model parameters.

Basin dimension L X L = 4000 km X 4000 km

Layer thicknesses H, =300 m
H, =700 m
H; = 4000 m
Total ocean depth H = 5000 m
Reduced gravity. g2 =.03ms>2
: = .02 ms2
Coriolis parameters f=93x107357!

B=2X10"m"'s!

Lateral dissipation coefficient v=1X10*m?s!

Bottom friction coefficient e=1X10"s""
Wind stress 7 = (—719 cos2my/L)/pe, 0)
cm?®s”

2

Wind stress amplitude 70 = 1 dyn cm™

Mean state density po=1gem™
Rossby radii of deformation:
Ist baroclinic [y = 47 km
2nd baroclinic 5, = 20 km

2rrofpoBPHL? = 6.5 X 1074
v/BL? = 6.3 X 1077
&x) = x + a\(1l — exp(—x/A))

Rossby number
Ekman number

Stretched coordinate

A =200 km
a=4
Number of gridpoints 201 iny
241 in x
where
(2 — W) fo?
=&+ f+—, 1d
a=6+f 2 H, (1d)
—(, — V), (V5 — ‘I’z)fb2>
= + + ’ le
@=5+f ( P P (1e)
(V3 — V) fo
=f+f - (1)
G=&+f 2l
and
D 9
— ==+ J ‘I’ia )
Dt ot i)

with J representing the Jacobian operator, and k des-
ignating a local vertical unit vector. For each layer i (i
= 1, 3) the quasi-geostrophic streamfunction is rep-
resented by ¥; with the horizontal velocity field (u;, v;)
given by uw; = (—V¥,;,, ¥;). The potential vorticity is
designated as g; and its three components, relative vor-
ticity, planetary vorticity, and stretching vorticity, are
shown as the first, second, and third terms, respectively,
on the right side of Eqs. (1d-f). The planetary vorticity,
£, is approximated by fy + @(y — L/2), where L is the
basin’s north-south and east-west extent, and the
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FIG. 1. A schematic diagram for the vertical structure
of the three-layer model.

stretching vorticity term will be denoted as 5 through-
out this paper. Table 1 defines all parameters and Fig.
1 is a schematic of the model’s vertical structure. A
finite difference method is used for solution with a sec-
ond-order leapfrog scheme in time (time step = 0.5
hour) and a centered second-order representation in
space. The solution method for this three-layer model
is analogous to the two-layer model solution outlined
by Holland (1978).

According to the first term on the right side of Eq.
(1), changes in g along the path of a particle in all three
layers are brought about by lateral dissipation, which
is parameterized as Laplacian friction. Additionally,
wind forcing in layer 1 affects the ¢ balance and bottom
friction, parameterized as Rayleigh friction, dissipates
g in layer 3. The choice of Laplacian friction, rather
than biharmonic friction, to model the small scale dis-
sipative effects was made primarily to avoid the intro-
duction of higher order boundary conditions (i.e., V2
= (), which would complicate the interpretation of the
boundary dynamics. Using Laplacian friction the im-
posed lateral boundary conditions are limited to

£E=0,
and
u-n=90,

where n is the unit vector normal to the boundary.
These conditions yield free slip on all walls and stretch-
ing vorticity terms that are constant along the bound-
aries. The combination of the zero relative vorticity
boundary condition and the parameterization of lateral
dissipation as the Laplacian of relative vorticity trans-
forms the boundary into a source or sink of potential
vorticity, if there is significant relative vorticity within
a dissipative length scale of the boundary. Additionally,
the zero relative vorticity condition can create spatial
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gradients of bottom friction at lateral boundaries in
layer 3.

Although momentum is transferred from one layer
to another, neither flow nor potential vorticity can cross
an isopycnal surface under the constraints of quasi-
geostrophic dynamics. As seen from an inspection of
Eqs. (1d-f), however, the potential vorticity in adjoin-
ing layers is coupled via the stretching term. With the
use of the thermal wind relations the stretching vorticity
terms can be equivalently expressed as

m= FIOT P2, (2a)
m = —Efzg (M2 — h23), (2b)

=20 (2¢)
m H3 23>

where 2, and h,; are the positive deviations of the
interface heights, shown in Fig. 1. These deviations
also yield information on the interfacial vertical veloc-
ities wy, and w3, via the equations

Dh oh

D;z = _(911_2 + J(¥12, hy2) = wia, (32)
Dh oh
—D-;—s = 712‘3 + J(\I,23’ h23) = W23, (3b)

where ¥, and ¥,; are interfacial streamfunctions
evaluated from ¥; (i = 1, 3) via linear interpolation.
As the bottom is flat and the surface is rigid, the vertical
velocities vanish at z = 0 and z = —H.

3. Lagrangian paths

From an initial state of rest the quasi-geostrophic
layered equations (1a—c) were integrated in time until
a statistical steady state was reached. Clusters of 16
particles (“floats”) were then released at 26 locations
throughout the southern basin. The deployment
scheme, shown in Fig. 2, is identical for all three layers.

The subsequent “path” of each particle is determined
by the kinematic requirement that

Dx;

D ¢ u(xL, t)’
where u is the horizontal velocity field and x; describes
the location of each particle within a layer. Integration
of Eq. (4) using a Runge-Kutta scheme yields particle
locations at each time step of the Eulerian numerics.
Because the particle paths will not necessarily cross
Eulerian gridpoints, interpolation is necessary to find
the appropriate Eulerian velocity at the instantaneous
float locations. A two-dimensional polynomial fit for
V¥ is constructed using the 16 nearest Eulerian grid-
points to a given particle. This ¥ field is then analyt-

Q)
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FIG. 2. Initial float locations within all layers. Each letter represents
16 floats spread evenly across the bracketed line. The floats are spaced
44 km apart for clusters M through T; elsewhere the initial spacing
is 20 km.

ically differentiated spatially and evaluated at the float’s
location to find the appropriate velocity (., vr) for
the Lagrangian integration. Details of the interpolation
scheme are given by Riser and Haidvogel (1989).
Using a beta-plane spectral model, Haidvogel (1982)
has shown that Lagrangian paths constructed in the
above manner are subject to tracking errors. These er-
rors are inherent in a numerical scheme with finite
horizontal resolution as the exclusion of subgrid scale
Eulerian dynamics causes the loss of Lagrangian in-
formation. Riser and Haidvogel (1988) tested the va-
lidity of the tracks in this finite difference model by
launching particles into a frozen circulation pattern
and then calculating the rms departure of the particle’s
streamfunction value from its initial value at launch.
After 180 days they found the rms departure for the
upper layer to be only 0.1% of the mean, with the errors
in the lower two layers an order of magnitude smaller.
However, due to the small scale of the relative vorticity
field the accuracy of the tracks does not guarantee the
accuracy of the particle’s interpolated vorticity value.
In order to establish the validity of a g estimate for
a float, the g that has been interpolated from the sur-
rounding Eulerian gridpoints is compared to the po-
tential vorticity calculated from the numerical Lagran-
gian integration of Egs. (1a-c). Just as the path was
established via the time integration of the velocity field,
so too may the ¢ value subsequent to launch be tracked
in time by integrating the sum of nonconservative
forces. Ideally the two g values would be equal but,
due to both interpolation and tracking errors, in time
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the two estimates diverge from their common initial
value. Although the float trajectories were determined
for 182 days, the time series was truncated if the dif-
ference between the g estimates at a time ¢, exceeded
20% of the dynamic signal of the g components. The
dynamic signal is measured as the largest change ex-
perienced by a ¢ component in the time interval ¢,_,
to ¢,. In the boundary layers, where particle velocities
are large, the two g values have little time to diverge,
and therefore the g balances remain valid. Additionally,
the enhanced resolution at the western boundary in-
creases the accuracy of the vorticity estimates. For this
realization of the model, only in the upper layer in the
vicinity of the midlatitude jet are the g estimates in
serious disagreement in less than an eddy time scale.
This results from the turbulent evolution of the jet
which produces a vorticity field that contains scales
small relative to the grid spacing. A small error in a
float’s location can, therefore, lead to large errors in
the estimate of its ¢ value. The results of this study,
which deals with float behavior in boundary layers, are
not influenced by such tracking errors.

Floats from one release were tracked for 182 days
and then reinitialized at their original launch position
for the next release. This study includes 10 serial re-
leases, which for 26 clusters of 16 floats each amounts
to 75 712 float-days per layer.

If the circulation were steady the Lagrangian paths
could be reconstructed from the V¥ fields, but with
transient motion the Lagrangian information can yield
a picture of potential vorticity conservation distinct
from that painted by the mean Eulerian fields. When
q is divided into time mean and eddy components, g
= g + ¢', the conservation statement for potential vor-
ticity may be rewritten as

1-Vg=-V-ug +F, ©))
where F represents the mean forcing and dissipation
collectively. In regions where F is weak, mean Eulerian
flow may be driven across g contours by the divergence
of eddy potential vorticity flux, yet under these cir-
cumstances an individual fluid particle will retain its
initial ¢ value. It is instructive, therefore, to conduct
this study with a combination of Lagrangian and Eu-
lerian information. :

4. Eulerian field characteristics

The time-averaged streamfunction fields for the 4000
km X 4000 km numerical ocean are shown in Fig. 3
for each of the three layers. The averaged fields rep- -
resent means over 3600 days of Eulerian data, subsam-
pled at 2-day intervals. In the text to follow, an overbar
will designate such a time-averaged value. Because the
W contours at the western and southern boundaries are
crowded in such a large scale mapping, enlargements
of these boundary fields are provided in Fig. 4.
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FIG. 3. Mean streamfunction fields for the entire basin. Contour
interval scaled by 10~* m? s™'. Dashed lines designate negative values
for this and subsequent contoured fields. (a) ¥,; (b) ¥,; (c) ¥,.
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The familiar features of a wind-driven gyre are re-
produced in the upper layer. The Sverdrup interior
sweeps into a western boundary current, which itself
culminates in an intense eastward midlatitude jet. In
addition to the strong inertial recirculation directly
south of the jet, the westward return flow is also inten-
sified at the southern wall of the basin. This boundary
current results from a strong interfacial upwelling, as
will be shown in section 6. The ¥ structure in layer 2
reveals the weakening of the midlatitude jet and the
poleward shift of the wind-driven gyre. Also, a weak
cyclonic gyre at the basin’s southern edge creates an ,
eastward boundary current along the southern wall in
this middle layer. Due to the presence of both a cyclonic
and anticyclonic gyre, southward and northward flow-
ing western boundary currents exist in the southern
basin of this layer. Finally, in the bottom layer, the
southern basin contains multiple gyres, with the north-
ernmost gyre containing the remnants of the wind-
driven gyre.

The mean potential vorticity field, g, for the entire
basin is shown in Fig. 5 for each of the layers with the
detailed structure for the western and southern bound-
aries shown in Fig. 6. In the upper layer sharp g gra-
dients appear at both the western and southern bound-
aries. Of particular interest is the southward gradient
of g from the southern wall until midgyre where the
wind stress curl and the mean interface deformation
are maximum. In the ocean interior where the relative
vorticity may safely be neglected, the mean meridional
gradient of g is given by

iy, i She
dy H, dy

A southward height gradient and a sufficiently small
upper layer thickness act to reverse the influence of 8
and create a g field that is dominated by stretching
vorticity rather than planetary vorticity. This equator-
ward ¢ gradient contrasts the poleward gradient found
in the layer below. A reversal of g, with depth creates
conditions favorable for baroclinic instability and, in
fact, it is this subsequent instability that leads to the
existence of the cyclonic southern gyre in layer 2.

Intensifications of ¢ at the western and southern walls
and a vast pool of homogenized g straddling the border
separating the northern and southern basins are also
found in the middle layer. This layer, isolated from
direct forcing or bottom friction, meets the criteria of
the theory proposed by Rhines and Young (1982).
Stretching and relative vorticity contributions in layer
3 are generally insufficient to deform the meridional
planetary vorticity gradient. Exceptions occur at the
western boundary and at midlatitude. There is no en-
hancement of the 4 gradient at the southern wall in
this layer.

The boundary regions of primary interest, as seen
in these mean fields to be located at the western and
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southern walls, will be discussed in sections 5 and 6.
Sverdrup dynamics, with characteristically weak flow,
extend to the eastern wall. The gentle southward flow
along the eastern wall is devoid of any significant rel-
ative vorticity making the boundary condition of zero
relative vorticity of little consequence. At this wall,
neither ¥ nor § intensification occurs for this model
run, although parameter changes in basin dimensions
and wind forcing could force the midlatitude jet to
reach the eastern boundary and, in turn, force a south-
ward flowing current at the eastern boundary. Holland
and Lin (1975b), in a parameter study of an EGCM,
were able to produce such an eastern boundary current.
The artificiality of the southern boundary in this
closed basin simulation of a world ocean results in an
artificial southern boundary current. However, since
the oceanographic community uses these closed basin
models to study ocean dynamics, it is important to
understand the effect that the introduction of such a
boundary has on the general circulation. The intent
here is not to model an observed oceanic boundary
current but rather to understand the role the southern
boundary plays in this model’s vorticity dynamics.

5. Western boundary layer
a. Layer 1

Intensifications in both ¥ and g are present at the
western wall, with the former creating a broader
boundary layer (~70 km) than the latter (~20 km).
Boundary layer behavior is also observed from the
paths of 60 floats released from Cluster Q in the south-
ern portion of the basin and tracked for 182 days. As
seen in Fig. 7 the particles are uniformly swept into
the western boundary after launch and then deposited
in the midlatitude jet. Two distinct boundary regimes
can be differentiated by the Lagrangian signature of
these floats. Over 600 floats were released in the western
boundary layer and their subsequent vorticity balances
were analyzed. Rather than deal with the difficult con-
cept of the Lagrangian mean, individual paths, repre-
sentative of the group, have been chosen to illustrate
Lagrangian behavior. Shown in Fig. 8a is the trajectory
of a Cluster A float launched at a position 5 km from
the western wall and purposely truncated at the mid-
latitude jet entrance. The float path is superimposed
on the background g contours and the plot size is tai-
lored to the trajectory length. To assess the changes in
g and its components along a path, the balance of terms

E—&t+tf—fotn—m=qg— q, 6)

is computed every two days from launch. All vorticities
are referenced to their values at launch as designated |
by the subscripted term. The right side of Eq. (6) des-
ignates not only the sum of the individual vorticities
but also represents the sum of the integrated noncon-
servative forces. Within the boundary layers the wind
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FIG. 7. Spaghetti plot of floats released from Cluster Q in the upper
layer. Ten releases from each of six float locations were tracked for
182 days.

forcing is negligible so that g — g, represents the inte-
grated dissipation alone. The balance of terms asso-
ciated with the trajectory are shown in Fig. 8b. The
large gain in ¢, indicated by an uncompensated gain
in planetary vorticity, results from strong dissipative
forcing along the path. This behavior sharply contrasts
with the behavior of a particle which is launched ini-
tially at x = 65 km. As seen from its trajectory in Fig.
9a, the particle does not penetrate the g boundary layer
but stays in the ¥ boundary layer in its northward
journey. Inspection of its balance of ¢ components (Fig.
9b), shows that while there is the necessary gain in
planetary vorticity, it is compensated by a decrease in
relative vorticity so that g is approximately conserved.

The similarity of the model boundary layers to fric-
tional and inertial boundary layers proposed by ana-
lytical models implies a minimal contribution by eddies
to the boundary dynamics. Indeed, the magnitude of
the eddy flow is small relative to the intense northward
mean boundary current (mean velocities reach a max-
imum of 220 cm s™! with a standard deviation of only
15 cm s™*) and deviations from the g field average only
10%. The importance of eddies for this study, however,
is measured by their contribution to the potential vor-
ticity dynamics expressed in Eq. (5). The values of
4, - Vg, and V - u) ¢', the advection of mean potential
vorticity by the mean flow and the eddy flux of eddy
potential vorticity, respectively, are contrasted with the
value of dissipative forcing, »V?, at the western
boundary in Fig. 10a. Until the jet entrance is reached
(y = 1800 km) the dissipative western boundary dy-
namics are controlled by the mean vorticity and mean
flow fields.
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The Eulerian mean profiles of £ and 7 (Fig. 10c and
10d) are used to further elucidate the differences in the
two boundary regimes. The boundary condition (£
= () has created a sharp gradient in the £ field lead-
ing from the wall to a minimum value a dissipative
length scale away. The profile of vV?E (Fig. 10b)
shows that the £ minimum delineates the seaward ex-
tent of the significant dissipative forcing and of the ¢
intensification. Despite the manifestation of the boun-
dary conditions in the N-S alignment of £ and 7, the
meridional planetary vorticity gradient causes the con-
tours to intersect the wall. Particles, however, cross the
g contours as they travel northward due to the dissi-
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FIG. 8. Lagrangian signature for an individual float released from
Cluster A, layer 1, with initial position given by (x = 5 km, y = 100
km). (a) Float trajectory superimposed on 4 contours (origin desig-
nated by “0” and “+* marks every 10 days). Contour interval scaled
by 100/fp; (b) Changes from initial vorticity values.
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pative sink. The dominant balance of terms from Eq.

(1a),
Bv = vV,

yields a western boundary layer with a characteristic
width, A, scaled as

For the parameter choices of this model realization the
boundary layer width equals 17 km, which closely
matches the measured layer thickness. Although the
scaling and vorticity balance favor the analogy, the
model’s dissipative boundary layer is not a Munk layer
in the strict sense due to the choice of lateral boundary
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conditions. Free slip conditions, used by this model,
partial slip, or no slip conditions, used by Munk, all
create the necessary £ gradient for the establishment of
a dissipative boundary layer, but the strength of the
dissipation varies according to the strength of the rel-
ative vorticity source provided at the wall relative to
that of the boundary current.

The sharp g changes within the dissipative boundary
layer are due to sharp increases in both vorticity com-
ponents as x = 0 is approached. Past the minimum of
£ (x > 17 km), however, the changes in £ and % par-
tially offset each other and, although intensification is
still present in the ¥, ¢ and 7 fields, there is no longer
a crowding of ¢ contours. Through this outer inertial
boundary layer passes the remainder of the interior
flow. In sharp contrast to the mean flow of the dissi-
pative layer, the mean flow and the Lagrangian paths
within the inertial boundary layer follow g contours.
Since planetary vorticity gradients are crossed there
must be compensation. Relative vorticity plays this role
as observed from the Lagrangian behavior and also
seen from the £ profile. The only alternative, stretching
vorticity, has contours nearly aligned with ¥ within
the inertial region; a reflection of the strength of the
upper layer flow through this boundary layer. An eval-
uation of the terms in Eq. (5) for this inertial regime
yields a balance of

u-VE+ B0 ~ 0,
which leads to a characteristic width of

( 4mro )”2
A~|=—37) -
H,poB°L

Substitution of parameters yields a calculated thickness
of 51 km, which roughly matches the observed thick-
ness in the model. These results are consistent with
Holland’s (1967) analysis of frictional-inertial bound-
ary layers. For the parameter choices of this model the
solutions to the boundary layer equations are charac-
terized by two decay rates; one applies to a frictional
sublayer and the other to the outer inertial layer.

b. Layer 2

The general behavior of the floats in this layer is
shown in the spaghetti plot of Fig. 11. The initial launch
position (Cluster Q) was situated near where the ¥
contours diverge to form the northern and southern
branches of the western boundary flow. Those floats
in the northern branch exhibit uniform behavior, while
those that turn south are characterized by meandering
and highly variable paths. This behavior will be shown
to be consistent with the dynamics at the southern
boundary and will be discussed in the next section.

Both the northward and southward flowing bound-
ary currents in this middle layer display significant dis-
sipative forcing (Fig. 12a), which, despite the increased
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FIG. 10. For the western boundary of layer 1: (a) Constituents of Eq. (5) with the residual shown by the dashed line; (b)
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eddy strength in this layer, is still balanced by the mean
advection of planetary vorticity. Lagrangian signatures
in this regime, the relative magnitude of the compo-
nents of Eq. (5) and the characteristic boundary thick-
ness mimic those of the dissipative layer in the upper
layer. A difference arises in the inertial regime of layer
2, where conservation of g results from a balance be-
tween the gain in planetary vorticity and a loss of
stretching vorticity. The importance of 4 in compen-
sating fis evident from the Lagrangian signature of a
float that was launched from Cluster C and traveled
within the ¥ boundary layer (Fig. 13). The loss of 5
results from the northwestward flow in this region run-
ning headlong into the 7 contours pictured in Fig. 12b.
The stretching vorticity, as seen in Eq. (2b) depends
upon the deviation in the interfaces sandwiching the

layer, and although both interfaces shoal westward to
the wall, the thickness of layer 2 increases (hence 7,
decreases) since the upper interface has the larger slope.
In this middle layer the stretching vorticity plays the
compensatory role which the relative vorticity fulfilled
in the upper layer. The reduced importance of relative
vorticity reflects the reduction of flow intensity in a
layer isolated from direct forcing.

c¢. Layer 3

Brief mention will be made of the fact that dissipative
boundary layers are also found in layer 3 for each of
the northward or southward flowing boundary currents
that have significant relative vorticity near the western



1384

400CCkm

1 -

4000km

FIG. 11. Spaghetti plot of floats released from Cluster Q in the
middle layer. Ten releases from each of six locations were tracked
for 182 days.

wall. Planetary vorticity completely dominates the g
field throughout the basin except for a slight concession
to relative vorticity at the western wall. The concen-
tration of the total dissipative forces in this layer, lateral
friction plus bottom friction (Fig. 14b), coincides with
the deviations of the g field at the western wall. The
width of the dissipative layer is comparable to the
boundary thicknesses of layers 1 and 2, thereby sug-
gesting the dominance of lateral dissipation over bot-
tom friction. The presence -of bottom friction alone
would create a Stommel boundary layer governed by
Bv = —e. Scaling yields a layer thickness of ¢/3, which
for these model parameters equals 5 km, a length scale
only marginally resolved in the model. The profiles in
Fig. 14a confirm that the small length scales at the
boundary favor lateral dissipation and that even in this
deepest layer, where the eddy relative vorticity is the
same order as the mean value, the vorticity dynamics
within the dissipative layer are mainly controlled by
the time-mean flow. 4

Outside the dissipative layer the structure of the g
field precludes the existence of a mean inertial regime,
where the mean flow would have free passage along g
contours. Therefore, since the mean flow does cross
the g contours the eddy flux of potential vorticity must
compensate. (Bottom friction is also negligible outside
the lateral dissipative layer.) Referring again to Eq. (5),
the contribution of V - u'g’ is now needed to negate the
u - Vg term. Specifically, it is the divergence of the eddy
relative vorticity which allows for the nonzero 80 val-
ues. In this bottom layer, with a large mean layer thick-
ness (4000 m), the stretching vorticity’s role is much
reduced and it is the relative vorticity (mean and eddy)
which compensates for individual particle gains or
losses of planetary vorticity.
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6. Southern boundary

As mentioned earlier, the reversal with depth of the
meridional g gradient in the lower half of the southern
basin creates a favorable environment for baroclinic
instability. As discussed in the work of Gill et al. (1974)
the mean available potential energy of the ocean can
be converted into eddy energy via this instability. Eddy
buoyancy fluxes directed down the mean density gra-
dient tend to flatten the isopycnals, thereby reducing
the mean potential energy. Within the context of a
layered quasi-geostrophic model, the height field is dy-
namically analogous to the density field so that the
energy conversion term of interest is w'4’+ VAi’, where
u is the velocity field at the interface. A widespread
area of eddy production in the southern half of the
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FIG. 12. For the western boundary of layer 2: (a) ¥V?£ with contour
interval scaled by 1072 5% (b) 7, with contour interval scaled by
100/f,.
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FI1G. 13. As for Fig. 8, except for a float launched from Cluster C,
layer 2, with initial position given by (x = 305 km, y = 1000 km).

model basin is indicated by ubiquitous downgradient
eddy flux vectors, u}; /4> (Fig. 15). As there is no flow
normal to the boundary, the eddy flux v',/, must
vanish at y = 0. The resultant divergence contributes
to a positive mean vertical velocity at the southern
boundary as seen through an expansion of Eq. (3a)
into mean and eddy components:

Wiz = 2+ VA + Veuihl.

The two terms on the right side are evaluated as
J(¥ 3, hyp) and J(¥),, h',), respectively. At the south-
ern boundary the eddy contribution dominates and
produces a strong upwelling velocity on the order of
1.5 X 1073 cm s, which extends from y = 0 to ap-
proximately 150 km from the southern boundary. This
compares with a maximum Ekman velocity at midgyre
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of 1.7 X 107™* cm s™! and a mean vertical velocity at
the western wall that is dominated by the #,,: VA,
term.

The divergence of the eddy flux at the southern
boundary essentially drives the cyclonic gyre in the
middle layer. As described fully in the work of Holland
and Rhines (1980) and Rhines and Holland (1979),
the pattern for the interfacial eddy stress may be likened
to a zonal-wind distribution that establishes the gyre
structure. Just as the Ekman velocity imposed at the
surface produces a large-scale anticyclonic gyre in the
southern basin, so too does the localized interfacial
upwelling in the vicinity of the southern boundary
produce a cyclonic gyre in the middle layer (with the
provision that the vertical velocity at the second inter-
face does not create a negative dw/éz for the middle
layer; a condition which holds in this region). Finally,
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we note that although the presence of the southern
boundary in this numerical model creates a divergence
of the eddy flux, a divergence could result in the absence
of such a boundary. Spatial decay of the eddies away
from the region of strong instabilities would produce
a similar, although weaker, divergence. An example of
this is Holland’s (1978) two-layer model where an eddy-
induced cyclonic gyre in the southern basin of the mid-
dle layer lies far removed from the southern boundary.
Similarly, eddy divergences, independent of the
boundary, produce the observed multiple gyre pattern
in the bottom layer of this model.

a. Layer 1

As at the western wall, the ¥ boundary layer at the
southern wall is created from the return of the interior
flow, yet here the mean boundary current does not
encounter a planetary vorticity gradient, which was vi-

tal to the western boundary dynamics. The width of

this southern boundary current measures approxi-
mately 100 km before it turns northward. The §
boundary layer, however, spans only the width of the
first grid space from the southern boundary. Contrary
to the fine resolution at the western boundary, the
southern boundary has a uniform grid spacing of 20
km which only marginally resolves the g structure at
the boundary. The boundary profiles of the ¢ and 75
fields (Fig. 16c and 16d) substantiate the narrowness
of the g boundary layer since past the minimum of £
both vorticity components increase rapidly as the
southern wall is approached. The location of the §
minimum at 20 km is responsible for the marginal
resolution of the g boundary layer. However, based on
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the characteristics of the £ field at the western wall, it
is believed that further resolution near y = 0 would
serve only to move the location of the £ minimum,
and hence the seaward edge of the ¢ boundary layer,
slightly southward. It is sufficient that the ¢ boundary
layer exists at the southern wall and the details of its
geographical extent are not a grave concern, because
here the g layer is not equivalent to the dissipative field.
Since there is significant relative vorticity up to 100
km from the southern boundary the reach of the dis-
sipative field (Fig. 16b) extends beyond the confines of
the g intensification. (Note: It is the £ minimum and
not the entire £ field which is marginally resolved.) The
resolution of the »V>¢ field, while not optimum, is suf-
ficient"to understand the qualitative aspects of the
southern boundary dynamics.

Trajectories from 60 floats (10 releases from six lo-
cations) launched from the base of the southern
boundary (Fig. 17a) indicate that in contrast to the
trajectories at the western wall, these paths defy uni-
formity and cover a broad section of the numerical
ocean in 182 days. This contrast holds even for floats
that are initially positioned within the dissipative
boundary layer (Fig. 17b and 17c¢). Contrary to the
Lagrangian behavior at the western wall, the floats at
the southern boundary, due to strong meandering, stray
in and out of the dissipative and inertial boundary cur-
rents. Initial float location does not dictate travel in
one regime alone, therefore the Lagrangian signature
of the dissipative and inertial boundaries are inter-
woven. :

As discussed earlier, this region is fraught with eddy
production at the expense of mean potential energy.
The growth of eddies, however, affects not only the
energy distribution but also the balance between the
mean and eddy potential vorticity. The strength of the
eddy vorticity at the southern wall is evidenced by
standard deviations of 80% and 25% for the £ and 7
fields, respectively. As shown by Holland and Rhines
(1980), the eddy potential vorticity, or enstrophy
(¢, has as its source the eddy flux down the mean g
gradient. Given that the stretching vorticity, #, is lin-
early related to the interfacial height, #,,, the down-
gradient eddy heat flux in this region corresponds to a
downgradient eddy n flux which, along with a down-
gradient eddy £ flux, creates a downgradient g flux: A
divergence of this eddy flux at the boundary offsets the
dissipative forcing as seen in Fig. 16a. Therefore, con-
trary to the deep layers at the western wall where eddy
vorticity values are also significant, here the eddies
manifest their strength in the control of the potential
vorticity dynamics. For approximately 70 km from the
southern wall the dominant balance of Eq. (5) is

Vg = v
Therefore, the potential vorticity that would be lost

from an eddy ¢ flux out of the area is maintained by
the vorticity source at the wall. The small scale of the






