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Abstract

Small scale energy harvesting has become a prevalent area of study over the last decade. These harvesters are used in a wide range of applications, including the powering of remote sensors for structural health in buildings or bridges, tsunami, submarine and wildlife detection in the ocean, as well as general motion analysis of systems. Though many designs have been created to harvest energy for these purposes, the nonlinear dynamics of both the harvester and, when applicable, its housing (i.e. buoy casing) are widely ignored. Because of this, a significant amount of available power is lost through the limitations of linear designs.

The first part of this dissertation gives an overview of commonly used linear energy harvesting designs and gives a brief explanation of the limitations of a linear design. Both a simple inertial and linearized magnet-coil model are analytically and numerically studied. This sets the stage for improvement of energy harvesters to operate at a wider range of frequencies by including the inherent nonlinearities of the harvester and/or its environment.

In the second part, the nonlinear dynamics of ocean buoys of standard, fundamental shapes (spherical and cylindrical) due to wave loading is studied. Experimental, as well as numerical and analytical analysis is performed on these designs. Also given is a description of common wave-loading devices that can be used in a laboratory setting (wavemakers), as well as for the specific device used to obtain experimental data. Additionally, a simple dynamical system is excited by the buoy motion, which
is used to calculate the power available if the system was used as an energy harvester.

The last part of this dissertation looks at the nonlinear dynamics of human motion, with a focus on running events. Analysis is performed on running subjects in order to determine the amount of energy available, as well the frequencies where the most energy is available. This information is then used to recreate the motion numerically, which makes it possible to design a simple energy harvester that operates efficiently in such an environment. This harvester is used to power a timing mechanism that gives frequent and useful information about the athlete’s position and speed.
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Vibratory energy harvesting is the process of collecting energy from the natural vibrations of an environment to power a device (usually small-scale, often used for monitoring or storing). In general, though ambient vibrations do not provide a significant amount of theoretically available power (milli-watt scale, at most), it is often sufficient to power devices used for specific purposes, such as monitoring the structural health of a bridge [21]. In this example, the device was designed to monitor the bridge for faults in order to prevent a catastrophic failure. Ambient vibration can come from varying sources, including ocean waves [57], temperature gradients [46], human motion [17], noise [30], and fluid-structure interaction (i.e. flutter, vortex shedding) [1].

Energy harvesting from vibratory excitation sources has also been used frequently [5, 51] to power systems where it is difficult to replace a power source. One example of this need is in deep ocean sensors where it would be difficult to periodically replace a battery. If this system were able to harvest energy from the surrounding environment, it could be continually powered without a need for replacing or repairing parts. In order to obtain the highest amount of energy from the surrounding environment, it is
essential to know the dynamic attributes of the environment, and how the harvester will respond.

The most commonly used mechanisms for energy conversion are piezoelectricity and electromagnetic induction. A diagram of each setup can be seen in Figs. 1.1 and 1.2, respectively. In general, these types of harvester devices operate most efficiently at higher frequencies. The types of excitation sources being studied, however, consist of very low frequency energy ($< 5 \text{ Hz}$). Therefore, when designing energy harvesters to operate efficiently in these scenarios, we will employ different designs that can utilize this low frequency motion.

Additionally, this research focuses more on the complex dynamics of devices that will eventually contain harvesters, such as a buoy. As with the harvesters themselves, harvester casings or containers can be tuned to create large motions in a specific forcing environment. For example, even if an energy harvesting system inside of a buoy is extremely efficient, the energy it can potentially collect is directly proportional to the motion of the buoy. Therefore, if the buoy can be designed to have a natural frequency near the most common frequencies present in a particular part of the ocean, for example, the harvester has a much larger chance of collecting large amounts of energy.
Figure 1.1: This figure shows a cantilevered beam that includes a tip mass $m_t$ used for tuning. The piezoelectric material (shown in gray) allows energy to be created from the beam vibration.
Currently, the common energy harvester is a linear design. This means that large amounts of energy can be harvested at or near the system’s natural frequency, but little anywhere else. For a man-made system with a known operating frequency, the harvester can be tuned to match this frequency and the linear design would be sufficient. For extracting energy from ambient vibration, however, the linear design falls short. A graphical representation of this is shown in Fig. 1.3. Since the vibration will occur at multiple frequencies which may change over time, the harvester must be able to operate at more than one frequency.

An example of a linear design can be seen in an article by Agamloh [29]. The paper describes the creation of a linear magnetic energy harvester designed to collect energy from the vertical oscillatory motion of a cylindrical buoy. In this example, not only is the harvester itself designed to be linear, only the vertical oscillations of the buoy are utilized. One of the goals of the current study is to further analyze the complex 2D/3D motion of buoys in order to utilize available motions in all directions.

In addition to a limited study of the nonlinear dynamics of vibratory energy harvesters, little emphasis is placed on the housing or external casing for these harvesters. For example, though the frequency spectrum of the waves for a specific part of the ocean may be known and the harvester may be designed to operate in this region, the size and shape of the buoy has a large effect on how this motion is transmitted from the ocean waves to the harvester. Understanding the nonlinear dynamic response of different buoy shapes can help significantly increase the efficiency of the system.
Figure 1.2: Taken from [51], this figure shows a common design for energy harvesting from electromagnetic induction.
Figure 1.3: Taken from [60], this figure shows how linear energy harvesting designs, though efficient near the natural frequency, is extremely inefficient at all other frequencies.
1.1 Research Contributions

The main objective of this work is to analyze the nonlinear dynamics of multiple systems that have previously been simplified to a linear form or ignored completely. While the application of this research is to increase the efficiency of ambient vibratory energy harvesters, the focus is placed more on the external housing and how it interacts with the surrounding environment, as opposed to the nonlinear dynamics of the harvester itself. The dynamics of multiple systems, including ocean buoys, human motion, and a horizontal pendulum are experimentally and theoretically investigated in order to determine the prevalent frequency content and overall nonlinearity.

1.1.1 Ocean Energy Harvesters

Initially, this research focuses on how different buoy shapes interact with an external wave forcing environment. Since these systems have been traditionally studied as linear systems, the motion is both modeled inaccurately and loses potential for greater use of the vibratory environment. These shapes are studied numerically, experimentally and analytically in order to determine a full and accurate analysis of the nonlinear responses inherent in these systems.

1.1.2 Running and Walking Dynamics of the Athlete

Many studies have been performed on the dynamics of human motion, and for many activities with varying motion attributes. There have also been a wide range of studies on how to harvest energy from different aspects of this motion. The main contributions for this section will consist of a way to describe human motion through parameter identification, as well as a novel energy harvesting design that will be used for transmitting valuable data about the motion itself.
1.2 Thesis Organization

Chapter 2 provides descriptions of analytical methods commonly used in the analysis of complex nonlinear dynamical systems. This includes, but is not limited to, Harmonic Balance, Lagrange’s Equation, and Numerical Continuation. Also provided are simple examples of how these methods are employed.

Chapter 3 gives a mathematical overview of common linear energy harvesting designs. The designs are solved for analytically using the analytical methods discussed in the previous chapter. These systems are shown to have a very limited bandwidth centered around the linear natural frequency. This and other shortcomings of linear systems and how they can be improved, often by incorporating inherent nonlinearities, are also discussed.

Chapter 4 provides a brief overview of the different designs of wave tanks that can be used in a laboratory setting to produce artificial waves. Since the study of different motions of multiple buoy shapes is desired, an accurate formulation of the fluid dynamics in the experimental tank is required. Forcing parameters, such as the wave height and frequency, are essential for fully understanding the experimental buoy response and how it compares to numerical simulation. Single flap, double flap and plunging wavemakers are discussed and analyzed.

The two most common and simple shapes for buoys used in energy harvesting are spherical and cylindrical. Chapter 5 and 6 derive the equations of motion for both of these systems in two dimensions. The buoys are then analyzed using analytical, numerical, and experimental methods. Relevant parameters are also varied to determine parameter sets that maximize motion, and therefore energy harvesting potential.

Chapter 7 observes the dynamics of human motion, with a focus on walking and running dynamics. Experimental data is gathered using the image processing soft-
ware implemented in previous chapters. Trials are run for multiple human subjects for a wide range of walking/running speeds. This data is then recreated numerically to determine frequencies where the largest amount of energy is available. In addition, a harvester is designed in order to collect energy from the subjects motion. This energy will potentially be used in order to power an intelligent measurement device.
This chapter describes some of the commonly used tools and analytical methods for determining equations of motion and general behavior of dynamical systems. Most of the systems being studied are too complex to be analyzed with simpler methods (i.e. force balance). In order to fully understand the nonlinear and/or multi-frequency motion of these systems, multiple methods for deriving equations of motion and solving nonlinear equations are employed. This includes, but isn’t limited to, Lagrange’s equation, harmonic balance, and numerical continuation.

2.1 Lagrange’s Equation

Lagrange’s equation is an energy-based method that uses the energy of a system to derive the governing equations of motion. The generalized form of Lagrange’s equation is written as

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}} \right) - \frac{\partial T}{\partial q} + \frac{\partial V}{\partial q} = Q
\]  

(2.1)
where $T$ and $V$ are the kinetic and potential energies respectively, $q$ is the generalized coordinate, and $Q$ is the generalized force. For example, consider the simple spring-mass system shown in Fig. 2.1. The formulas for the energy of this system are

$$T = \frac{1}{2} m \dot{x}^2, \quad V = \frac{1}{2} k x^2.$$

(2.2)

The dissipation of the system can be taken into account using the Rayleigh dissipation function, which is defined as

$$R = \frac{1}{2} c \dot{x}^2.$$

(2.3)

This term can be incorporated into Eqn. 2.1, resulting in a final Lagrangian of

$$\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}} \right) - \frac{\partial T}{\partial q} + \frac{\partial V}{\partial q} + \frac{\partial R}{\partial \dot{q}} = Q \quad (2.4)$$

Choosing $x$ as the generalized coordinate and plugging the energies and external force into Eqns. 2.4, the equation becomes
\[
\frac{d}{dt} (m\ddot{x}) - 0 + c\dot{x} + kx = F \cos \Omega t
\]  \hspace{1cm} (2.5)

which gives the equation of motion

\[
m\ddot{x} + c\dot{x} + kx = F \cos \Omega t.
\]  \hspace{1cm} (2.6)

2.2 Harmonic Balance

Harmonic balance is a method used to find an analytical solution to a system exhibiting oscillatory motion. As the name suggests, the solution \((x, \text{ for example})\) is assumed to be harmonic, such as

\[
x = A \sin \Omega t + B \cos \Omega t \quad \text{or} \quad r \cos (\Omega t + \phi)
\]  \hspace{1cm} (2.7)

where \(\Omega\) is the forcing frequency, \(r = \sqrt{A^2 + B^2}\), and the phase shift \(\phi\) is

\[
\phi = \arctan \frac{A}{B}.
\]  \hspace{1cm} (2.8)

This solution is then plugged into the equation of motion and the harmonics \((\sin \Omega t, \cos \Omega t)\) are balanced, which gives algebraic equations used to solve for the response. As an example, consider the same system shown in Fig. 2.1. First, \(c\) is written as \(2\zeta \omega_n\), where \(\zeta\) is the damping ratio and \(\omega_n = \sqrt{k/m}\) is the natural frequency of the system.

Plugging in the first solution form from Eqn. 2.7, the equation of motion becomes

\[
(-mA\Omega^2 - 2\zeta \omega_n B\Omega + kA) \sin \Omega t +
(-mB\Omega^2 + 2\zeta \omega_n A\Omega + kB) \cos \Omega t = F \cos \Omega t \]  \hspace{1cm} (2.9)

Grouping the sin and cos terms and solving gives
\[ A = \frac{2B \zeta \omega_n \Omega}{m(\omega_n^2 - \Omega^2)} \quad \text{and} \quad B = \frac{F(\omega_n^2 - \Omega^2)}{m((\omega_n^2 - \Omega^2)^2 + (2\zeta \omega_n \Omega)^2)} \] (2.10)

Simplifying these equations and solving for the magnitude \( r \) gives

\[ r = \frac{F/m}{\sqrt{(\omega_n^2 - \Omega^2)^2 + (2\zeta \omega_n \Omega)^2}} \] (2.11)

### 2.3 Numerical Continuation

Another helpful method for determining responses of nonlinear systems is numerical continuation. Numerical continuation is a broad area of study which includes multiple methods for determining approximate solutions to nonlinear equations/systems of equations. As an example, say there is a system of ordinary differential equations, such as

\[ \dot{x} = F(x, \lambda) \] (2.12)

where \( x \) is the state vector and \( \lambda \) is a specific parameter. If the function \( F(x, \lambda) \) is smooth, it’s possible for there to be an equilibrium solution \( x_0 \) and parameter \( \lambda_0 \) where

\[ f(x_0, \lambda_0) = 0. \] (2.13)

Once this initial solution is found, \( \lambda \) can be slowly varied to determine new equilibrium solutions. In this instance, we are performing numerical continuation for only one parameter.

There are different methods to determine an initial guess for the equilibrium solution as the parameter is varied. These methods often have trade-offs between speed and accuracy, and have different benefits for specific systems/equations. Firstly,
there is tangent continuation. For this method, the slope of the equilibrium curve in the $x - \lambda$ plane is determined at the equilibrium point $x_n$ with parameter value $\lambda_n$. The initial guess for $x_{n+1}$ is then simply the point that intersects the tangent line and the new parameter value $\lambda_{n+1}$, as is shown in Fig. 2.2. This method of guessing, however, is slow and often inaccurate. The method is generally improved

![Figure 2.2: Illustration of the tangent prediction for numerical continuation. Shows the initial guess $x_{n+1}^*$ and the corrected value $x_{n+1}$](image-url)
by adding an additional constraint to the system. The most common way of doing this is called pseudo-arclength continuation. In addition to Eqn. 2.13, we add the constraint equation

\[(\lambda - \lambda_0)\dot{\lambda} + (x - x_0)\dot{x} - \delta s = 0, \quad (2.14)\]

where \(\delta s\) is the change in arclength \(s\). By enforcing this constraint, the continuation method can continually change step size, which is helpful for increasing the rate of calculation, as well as handling sharp curves in the plane. This method is used briefly in the following chapters in order to validate previously derived numerical and analytical solutions.

2.3.1 Numerical Continuation Example

Consider the system

\[\dot{x} = x^2 - \lambda, \quad (2.15)\]

which is a common example of a system with a saddle node bifurcation, and can be seen in Fig. 2.3. In this equation, \(\lambda\) is the bifurcation parameter. As this value changes, the number of fixed points, as well as their stability, are altered. The three scenarios can be seen in Table 2.1. This system, of course, is directly solvable. However, the process used in this example can be applied to a system without the need for an analytical solution. A helpful diagram showing the algorithm for numerical continuation can be seen in Fig. 2.4.
Figure 2.3: Saddle node bifurcation with stable points shown as black x’s and unstable points shown as red o’s.

Table 2.1: Fixed Points and Stability of Saddle Node Bifurcation System

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Fixed Points</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; 0$</td>
<td>none</td>
<td>-</td>
</tr>
<tr>
<td>$= 0$</td>
<td>0</td>
<td>saddle</td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$-\sqrt{\lambda}, \sqrt{\lambda}$</td>
<td>stable, unstable</td>
</tr>
</tbody>
</table>
Figure 2.4: Provided by [Clark McGehee], flowchart of numerical continuation algorithm.
This chapter derives the governing equations for multiple linear designs. Additionally, the response of each system is investigated. Though a nonlinear harvester will be designed and eventually be used, understanding the linear case is preparatory to studying the more complex nonlinear systems.

3.1 Base-Excited Mechanical Oscillator

A common and simple form of an energy harvester is normally represented as a second order spring-mass-damper system, a diagram of which can be seen in Fig. 3.1. The external vibration source $v(t)$ causes the oscillation $z(t)$ of the mass $m$. The harvested energy is that which is dissipated within the damper, and is extracted through a transduction mechanism. The equation of motion for this system is written as

\[ m[\ddot{z}(t) + \dot{v}(t)] + c_t \dot{z} + kz(t) = 0, \]  

where $c_t$ is the damping coefficient, $k$ is the spring constant, and $v(t)$ is defined as
\[ v(t) = V \sin (\Omega t) \] (3.2)

This equation assumes the motion of the mass \( z(t) \) does not have a large effect on the external vibration \( v(t) \). Assuming a sinusoidal response, the steady-state solution to this equation becomes

\[ z(t) = \frac{\Omega^2}{\sqrt{(\frac{k}{m} - \Omega^2)^2 + (\frac{c_t}{m})^2}} V \sin (\Omega t - \phi), \] (3.3)

and the phase shift is written as

\[ \phi = \tan^{-1} \left( \frac{c_t \Omega}{k - \Omega^2 m} \right) \] (3.4)

From Eq. 3.3, it becomes obvious that the maximum energy is gained when the excitation frequency becomes \( \sqrt{\frac{k}{m}} \), which is the natural frequency of the system \( \omega_n \). The average power dissipated per cycle can be solved by assuming

\[ P_d = \frac{1}{T} \int_0^T (c_t \dot{z}) \dot{z} \, dt, \] (3.5)

which results in

\[ P_d = \frac{m \zeta_t V^2 \left( \frac{\Omega}{\omega_n} \right)^3 \Omega^3}{\left[ 1 - \left( \frac{\Omega}{\omega_n} \right)^2 \right]^2 + \left[ 2 \zeta_t \left( \frac{\Omega}{\omega_n} \right) \right]^2}, \] (3.6)

where \( \zeta_t \) is the damping ratio, written as

\[ \zeta_t = \frac{c_t}{2m \omega_n}. \] (3.7)
Figure 3.1: Inertial linear energy harvester with mass $m$, spring $k$ and damper $c_t$, which includes parasitic losses and those due to energy extracted through transduction.
Figure 3.2: Response of the harvester with varying excitation frequency $\Omega$. Shows the narrow bandwidth of the harvester: has a large response near the natural frequency $\omega_n$ but a significantly smaller response at all other frequencies.
3.2 Coupled Electromechanical Harvester

Another common energy harvester that is modeled as a linear system is the magnet-coil harvester, shown in Fig. 3.3. This system uses electromagnetic induction in order to convert energy. The derivation of the equations of motion will be performed using Lagrange’s equation, as in [51]. First, the kinetic energy of the system can be written as

\[ T = \frac{1}{2} m \dot{x}^2 + \frac{1}{2} L \dot{q}^2 + \Theta \dot{q} y \]  

(3.8)

where \( x \) is the position of the mass \( m \), \( L \) is the inductance, \( q \) is a generalized coordinate for charge, \( \Theta \) is a coupling coefficient for the transducer (with units of \( \text{Coulombs } \cdot \text{Ohms} \text{ meter} \)), and \( y \) is the relative position between between the mass and the base of the system, or \( x - z \). The potential energy can be written as
where \( k \) is an equivalent spring constant for the linear case. The equation for the dissipated power in the system is described as

\[
D = \frac{1}{2} c_d \dot{y}^2 + \frac{1}{2}(R_E + R_I)\dot{q}^2.
\]

(3.10)

where \( c_d \) is a linear dissipation constant and \( R_E \) and \( R_I \) are the external load and internal coil resistances, respectively. Using Lagrange’s equation in terms of the relative position \( y \) and dividing by the mass \( m \), the equation of motion becomes

\[
\ddot{y} + 2\zeta \omega_n \dot{y} + \omega_n^2 y - \frac{\Theta}{m} I = \Gamma \sin \Omega t
\]

(3.11)

where \( \omega_n = \sqrt{k/m} \) is the natural frequency, \( \zeta = c_d/2m\omega_n \) is the damping ratio, \( \Gamma = A/m \) is the excitation amplitude, and \( \dot{q} \) has been replaced by the current \( I \). The differential equation for the electrical system can be written as

\[
\dot{I} + \rho I + \frac{\Theta}{L} \dot{y} = 0
\]

(3.12)

where \( \rho = (R_E + R_I)/L \) is the ratio of total resistance to the inductance, and is also representative of the ratio of the current response rate to that of the velocity.

### 3.2.1 Analytical Linear Coupling Response

By assuming solutions of the form \( y = C_1 \sin \Omega t + C_2 \cos \Omega t \) and \( I = C_3 \sin \Omega t + C_4 \cos \Omega t \), plugging them into Eqs. 3.11 and 3.12 and balancing harmonics, the following four equations are produced

\[- 2\zeta \omega_n \Omega C_1 + (\Omega^2 - \omega_n^2)C_2 + \frac{\Theta}{m} C_4 = 0,\]

(3.13)
\[(\Omega^2 - \omega_n^2)C_1 + 2\zeta \omega_n \Omega C_2 + \frac{\Theta}{m} C_3 + \Gamma = 0, \quad (3.14)\]

\[-\frac{\Theta}{L} \Omega C_1 - \Omega C_3 - \rho C_4 = 0, \quad (3.15)\]

\[\frac{\Theta}{L} \Omega C_2 + \Omega C_4 - \rho C_3 = 0. \quad (3.16)\]

$C_3$ and $C_4$ are then found in terms of the dynamic responses $C_1$ and $C_2$ and written as

\[C_3 = \frac{\Theta \Omega}{L} \frac{\rho C_2 - \Omega C_1}{\rho^2 + \Omega^2}, \quad (3.17)\]

and

\[C_4 = \frac{\Theta \Omega}{L} \frac{\rho C_1 + \Omega C_2}{\rho^2 + \Omega^2}. \quad (3.18)\]

Now the solution form for the mechanical response is changed to

\[y = r \cos (\Omega t + \phi) \quad (3.19)\]

where $r^2 = C_1^2 + C_2^2$ and $\phi$ is the phase shift. By plugging the equations for $C_3$ and $C_4$ back into Eqs. 3.13 and 3.14, squaring and adding the results and solving, the mechanical response amplitude $r$ is found to be

\[r = \Gamma \sqrt{\left(2\zeta \omega_n \Omega + \frac{\Omega \rho \Theta^2}{mL(\rho^2 + \Omega^2)}\right)^2 + \left(1 - \frac{\Theta^2}{mL(\rho^2 + \Omega^2)}\right) \Omega^2 - \omega_n^2}} \quad (3.20)\]

and using Eqs. 3.17 and 3.18, the electrical response becomes

\[I = \sqrt{C_3^2 + C_4^2} = \frac{\Omega \Theta}{L\sqrt{\rho^2 + \Omega^2}} \quad (3.21)\]
Figure 3.4 shows the frequency response of the mechanical system with a small coupling coefficient $\Theta$, and the power is shown in Fig. 3.5. The dissipated power can be found by using Eq. 3.21 and the relationship

$$ P = I^2 R. $$

(3.22)

As seen in Fig. 3.4, the system has a large response at its natural frequency $\omega_n$ but significantly less when that frequency is varied. This shows the main disadvantage of using linear systems for energy harvesting: a usable amount of energy can only be gained if the harvester operates at a frequency close to the natural frequency. Operating anywhere else would make the harvester extremely inefficient. Since a large majority of excitation sources that can be used to harvest energy have varying frequencies, this is not an ideal design.

Additionally, the amount of energy harvested is greatly dependent not only on the mechanical parameters, but those of the electrical components. For example, changing the value of the resistor has a significant effect on the efficiency of the system. This can be seen in Fig. 3.6. In this figure, the potential power is shown to have a maximum located where the external resistance $R_E$ is equal to that of the internal coil resistance $R_I$. 
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Figure 3.4: Frequency response of mechanical amplitude $r$ for the coupled linear oscillator with a small coupling coefficient (0.1).
Figure 3.5: Frequency response of power for the coupled linear oscillator.
Figure 3.6: Response amplitude dependence on the variation of the resistive load.
3.3 Conclusions

Linear analyses of energy harvesting systems serve to simplify complex mechanisms and make them more manageable. However, this linearization often neglects important attributes that could greatly increase the system efficiency. For single-frequency systems, such as man-made devices, a linear model can be sufficient. For the ambient vibratory environments observed in this research, however, such a model is largely insufficient. This inefficiency is due to the fact that, since these ambient environments have multiple and varying frequencies, a single frequency model cannot fully capture the large spectrum of energy available. It is therefore important to study the nonlinearities inherent in such systems in order to have a more accurate and potentially more beneficial model of the harvester.
Figure 4.1: Image of the wave tank used in experimental measurements
Multiple methods have previously been used to describe fluid motion in a wave tank, including techniques of computational fluid dynamics (CFD) and utilization of fluid dynamics equations such as Navier-Stokes [49, 27, 9]. In implementations of analytical solutions for the fluid motion, the tank often has to be “idealized” due to the inherent complexity of the system. For example, assumptions are made about the reflectivity of the tank (i.e. non-reflective) and other boundary conditions.

There are many types of tanks used in engineering to emulate ocean or sinusoidal waves in an experimental environment. This ranges from large-scale devices used to simulate the effects of a tsunami, to small-scale devices such as the one utilized here for experimental data. Additionally, there are many different designs on this small scale. Each of these designs has their own properties and benefits, which will be covered in this section. Knowing the theory behind these wavemakers gives a wider understanding to the types of waves they create and how they can be modeled.

4.1 Single Flap Wavemakers

The single flap wavemaker is one of the most common types of wavemaker, which is mainly due to its simple setup. As shown in Fig. 4.2, the system consists of a flap that rotates between two positions at a desired frequency $\omega$, which creates the traveling wave. According to Galvin [12], for shallow water applications, the water displaced per stroke of the flap should be equal to the crest volume of the traveling wave (shown in gray in Fig. 4.2). If $S$ is the stroke of the flap at the SWL (still water level), then

$$\text{Unit volume displaced by flap} = \frac{1}{2} Sd,$$

(4.1)

where $d$ is the distance from the SWL to the flap hinge. Galvin then solved for the unit volume of water in a wave crest with amplitude $A$ and wave number $k = \frac{2\pi}{L}$,
showing that
\[ \int_0^L A \sin kx \, dx = \frac{A}{k} \left( 1 - \cos \frac{1}{2}kL \right) = \frac{2A}{k}, \]  
(4.2)

where \( L \) is the wavelength of the traveling wave. Therefore, the two unit volumes can be equated to get the wave amplitude due to the flap parameters. This results in
\[ A = \frac{1}{4} k d S \]  
(4.3)

Knowing this, the velocity potential [38] for the traveling wave \( \Phi \) can be written as
\[ \Phi(x, z, t) = -\frac{Ag}{\omega} \frac{\cosh k(h + z)}{\cosh kh} \sin (\omega t - kx), \]  
(4.4)

where \( h \) is the water depth.

**Figure 4.2**: Diagram of a single flap wavemaker.
4.2 Double Flap Wavemakers

Kusumawinahyu [33] demonstrates the properties of double flap wavemakers. As shown in Fig. 4.3, this system consists of two flaps that can operate at different frequencies. In the cases where the flaps are moving together or one flap is moving while one is stationary, the single flap formulation is sufficient to describe the system. However, if the two flaps are both moving at different frequencies, the system must be described differently. By describing the separate stroke lengths ($S_1, S_2$), depths ($d_1, d_2$) and frequencies ($\omega_1, \omega_2$), it can be shown that

$$
\Phi(x, z, t) = -\frac{A_1 g \cosh k_1(h + z)}{\omega_1 \cosh k_1 h} \sin (\omega_1 t - k_1 x) - \frac{A_2 g \cosh k_2(h + z)}{\omega_2 \cosh k_2 h} \sin (\omega_2 t - k_2 x), \quad (4.5)
$$

where $A_1$ and $A_2$ can be found from the single flap theory. One of the benefits of this design is the fact that a traveling wave with multiple frequencies and amplitudes can be created.

4.3 Plunging Wavemakers

The third type of common wavemaker is the plunging wavemaker, shown in Fig. 4.4. This is also the type of wavemaker used for the experimental sections of the analysis for both the spherical and cylindrical buoys. Though this specific design is not covered in the Kusumawinahyu paper, it can be assumed that it acts much like the single flap setup; i.e. wave height is proportional to the amount of water displaced per stroke. The fluid dynamics throughout the tank with this particular wavemaker are derived again in the next section.
Figure 4.3: Diagram of a double flap wavemaker.
4.4 Modeling the Wave Tank

This section discusses how the wave tank was described mathematically, including important assumptions made in the process. The model of the finite depth wave tank is used, which is accurate for our system and reduces the complexity of the math. The analysis of the finite depth wave tank will result in the complete fluid dynamics in the tank, which is needed to describe the forces on the buoy.

4.4.1 Traveling Wave

A schematic of the experimental system is shown in Fig. 4.5. In order to determine the forces acting on the buoy, the fluid motion throughout the wave tank must be fully described. The progressive or traveling wave can be written as a sum of cosines

\[ w(x, t) = \sum_{n}^{N} A_n \cos (n\Omega t - k_n x), \]

where \( A_n \), \( \Omega \) and \( k_n \) are the wave amplitude, frequency and number, respectively. For the first part of the analysis, only the first harmonic will be used. The wave
number $k_n$ is found from the free surface condition [38] for the traveling wave

$$\Omega^2 - g k_n \tanh (k_n h) = 0, \quad (4.7)$$

where $g$ is gravity. According to [38], the stream function $\psi$ for a wave traveling in a channel with finite depth $h$ can be written as

$$\psi(x, z, t) = -\frac{\Omega \sinh k(z + h)}{k} \sinh kh w(x, t), \quad (4.8)$$

where $z$ is measured from the SWL (still water line). With the stream function, the water velocity in both the horizontal and vertical directions can be found from

$$U = \frac{\partial \psi}{\partial z} \quad \text{and} \quad V = -\frac{\partial \psi}{\partial x}. \quad (4.9)$$

Therefore, the oscillating velocity of the water in the wave tank can be written as

$$U(x, z, t) = A\Omega \frac{\sinh k(z + h)}{\sinh kh} \sin (\Omega t - kx), \quad (4.10)$$

and

$$V(x, z, t) = A\Omega \frac{\sinh k(z + h)}{\sinh kh} \cos (\Omega t - kx), \quad (4.11)$$
where $U(x, z, t)$ is the horizontal fluid velocity and $V(x, z, t)$ is the vertical fluid velocity. Fig. 4.6 shows how $U(x, z, t)$ varies with the water depth. The fluid velocity oscillates between the two positions shown once every period. As expected, the fluid velocity is maximum at the water surface and minimum at bottom of the tank.

**Figure 4.6**: Oscillating horizontal fluid velocity $U(x, z, t)$ throughout finite depth wave tank using values from Table 5.1.
4.5 Wave Tank Harmonics

As opposed to a traveling wave with a single harmonic, the wave tank used for experimental measurements creates multiple harmonics. In order to accurately compare the experimental data with numerical simulation, the amplitude and phase of these harmonics must be found. The first attempt to do this involved placing a small buoy at a position \((x_c)\) that is kept from moving in the horizontal direction by a thin piece of wire. This setup is shown in Fig. 4.7. As this object floats on the surface of the water, its movement corresponds with that of the traveling wave.

Though this may give a somewhat accurate depiction of the traveling wave, even a buoy with an extremely small mass will still have inertial effects and therefore not move directly with the wave. This process was improved by utilizing something called “line-tracking,” a snapshot of which is shown in Fig. 4.8. A line is drawn over the area of interest in the image processing software (in this case, the range over which the surface wave travels). The software measures the point along this line where the greatest contrast differential is located. By altering the image settings of the video, this point becomes easier to determine. In this way, the characteristics of the wave were determined directly without the use of a small buoy that can have an affect on the motion. Fig. 4.9 shows a comparison between experimental wave amplitude values and a numerical recreation using the first four harmonics.
**Figure 4.7**: Snapshot of image processing software and small floating object used to determine wave harmonics.
Figure 4.8: Snapshot of 'line tracking' used to determine wave amplitudes.
Figure 4.9: Wave form: experimental (dashed) vs numerical (solid).
4.6 Experimental Investigations

In order to better understand the spectrum of wave amplitudes available in the wave tank, videos of the oscillating water level were taken for a wide range of frequencies, as well as for different water depths. A couple of examples can be seen in Figs. 4.10 and 4.11. Though the water depth \( h \) only changes slightly between these two figures (from 0.43 to 0.45 m) there is a noticeable difference in the wave amplitude spectrum. Figure 4.11 shows a much more pronounced local peak at a tank setting of around 5. This can be explained using Fig. 4.12.

This figure shows how the wavelength of the traveling wave (\( \lambda \)) corresponds to the length of the wave tank. There is an intersection of \( \lambda \) and a value of one-sixteenth the tank length which occurs at a wave tank setting of 5. This value matches the peak seen in Fig. 4.11. It is a reasonable hypothesis, therefore, that in addition to the traveling wave created by the plunger, some amount of standing wave behavior is occurring at factors of the tank length. This could be due to the beach not completely dissipating every wave reflection. It should also be noted that Fig. 4.12 shows another intersection at one-eighth the tank length at a tank setting of 2.7. Though this value is too low to be seen in Fig. 4.11, it does correspond to the peak seen in Fig. 4.13 at a frequency of 3.5 Hz.

4.6.1 A Note on ProAnalyst

The image processing software utilized for experimental data collecting is performed by ProAnalyst. This program is efficient at determining all types of two-dimensional motion, and can even be expanded to three dimensions. An example of how it can be used to find complex two-dimensional motion is shown in Fig. 4.14. This shows ProAnalyst tracking two points on a cylinder and a graph of the corresponding vertical motion. By tracking at least two points, it is also possible to determine the cylinder
Figure 4.10: Experimentally determined oscillating wave amplitude for multiple frequencies, taken at a depth of 0.43 m.

tilt with respect to the horizontal or vertical axis. Velocities and accelerations of positions and tilt are also easily found.

The motivation for using ProAnalyst is the fact that it’s not always feasible or desirable to use conventional methods of motion detection. For example, using a wired accelerometer to measure buoy motion in a wave tank is not an option, since it cannot become wet and any wire would likely change the buoy motion. It was originally planned to use wireless accelerometers, but with their considerable mass, they would also alter the motion of the buoy.
Figure 4.11: Experimentally determined oscillating wave amplitude for multiple frequencies, taken at a depth of 0.45 m.
Figure 4.12: Correlation of wavelength of traveling wave $\lambda$ to the length of the tank, shown for a depth of 0.45 m.

Figure 4.13: Courtesy of [C. Lee, J. Dolbow], comparison of experimental data to 2-D CFD analysis for a depth of 0.45 m. Peak shown at 0.6 Hz for both numerical and experimental data.
Figure 4.14: ProAnalyst used to track the vertical, horizontal and rotational motion of a cylinder in the wave tank.
4.7 Conclusions

Wave tanks are used to simulate ocean waves in a laboratory setting, and can serve as an input force for experimental trials of buoy motion. Analytical models for different wave tank designs were described in detail, and the fluid velocities and accelerations in these designs were derived. In order to accurately model the wave motion seen during experiments, multiple experimental runs were performed to determine wave amplitudes. This data was obtained by using the image processing software described. These amplitudes were then recreated numerically to be used as the excitation force in subsequent numerical simulations.
5.1 Introduction

An essential task in the design of ocean vessels is an understanding of their dynamic response to environmental loads—primarily consisting of loads from wind and ocean waves [70]. Some typical examples of ocean structures include oil rigs, floating platforms, moored vessels, and stand-alone buoys. Within the classification of buoys, the dynamic response of both tethered and untethered buoys are of prominent interest.

A thorough understanding of the dynamics of common geometric shapes in a wave environment is important to many highly disparate application areas [4]. For example, the external casing for ocean wave harvesters often takes the form of a cylinder or a sphere [10]; however, it is unclear which geometric shapes are most compatible or advantageous with an environment or energy harvesting strategy. Thus a clear understanding of the buoy dynamics is of fundamental importance given the fact that it serves as a precursor to a myriad of future investigations—such as studies of energy harvesters encapsulated within buoys of different geometric shapes.

Many investigations have been performed on the fluid-structure interactions of
spherical buoys [10, 36, 48]. However, for the majority of these analyses, the buoy was simply tethered [48], or tethered in order to constrain the motion, e.g. see reference [36]. Furthermore, many analyses [70] greatly simplify the parametric excitation terms that appear in the buoyancy force by linearizing the governing equations to obtain an equivalent spring constant and external forcing term; the outcome of this approach is a governing equation with the same form as the forced linear oscillator. While this approach may provide sufficient insight for certain parameter regimes, it ignores the inherent nonlinearity of the system and is insufficient to accurately describe the behavior observed for many buoy designs. In order to take full advantage of the surrounding wave environment, the nonlinearity of the buoy must be taken into account.

The present research theoretically and experimentally investigates the dynamic behavior of a spherical buoy. The derived governing equations are used to predict the motion of a spherical buoy and the assumptions applied are consistent with the features of the experimental system – a sphere floating within a wave flume. The resulting nonlinear governing equations are then used to predict the nonlinear equilibrium position and the linear natural frequency of the buoy about a submerged depth. Also, the nonlinear oscillations of the buoy, obtained via numerical simulation of the governing equations, are compared to experimental cases where synthetic-ocean waves were used to excite the buoy within the wave flume. Image processing techniques were then used to extract numerical data from videos of the buoy motions taken during the experimental trials. The inability of a simple linear model to fully capture the actual dynamic behavior of the buoy is then confirmed by experimental trials.
5.2 Morison’s Equation

Morison’s equation [16] has often been used to describe forces on static buoys or piles, as well as buoys moving in oscillatory flow [70]. The equation for hydrodynamic loading on a stationary object or pile in the general coordinate direction $Y$ is

$$F_{Morison} = C_M \ddot{Y}_{fluid} \rho V_{sub} + \frac{1}{2} \rho C_D A_P \dot{Y}_{fluid} |\dot{Y}_{fluid}|,$$  \hspace{1cm} (5.1)

where $\rho$ is the density of the surrounding fluid, $C_M$ and $C_D$ are the inertial and drag coefficients, respectively, $A_P$ is the projected area in the $Y$-direction and $V_{sub}$ is the total submerged volume of the buoy. For the case of a buoy that is allowed to move freely in the oscillatory flow, however, the equation is expanded to

$$F_{Morison} = \left( C_M \ddot{Y}_{fluid} - C_A \dot{Y}_{buoy} \right) \rho V_{sub} \hspace{1cm}$$

$$+ \frac{1}{2} \rho C_D A_P \left( \dot{Y}_{fluid} - \dot{Y}_{buoy} \right) |\dot{Y}_{fluid} - \dot{Y}_{buoy}| \hspace{1cm} (5.2)$$

where $C_A$ is the added mass coefficient, and $C_M = 1 + C_A$. $C_A$ has a value of 0.5 for a sphere and 1 for a cylinder [44].

5.3 Problem Setup

This section provides an overview of the important dimensions and parameters of the buoy and how it interacts with the fluid in the wave tank. Using the model previously derived for the fluid dynamics, the buoy can be described in relation to the fluid.

5.3.1 Geometric Relationships

A full and accurate description of the forces acting on the buoy is required to predict the buoy’s motion. To accomplish this, the location of the sphere with respect to
the waves and SWL must be known. Figure 5.1 shows a diagram of the important
dimensional relationships for the buoy. In this figure, $R$ is the radius of the sphere, $L_1$
is the radius of the cap created by the wave line, $L_2$ is its height, and $w$ (or $w(x, t)$) is
the height of the wave with respect to the SWL. Here, an important and simplifying
assumption has been made. In this figure, as well as in the analyses that follow, the
wave height across the buoy was assumed to be constant, which decreases the model
complexity and is consistent with models of point absorbers. This assumption is
reasonable for many buoy designs, especially for a wave tank with large wavelengths
such as the one used in the experimental section. $L_1$ and $L_2$ are now written in terms
of the known parameters of the system. The two relationships are

$$(R - L_2)^2 + L_1^2 = R^2 \quad \text{and} \quad L_2 = R - |z - w|, \quad (5.3)$$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.1.png}
\caption{Dimensional relations for partially submerged buoy due to wave loading.}
\end{figure}
where the absolute value in the $L^2$ term accounts for $z$ being either above or below the wave line. Now that the relations are known, the formula for the volume of a dome can be used to define the submerged volume of the sphere, $V_{\text{sub}}$. This term is written as

$$V_{\text{sub}} = \frac{\pi}{3} [(2R + z - w) (R - z + w)^2]. \quad (5.4)$$

### 5.3.2 Vertical Equation of Motion

Using Morison’s equation in the vertical direction, the force on the buoy due to fluid motion can be written as

$$F_z(x, z, t) = \left( \rho C_M \dot{V} - \rho C_A \ddot{z} \right) V_{\text{sub}} + \frac{1}{2} \rho C_D A_z (V - \dot{z}) |V - \dot{z}| + F_B - m_b g, \quad (5.5)$$

where $m_b$ is the buoy mass, $V$ or $V(x, z, t)$ is the fluid velocity in the vertical direction, and $A_z$ is the projected area in the vertical direction, defined as

$$A_z = \begin{cases} 
\pi L_1^2 & \text{for } -R < w - z < 0 \\
\pi R^2 & \text{for } 0 < w - z < R 
\end{cases} \quad (5.6)$$

The last two terms in Eqn. 5.5 account for the static forces from buoyancy ($F_B$) and gravity, where

$$F_B = \rho g V_{\text{sub}}. \quad (5.7)$$

Using this equation for the force on the buoy, the equation of motion in the vertical direction becomes

$$(m_b + m_f) \ddot{z} + m_b g = \rho V_{\text{sub}} \left( g + C_M \dot{V} \right) + \frac{1}{2} \rho C_D A_z (V - \dot{z}) |V - \dot{z}| \quad (5.8)$$

where $m_f$ is the hydrodynamic mass, defined as

$$m_f = \rho C_A V_{\text{sub}}. \quad (5.9)$$
5.3.3 Horizontal Equation of Motion

Using Morison’s Equation again, the force on the buoy in the horizontal direction can be written as

\[ F_x(x, z, t) = \left( C_M \dot{U} - C_A \dot{x} \right) \rho V_{sub} + \frac{1}{2} \rho C_D A_x (U - \dot{x}) |U - \dot{x}|, \]  

(5.10)

where \( U \) or \( U(x, z, t) \) is the fluid velocity in the horizontal direction. The projected area in the \( x \)-direction \( A_x \) is estimated as

\[ A_x = \frac{\pi R^2}{2} H_{sub}, \]  

(5.11)

where \( H_{sub} \) is the submerged height, written as

\[ H_{sub} = R + w - z. \]  

(5.12)

Although this is a linearization of the the actual projected area, it does not cause noticeable changes in the results. Also, since the important nonlinearity exists in the formula for \( V_{sub} \), this is an acceptable estimation. As before, the equation of motion in the horizontal direction becomes

\[ (m_b + m_f) \ddot{x} - \frac{1}{2} \rho C_D A_x (U - \dot{x}) |U - \dot{x}| = \rho V_{sub} C_M \dot{U}. \]  

(5.13)

5.4 Static Analysis

This system is first observed statically in order to understand the qualitative effects of varying system parameters. Figure 5.2 shows how the buoyancy force changes with depth. This graph shows that the buoyancy force reaches its minimum and maximum at \(+R\) and \(-R\), respectively. At these points, the buoy is either out of the water \((+R)\) or completely submerged \((-R)\). This graph shows that if the buoyancy force is linearized about the center as is often done, the curvature at the ends is
not accounted for. For a buoy that exhibits small oscillations and whose equilibrium position is zero, this formulation can be accurate. For any other setup, however, the linear model may not be sufficient.

The projected area is held constant for submerged objects, but in the case where the buoy is only partially submerged, $A_P$ is the projected area defined in Eqn. 5.6. The area increases until the buoy becomes halfway submerged and is held constant from then on. Fig. 5.3 shows how it varies with vertical displacement.
Figure 5.3: Projected area in the $z$-direction vs dimensionless depth.

5.5 Numerical Investigations of Dynamic Behavior

Using the equations of motion derived previously, the dynamic behavior of the system can be observed with numerical simulation. Studied first is a wave with a single harmonic. The time series response is shown in Fig. 5.4.

This figure shows the single harmonic sinusoidal response of the buoy in two directions. For the horizontal motion, however, the buoy also has a linear component due to the buoy continuously moving in the positive $x$-direction. Figure 5.5 helps to visualize this motion. Taken from the animation of the 2D numerical simulation for the buoy, this figure shows the buoy with large oscillation amplitudes in the vertical
direction, and much smaller oscillations in the horizontal direction. As it travels in the horizontal direction, minimum and maximum nodes can be seen, i.e. where the vertical oscillation is smallest and largest, respectively. These nodes occur at multiples of the wavelength of the forcing fluid $\lambda$, written as

$$\lambda = \frac{2\pi}{k},$$

which are marked in the figure with dots in the vertical direction.

Figure 5.4: Time series for both horizontal and vertical positions and velocities with $m_b = 0.1$. 
Figure 5.5: Animation snapshot of 2D numerical solution for the spherical buoy, with a forcing frequency of 1.05 times the natural frequency \( (m_b = 0.9 \text{ kg}) \). It can be seen that the buoy experiences a minimum vertical oscillation amplitude at multiples of the wavelength of the forcing fluid.
It is interesting to observe how this motion and other buoy responses can be altered by changing its parameters. Figure 5.6 shows how the buoy oscillation amplitudes in both the $z$ and $x$ direction change with buoy mass. This figure shows that both the vertical motion and velocity increases with increased buoy mass, though the horizontal motion decreases. One would expect the motion in general to decrease with buoy mass due to the increased inertia of the buoy, which is true for the horizontal direction. In the vertical direction, however, the increased buoy mass increases the buoyancy force, which results in a larger response.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure5.6.png}
\caption{Amplitude ratios vs buoy mass ratio, where $\bar{x} = x$-motion amplitude normalized by first mass.}
\end{figure}
Observed next is the frequency content of the buoy response. For this particular set of tests, the single harmonic wave is changed to one with four harmonics and phase shifts. This type of wave more accurately resembles the waves created by the wave tank used in the experimental section. The process by which the wave amplitude and phase shifts are derived is described in greater detail in the next section.

For the first test, the buoy with $m_b = 0.1 \, kg$ whose response was shown in Figure 5.4 is observed. The system parameters for this test and all those that follow are shown in Table 5.1. As seen in Fig. 5.7, this initial set of parameters results mainly in a first order harmonic response.

![Figure 5.7: Velocity frequency spectrum for $m_b = 0.1 \, kg$ (numerical).](image)
If the buoy mass is changed to $\approx 0.62 \text{ kg}$, the fourth harmonic of the wave will match the natural frequency of the buoy found from Eqn. 5.50. The resulting response is shown in Fig. 5.8. As expected, the response becomes large at the fourth wave harmonic, even though the wave amplitude at this frequency is more than thirty times smaller than that of the main frequency.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.8}\caption{Velocity frequency spectrum for $m_b = 0.62 \text{ kg}$ (numerical).}
\end{figure}
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere Mass</td>
<td>$m_b$</td>
<td>0.1, 0.5, 0.62, 0.9</td>
<td>kg</td>
</tr>
<tr>
<td>Sphere Radius</td>
<td>$R$</td>
<td>7.5</td>
<td>cm</td>
</tr>
<tr>
<td>Fluid Density</td>
<td>$\rho$</td>
<td>998</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Drag Coefficient</td>
<td>$C_D$</td>
<td>0.3</td>
<td>–</td>
</tr>
<tr>
<td>Wave Amplitude</td>
<td>$A_1$</td>
<td>11</td>
<td>cm</td>
</tr>
<tr>
<td>Wave Frequency</td>
<td>$\omega$</td>
<td>1.06$\pi$</td>
<td>rad/s</td>
</tr>
</tbody>
</table>
5.6 Analytical Model

This section describes the derivation of an analytical model for the spherical buoy. Many assumptions are made in order to decrease the complexity of the math, but all of these assumptions are shown to be reasonable for our specific setup. First, an analytical solution is found for vertical motion, followed by the derivation of a coupled two-dimensional model.

5.6.1 1-D Vertical Solution

The most important term in the vertical equation of motion (Eqn. 5.8) is the submerged volume $V_{\text{sub}}$, which is a function of both the wave and the buoy position. After expanding, this volume can be written as

$$V_{\text{sub}} = \frac{\pi}{3} (2R^3 + 3R^2w - 3R^2z - w^3 + 3w^2z - 3wz^2 + z^3)$$  \hspace{1cm} (5.15)

The projected area $A_P$ can be approximated as a series of Legendre polynomials using Rodrigues’ formula. This approximation takes the form of

$$A_P \approx \sum_{n=0}^{N} c_n P_n(y)$$  \hspace{1cm} (5.16)

where $P_n(y)$ is the $n^{th}$ Legendre polynomial and $c_n$ is its corresponding constant. Rodrigues’s formula is written as

$$P_n(y) = \frac{1}{2^n n!} \frac{d^n}{dy^n} [(y^2 - 1)^n]$$  \hspace{1cm} (5.17)

Since it provides sufficient accuracy, a third order approximation ($N = 3$) is used. Solving this equation results in the following first four polynomials

$$P_0 = 1, \quad P_1 = y, \quad P_2 = \frac{1}{2}(3y^2 - 1), \quad P_3 = \frac{3}{2}(5y^3 - 3y)$$  \hspace{1cm} (5.18)
It is important to notice that this process is only valid over the interval $[-1, 1]$, so an appropriate $y$ must be found. The range of interest is from the buoy being completely out of the water to completely submerged. Therefore, if $y$ is defined to be $(w - z)/R$, the correct range of $-1$ (buoy just above water line) to $1$ (just below) is obtained. Utilizing the orthogonality properties of Legendre polynomials, the constants $(c_n)$ can be written as

$$c_n = \frac{\int_{-1}^{1} A_P(y) P_n(y) y}{\int_{-1}^{1} P_n^2(y) dy}$$ (5.19)

The projected area, however, is a discrete function. It is defined as

$$A_P(y) = \begin{cases} 
\pi (R^2 - y^2) & -R \leq y < 0 \\
\pi R^2 & 0 < y \leq R
\end{cases}$$ (5.20)

After splitting up the integral, the constants are found to be

$$c_0 = \frac{5}{6} \pi R^2, \quad c_1 = \frac{3}{8} \pi R^2, \quad c_2 = -\frac{1}{3} \pi R^2, \quad c_3 = \frac{7}{144} \pi R^2$$ (5.21)

The Legendre approximation and the actual $A_P$ can now be compared. Figure 5.9 shows the ratios of $A_P$ and its approximation to the maximum projected area as it varies with a submerged depth ratio. This ratio is zero when the buoy is out of the water and one when it is fully submerged. The fluid acceleration ($\dot{V}$) contains the vertical motion $z(t)$ inside of a hyperbolic sine, and therefore must be estimated. By expanding $\dot{V}$ about $z(t)$ equals zero, this estimation is written as

$$\dot{V} \approx \frac{A \Omega^2 \cos(\Omega t) e^{-kh}}{12 \sinh(kh)} [6( e^{2kh} - 1) + 6k( 1 + e^{2kh})z(t)难忘] + 3k^2( e^{2kh} - 1)z(t)^2 + k^3(1 + e^{2kh})z(t)^3]$$ (5.22)

The motion of the buoy ($z(t)$) is assumed to take the form of

$$z(t) = A_1 \sin(\Omega t) + B_1 \cos(\Omega t)$$ (5.23)
Figure 5.9: Projected area ratio vs submerged depth ratio: actual (solid) and Legendre approximation (dashed).

or, for algebraic simplification,

$$z(t) = 	ilde{z} + r \cos(\Omega t + \phi)$$  \hspace{1cm} (5.24)

where $r = \sqrt{A^2_1 + B^2_1}$ and $\phi$ is the phase shift. $\tilde{z}$ is included in the solution since the buoy will not always oscillate about zero. Not including this term causes a well known error when using harmonic balance for a system with a quadratic nonlinearity. For example, a quadratic nonlinearity for the simpler solution can be expanded, such as

$$(r \cos (\Omega t + \phi))^2 = \frac{1}{2} r^2 (\cos 2(\Omega t + \phi) + 1)$$  \hspace{1cm} (5.25)

This expansion only has a constant and a cosine of the second harmonic. Therefore,
it is completely left out of the first order solution. However, if the assumed solution form is changed to include \( \ddot{z} \), this same nonlinearity becomes

\[
(\ddot{z} + r \cos (\Omega t + \phi))^2 = \frac{1}{2} r^2 \left( \cos 2(\Omega t + \phi) + 1 + 4 \ddot{z} \cos (\Omega t + \phi) + 2 \ddot{z}^2 \right) \quad (5.26)
\]

which, in addition to having the second harmonic as before, also contains a first harmonic term. This allows for the quadratic nonlinearity to be accounted for in the first order solution. Using this assumed form, the damping term can be written as a Fourier series. For the first harmonic, this will take the form

\[
\text{Damping Term} = \frac{1}{2} \rho A_P C_D (a_n \cos \Omega t + b_n \sin \Omega t) \quad (5.27)
\]

where \( a_n \) and \( b_n \) are defined as

\[
a_n = \frac{1}{\pi} \int_0^{2\pi} \dot{z} |\dot{z}| \cos n(\theta - \phi) d\theta \quad (5.28)
\]

and

\[
b_n = \frac{1}{\pi} \int_0^{2\pi} \dot{z} |\dot{z}| \sin n(\theta - \phi) d\theta \quad (5.29)
\]

where the variable \( \theta \) is

\[
\theta = \Omega t + \phi \quad (5.30)
\]

Note that only the buoy velocity (\( \dot{z} \)) is used in the drag, as opposed to the relative velocity (\( V - \dot{z} \)) used in Morison’s equation. This is done in order to simplify the equation. The assumption only causes a noticeable change near the natural frequency of a buoy subjected to large amplitude wave motion. This is because the relative velocity between the wave and buoy becomes more important as the oscillations become larger. Figure 5.11 shows that even though there is a small difference near the natural frequency, it is still only a seven percent difference at its highest.
To get rid of the absolute value, these integrals can be split up and solved, resulting in

\[
a_n = \frac{1}{\pi} \int_0^\pi -\dot{z}^2 \cos n(\theta - \phi) d\theta + \frac{1}{\pi} \int_\pi^{2\pi} \dot{z}^2 \cos n(\theta - \phi) d\theta \quad (5.31)
\]

and

\[
b_n = \frac{1}{\pi} \int_0^\pi -\dot{z}^2 \sin n(\theta - \phi) d\theta + \frac{1}{\pi} \int_\pi^{2\pi} \dot{z}^2 \sin n(\theta - \phi) d\theta \quad (5.32)
\]

Utilizing trigonometric identities, \(a_n\) and \(b_n\) become

\[
a_n = \frac{-8r^2\Omega^2 \sin(n(\pi - \phi))}{n^3\pi - 4n\pi} \sin \left( \frac{n\pi}{2} \right) \quad (5.33)
\]

and

\[
b_n = \frac{8r^2\Omega^2 \cos(n(\pi - \phi))}{n^3\pi - 4n\pi} \sin \left( \frac{n\pi}{2} \right) \quad (5.34)
\]

Knowing that \(n\) is always an integer results in the final forms of \(a_n\) and \(b_n\)

\[
a_n = \frac{-8r^2\Omega^2}{\pi n(n^2 - 4)} \sin(n\phi) \quad (5.35)
\]

and

\[
b_n = \frac{-8r^2\Omega^2}{n\pi(n^2 - 4)} \cos(n\phi) \quad (5.36)
\]

Now that the equation of motion is written entirely in the form of sin and cos to varying powers, the method of Harmonic Balance can be applied to find an analytical solution. For Harmonic Balance to work, the equation must be divided into terms that multiply \(\sin \Omega t\), \(\cos \Omega t\), \(\sin \phi\) and \(\cos \phi\). However, since the equation being studied has many higher order terms, a complex series approach is helpful in simplifying the math. Using this approach, the equation is grouped into terms that multiply \(\sin \phi\) and \(\cos \phi\) as before, but also real and imaginary terms. Note that for
this analysis, only the first order vertical oscillations are studied. This results in the following equations

\[ \mathfrak{R} : \quad [J_1] \sin \phi + [J_2] \cos \phi = \Gamma \]  

\[ \mathcal{I} : \quad [J_3] \sin \phi - [J_4] \cos \phi = 0 \]

where

\[ J_2 = J_3 = (C_5)r^5 + (C_3)r^3 + (C_1)r, \]  

\[ J_1 = J_4 = (S_4)r^4 + (S_2)r^2, \]

and

\[ \Gamma = (G_6)r^6 + (G_4)r^4 + (G_2)r^2 + G_0, \]

and the \( C, S \) and \( G \) variables are long functions of \( A \) and \( \Omega \). By squaring these equations, the \( \phi \) terms disappear and the equation simplifies to

\[ J_1^2 + J_2^2 = \Gamma^2 \]

which is a polynomial function in \( r \). By finding the roots of this equation, the response amplitude due to a varying input frequency can be predicted. In order to get an accurate comparison of the analytical solution to numerical data, the damped natural frequency \( \omega_d \) must be known. This can be written as

\[ \omega_d = \omega_n \sqrt{1 - \zeta^2} \]

where \( \omega_n \) is the natural frequency obtained analytically in Eqn. 5.50 and \( \zeta \) is calculated using the data from the previous test where the natural frequency was found experimentally. By comparing the amplitude of oscillation for each period, the log decrement can be written as

\[ \delta = \frac{1}{n} \ln \frac{z_0}{z_n} \]
where \( n \) is the number of periods and \( z_n \) is the amplitude \( n \) periods away from the initial displacement \( z_0 \). After calculating the log decrement, the damping ratio (found to be 0.1 for the buoy) is

\[
\zeta = \frac{1}{\sqrt{1 + \left(\frac{2\pi}{\delta}\right)^2}} 
\]  

(5.45)

As shown in Fig. 5.10, the frequency response contains a dip just before the natural frequency. The comparison between the analytical solution and numerical simulation can be seen in Fig. 5.11.
Figure 5.10: Response amplitude ratio vs input forcing frequency ratio for $m_b = 0.75 \text{ kg}$: analytical (blue dots).
Figure 5.11: Response amplitude ratio vs input forcing frequency ratio for $m_b = 0.5 \text{ kg}$: analytical (blue dots) and numerical simulation (red circles).
5.7 Numerical Continuation and Simulation

To confirm the results already obtained, collocation can be used for the spherical buoy. As mentioned in the first chapter, numerical continuation is a method where equilibrium values can easily be found. Collocation is simply an extension of this principle, solving for equilibrium values of harmonic responses. Instead of finding only one particular value, collocation finds a periodic orbit in the system, which gives the amplitude of the response. By performing this method for multiple forcing frequencies, a comparable frequency response graph can be created. The resulting data is shown in Fig. 5.12. Now, this result can be compared to the previous numerical and analytical results, which can be seen in Fig. 5.13.

These figures show the high accuracy of the methods when compared with each other. It is therefore reasonable to assume that any of these methods would be sufficient to determine the motion of the buoy. For the rest of this chapter, as well as the additional research, numerical simulation will be the primary method employed.

5.7.1 2-D Analysis

Since the numerical model was shown to be highly accurate for the 1-D case, the 2-D case can simply be studied numerically and have equally accurate results.
Figure 5.12: Frequency response curve found using numerical continuation ($m_b = 0.5$ kg, $A = 0.003$ m)
Figure 5.13: Frequency response curve comparison for numerical (red squares), analytical (blue dots), and continuation (black x’s) ($m_b = 0.5$ kg, $A = 0.003$ m)
5.8 Experimental Comparisons

In order to determine the validity of the numerical simulation as well as the assumptions it makes, the numerical output was compared to experimentally obtained data. First, the exact form of the traveling wave created in the wave tank was determined using image processing software. This same software was then used to track the movement of the buoy due to wave loading. The experimental data obtained by the software was then compared to numerical simulation. Additionally, multiple masses were realized by inserting granular material into the buoy, and experiments were repeated for the new masses.

5.8.1 Experimental Procedure

To track the buoy in the wave tank, image processing software was used, as shown in Fig. 5.14. By adding a distinctive marker to the buoy, this single point can be observed by the software. Tracking this point gives the horizontal and vertical

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure514.png}
\caption{Snapshot of image processing software used to track buoy, including vertical position output graph.}
\end{figure}
positions and velocities of the buoy and allows for comparison to the theoretical model.

5.8.2 Experimental Comparison to Theory

First, the natural frequency found from Eqn. 5.50 can be compared to experimental values. To do this, the buoy was given an initial displacement in still water and allowed to oscillate. A snapshot of this process is shown in Fig. 5.15.

Figures 5.16-5.17 show that the responses found experimentally match well with the simulation. The differences shown in these figures are partially due to slight discrepancies in the reconstructed Fourier series, which did not match identically with the motion found experimentally. Despite this fact, the amplitudes and phases of the multiple harmonic response remain fairly accurate. The fourth harmonic found in the dynamic behavior section is confirmed experimentally in Fig. 5.18, which shows the frequency response for both numerical simulation and experimentally obtained data taken over a comparable time period. Such a response could not be predicted by a linear model, which demonstrates one example of incorporating nonlinearity to accurately describe the buoys motion.

5.8.3 Linear Natural Frequency About Nonlinear Equilibrium

To determine where interesting behavior may occur, it is beneficial to find the natural frequency of the buoy. This term can be estimated as

\[
\omega^2 = \frac{\partial F_B}{\partial z} \bigg|_{z=\bar{z}} \frac{1}{m_b + m_f(\bar{z})} 
\]

(5.46)

where the hydrodynamic mass is now a function of the buoys equilibrium position. Using Eqn. 5.5, the buoyancy force can be written as

\[
F_B = \frac{\rho g \pi}{3} \left[ (2R - (z - w))(R + (z - w))^2 \right]
\]

(5.47)
Figure 5.15: Snapshot of image processing software used to determine the experimental natural frequency of the buoy.

After taking the derivative and simplifying, this term becomes

$$\frac{\partial F_B}{\partial z}\bigg|_{z=\bar{z}} = \rho g \pi (R^2 - \bar{z}^2)$$

(5.48)

Since this is a static analysis, $w$ is zero. The equation for hydrodynamic mass can be simplified to

$$m_f = \frac{\rho \pi}{6} (2R^3 - 3R^2 \bar{z} + \bar{z}^3)$$

(5.49)
After combining all of these factors, the natural frequency of the buoy is

\[ \omega^2 = \frac{\rho g \pi (R^2 - \tilde{z}^2)}{m_b + \frac{\rho g \pi}{6} (2R^3 - 3R^2 \tilde{z} + \tilde{z}^3)} \]  

(5.50)

In this instance, the equilibrium position (\( \tilde{z} \)) is a function of the buoy mass. This term is easily found by equating the static forces, i.e. setting the buoyancy force equal to the force caused by gravity and solving for \( \tilde{z} \), as shown below

\[ F_B(\tilde{z}) = \frac{\rho g \pi}{3} \left[ (2R - \tilde{z})(R + \tilde{z})^2 \right] = mg \]  

(5.51)
There is now a direct relation between the system parameters and its natural frequency. In order to see sub/superharmonic responses, this natural frequency can be made close to the wave frequency. Mass will be the only variable parameter because it is the easiest to change. How the natural frequency varies with buoy mass is shown below. The simulation matches the analytical curve within six percent for all masses. This formulation was also tested experimentally. The buoy was given an initial displacement in still water and the vertical motion was measured using the motion tracking software. The frequencies found for different masses match within
Figure 5.18: Velocity frequency response comparison over a short time period for $m_b = 0.62 \ kg$: experimental (dashed) vs numerical (solid).

eight percent, as shown in Fig. 5.20.
Figure 5.19: $\omega_n$ vs buoy mass: comparisons of the predicted natural frequency from Eqn. 5.50 (solid) and numerical simulation (circle).
Figure 5.20: $\omega_n$ vs buoy mass: comparisons of the predicted natural frequency from Eqn. 5.50 (solid), numerical simulation (circle) and experimental (square).
5.9 Linear Model

To illustrate the importance of the nonlinear model, it is compared to a linear one. Both formulations will assume only 1-D vertical motion.

5.9.1 Linear Model Assumptions

Multiple changes are required to both the linear and nonlinear equations in order to accurately compare the two. First, the damping term is now written as

\[
\text{Damping Term} = 2\zeta \omega_n \dot{z}.
\]

This type of damping is appropriate for the linear case, but will also be used in the nonlinear formulation. This is done in order to place emphasis on the nonlinearity of the \(V_{sub}\) and \(m_f\) terms. Other changes are made in the linear case, including

\[
\dot{V}(x, 0, t) = -A \Omega^2 \cos(\Omega t),
\]

\[
V_{sub} = \frac{2}{3} \pi R^2 (H_{sub}),
\]

and

\[
m_f = \frac{2}{3} \rho \pi R^3,
\]

For these to be accurate for the linear case, the buoy must oscillate about its center (i.e. \(\bar{z} = 0\)). Therefore, the buoy mass is set to 0.88 kg for both formulations.

5.9.2 Comparison to Nonlinear Model

The first wave forcing frequency is lowered to 0.9\(\pi\) rad/s, which corresponds to one-fourth of the buoy's natural frequency. Using the same wave amplitudes at the second through fourth harmonics, the two responses are compared in Fig. 5.21 and Table 5.2. The deficiency of the linear formulation in accurately predicting responses at the natural frequency can now be seen. The nonlinear formulation correctly predicts
the large response at the natural frequency, while the linear formulation yields a significantly lower response.

Figure 5.21: Frequency response comparison for linear vs nonlinear cases: \( m_b = 0.88 \text{ kg} \).
Table 5.2: Linear vs. Nonlinear Response for $m_b = 0.88 \ kg$

<table>
<thead>
<tr>
<th>Frequency</th>
<th>$A_n (mm)$</th>
<th>Nonlinear $\frac{z_n}{A_n}$</th>
<th>Linear $\frac{z_n}{A_n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>11</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2$\Omega$</td>
<td>0.8</td>
<td>1.3</td>
<td>2</td>
</tr>
<tr>
<td>3$\Omega$</td>
<td>0.9</td>
<td>2.1</td>
<td>8.1</td>
</tr>
<tr>
<td>4$\Omega$ ($\omega_n$)</td>
<td>0.08</td>
<td>52.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>

5.10 Conclusions

In ocean energy harvesting, not only is it important to fully understand the dynamics of the harvester itself, but also the mechanism by which the wave energy is transferred to the harvester. By doing a full nonlinear analysis of the spherical buoy, areas of potential efficiency increase were shown through the inherent nonlinearities of the buoy. The buoy was studied by using numerical simulation, deriving an analytical solution, and employing numerical continuation. This data was shown to be accurate and was then confirmed experimentally by tracking the sphere in the wave tank using image processing software. A linear model was also derived, and was shown to fail at predicting large displacements at frequencies other than the forcing frequency.
6

Nonlinear Dynamics of a Cylindrical Buoy

6.1 Introduction

Many studies have been conducted on a cylindrical buoy shape for both floating [19] and submerged [73] designs. As with the spherical buoy, most of these studies stipulate that the cylinder is tethered in some fashion [54]. In addition, many studies have been performed on cylinders that are directly attached to the ocean floor, in which case only the reaction forces are observed. Again in this chapter, a buoy setup is observed that is free to move in both the horizontal and vertical directions. In addition, the cylindrical buoy is now also free to rotate in the 2-D plane. Only this planar motion is considered since it was sufficient to describe the majority of the motion observed in experimental trials in the wave tank.

The cylindrical buoy exhibits significantly more complicated motion than its spherical counterpart. Being allowed to rotate in 2-D space has a large effect on the overall response. This also means that, as opposed to the spherical buoy, changing the position of the added mass along the vertical direction has a significant effect on the buoy’s behavior. Studies have also been performed and generalized for cylin-
drical buoys with an arbitrary cross section [76]. For our purposes, a buoy with a circular cross section is the only shape studied.

6.2 Problem Setup

This section sets up a mathematical description of the cylindrical buoy. It gives a general design that allows for changing the buoy mass, as well as the buoys center of gravity. The geometry of the cylinder is described in detail, including how it is affected by the passing waves.

![Cylinder diagram including important system parameters.](image)

**Figure 6.1**: Cylinder diagram including important system parameters.
6.2.1 Geometric Relationships

As with the spherical buoy, the submerged volume $V_{\text{sub}}$ is the most important term for the cylindrical buoy. The main assumption made in this section, similar to previously, is that the waveline is straight across the buoy, though its angle is allowed to change. First, the distance from the bottom of the cylinder to the added mass is defined as $L_2$ and the distance to the overall center of mass as $C$. To find the submerged height $H_{\text{sub}}$, the length of the buoy above the water $h_a$ is subtracted from the total buoy length $L$. Using the parameter definitions shown in Fig. 6.1, $h_a$ becomes

$$h_a = \frac{y_t - w(x_t, t)}{\sin (\pi - \phi - \theta)} \sin \phi,$$

(6.1)

given

$$x_t = x_0 + (L - C) \sin \theta,$$

(6.2)

$$y_t = z + (L - C) \cos \theta,$$

(6.3)

$$\phi = \frac{d}{dx} (w(x, t))|_{x_t} + \frac{\pi}{2},$$

(6.4)

where $(x_t, y_t)$ are the coordinates of the top of the cylinder, $\theta$ is the buoy tilt, and $\phi$ is a function of the wave angle. Then, the submerged height is simply

$$H_{\text{sub}} = L - h_a.$$

(6.5)

6.2.2 Vertical Equation of Motion

As done in the previous chapter, the motion in the vertical direction is easily described by using Morison’s equation.

$$(m_t + m_f) \ddot{z} + m_t g = \rho V_{\text{sub}} \left( g + C_M \dot{V} \right) + \frac{1}{2} \rho A_Z C_D (V - \dot{z}) |V - \dot{z}|$$

(6.6)

where $m_t$ is the total mass, as in
\[ m_t = m_c + m_a, \]  
\text{where } m_c \text{ is the mass of the actual cylinder without the added mass } m_a. \ V_{sub} \text{ is written as}

\[ V_{sub} = \pi \frac{D^2}{4} H_{sub}, \]

\text{where } H_{sub} \text{ is taken from Eq. 6.5.}

6.2.3 Horizontal Direction

The horizontal equation of motion for the cylinder is written as

\[ (m_t + m_f) \ddot{x} = \rho V_{sub} C_M \dot{U} + \frac{1}{2} \rho A_x C_D (U - \dot{x}) |U - \dot{x}|. \]  
\text{As in the spherical buoy chapter, } U \text{ is the horizontal water velocity and is a function of } t, x, \text{ and } z. \ \text{This spatial dependence was neglected in the previous chapter since the fluid velocity changes only slightly along the curved surface of a small spherical buoy. For the cylindrical buoy, however, this change in fluid parameters must be accounted for. Therefore, for the total force in the horizontal direction, the forces found from Morison’s equation that have spatial dependence are integrated and averaged across the relevant surface. This is, as in the previous chapter, still ignored for the vertical forces, since the diameter of the cylinder is much less than its length.}

6.2.4 Simple Rotation

In order to describe the buoyancy force as the cylinder rotates, modeling the center of mass of the displaced fluid is required. Utilizing [55] this center of mass can be described by
Figure 6.2: Taken from [55], this figure shows the parameters of a fluid filled container system used to calculate the center of fluid mass around the cylindrical buoy.

\[ \bar{y} = \frac{D^2 \tan \theta}{16 f} \]  
(6.10)

\[ \bar{z} = \frac{f}{2} - p + \frac{(D \tan \theta)^2}{32 f} = -\frac{f}{2} + \frac{(D \tan \theta)^2}{32 f} \]  
(6.11)

This is because \( f = p \) in this specific case. Knowing these values, the moment equation for the cylinder becomes

\[ I_T \ddot{\theta} + F_B (\cos \theta \bar{y} + \bar{z} \sin \theta) - \frac{1}{2} \rho (H_{sub} D) C_D \dot{\theta} | \ddot{\theta} \bar{z} = 0, \]  
(6.12)

where \( I_T \) is the total inertia of the buoy. This term can be solved for by initially describing the inertia of the cylinder itself,

\[ \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_0^{2\pi} \int_{r_1}^{r_2} \rho_c \left( (r \sin(\theta))^2 + z \right) r \ dr \ d\theta \ dz, \]  
(6.13)
where \( r_1 \) and \( r_2 \) are the inside and outside radii of the thin-walled cylinder, respectively, and \( \rho_c \) is the mass density of the buoy, written as

\[
\rho_c = \frac{m_c}{\pi (r_2^2 - r_1^2)L}.
\]  

Solving this equation, we get that the inertia of the cylinder itself is

\[
I_c = \frac{1}{12} m_c L^2 + \frac{1}{4} m_c \left( r_1^2 + r_2^2 \right).
\]  

To account for the added mass, the parallel axis theorem is used, which gives a total inertia of

\[
I_T = \frac{1}{12} m_c L^2 + \frac{1}{4} m_c \left( r_1^2 + r_2^2 \right) - m_a \left( \frac{L}{2} - C \right)^2.
\]  

6.3 Static Analysis

This section analyzes how the cylindrical buoy reacts in still water. The buoy is given a small initial displacement to create oscillatory motion, which is then studied. This section also observes how changing buoy parameters affect qualities such as the natural frequency.

6.3.1 Linear Natural Frequency About Nonlinear Equilibrium

As shown in the previous chapter, the linear natural frequency can be estimated as

\[
\omega^2 = \frac{\partial F_B}{\partial z} \bigg|_{z=\tilde{z}}.
\]  

For the cylindrical buoy, the buoyancy force is written as

\[
F_B = \rho g V_{sub} = \rho g \frac{\pi D^2}{4} H_{sub}
\]
where $H_{sub}$ is simply

$$H_{sub} = \frac{L}{2} - z \quad (6.19)$$

since $w = 0$ in the static case. As before, $m_f$ is proportional to the displace mass, except the ratio is now 1 : 1 (since $C_A$ for a cylinder is 1). Therefore, the hydrodynamic mass becomes

$$m_f = \rho V_{sub} = \rho \frac{\pi D^2}{4} \left( \frac{L}{2} - \tilde{z} \right). \quad (6.20)$$

The equilibrium position ($\tilde{z}$) is again found by balancing the buoyancy and gravity forces

$$m_t g = \rho g V_{sub}, \quad (6.21)$$

which results in

$$\tilde{z} = \frac{L}{2} - \frac{4m_t}{\rho \pi D^2} \quad (6.22)$$

Putting all of these terms together, the natural frequency simplifies to

$$\omega_n = \sqrt{\frac{\rho g \pi D^2}{8m_t}}. \quad (6.23)$$

Figure 6.3 shows how this natural frequency changes with buoy mass, as well as a comparison of this analytical natural frequency to that found with numerical simulation.
Figure 6.3: This figure shows how the natural frequency of the cylindrical buoy changes with increasing buoy mass. The analytical solution is also compared to the solution found through numerical simulation (analytical: solid black line, numerical: blue boxes).

Changing Parameters

It is beneficial to observe how the system changes when varying different parameters. Figure 6.4 shows how changing the cylinder diameter $D$ affects the natural frequency curve. From this figure, it is clear that an increasing mass decreases the natural frequency, while an increasing diameter increases the natural frequency. This is as expected, since Eqn. 6.23 shows that $\omega_n$ decreases proportional to $\frac{1}{\sqrt{m}}$ and increases proportional to $D$. This is also somewhat intuitive: natural frequency is generally inversely proportional to mass, while increasing the buoy diameter increases the buoyancy force (and therefore natural frequency) since the buoyancy force is proportional to $D^2$. Figure 6.5 shows this trend from a different view, with $\omega_n$ increasing.
with $D$. This linear trend confirms the linear dependence of the natural frequency to $D$ in Eqn. 6.23, as mentioned previously.

**Figure 6.4**: Natural frequency dependence on total buoy mass ($m_t$) and trend observed by increasing the cylinder diameter ($D$).
6.4 Numerical Modeling of Dynamic Behavior

Now that the equations of motion for the cylindrical buoy have been derived, this motion can be simulated numerically. As shown in Fig. 6.6, the buoy oscillates in the vertical, horizontal, and angular directions while also traveling in the positive horizontal direction. This particular simulation had a forcing frequency of \(0.4\omega_n\). If we increase the forcing frequency to \(0.6\omega_n\) and \(0.8\omega_n\), for example, we get the results in Figs. 6.7 and 6.8, respectively.

Figure 6.9 shows the frequency spectrum for the vertical component of the 2-D motion. Figure 6.10 shows the spectrum for the vertical, horizontal, and angular...
cylinder motion. It can be seen in these three figures that as the forcing frequency increases, the vertical and horizontal amplitudes also increase, as expected, while the angular motion has a different shape.

It should be noted that, since the horizontal motion includes both an oscillating and drift component, these two motions were solved for separately. Fig. 6.10 shows only the oscillating component, which has a significantly smaller amplitude than its vertical counterpart. These values were found by detrending the horizontal motion data (i.e. taking out the linear trend) and then finding the oscillation amplitudes. To find the drift amplitudes, the slope of the linear trend is calculated. This can be seen in Fig. 6.11. The drift motion spectrum has an almost identical shape to that of the vertical motion, though with different amplitudes. It can also be seen that for the majority of the frequency spectrum shown, the drift amplitude is significantly larger than the oscillation amplitude.

6.4.1 Numerical Continuation

As with the spherical buoy, numerical continuation (more specifically collocation) is implemented for comparisons to the 1-D vertical solution found with numerical simulation. Figure 6.4.1 shows the frequency response for the solution from continuation. As previously mentioned for the spherical buoy, however, numerical simulation will be used to obtain further information about the 2D motion. Since these two methods were shown to correlate well, either is sufficient to gather relevant data.
Figure 6.6: Numerical simulation of 2D motion of the cylindrical buoy. The buoy exhibits vertical, horizontal, and angular harmonic oscillations, while the horizontal direction also has a traveling component. This motion is for a forcing frequency of $0.4\omega_n$. 
Figure 6.7: Numerical simulation of 2D motion of the cylindrical buoy. This motion is for a forcing frequency of $0.6\omega_n$. 
Figure 6.8: Numerical simulation of 2D motion of the cylindrical buoy. This motion is for a forcing frequency of $0.8\omega_n$. 
Figure 6.9: Frequency response of the cylindrical buoy during 2D motion, only vertical oscillation amplitude ratio shown.
Figure 6.10: Frequency response of the cylindrical buoy during 2D motion, with vertical, horizontal and angular amplitude ratios shown.
Figure 6.11: Frequency response of the cylindrical buoy during 2D motion, with vertical, horizontal and angular amplitude ratios shown, now including linear trend (i.e. drift, blue star)
Figure 6.12: Numerical simulation of 2D motion of the cylindrical buoy. This motion is for a forcing frequency of $1.2\omega_n$, showing large increase in horizontal oscillation amplitude.
Figure 6.13: Frequency response graph for the cylindrical buoy using numerical continuation for the 1-D vertical scenario.
6.5 Analytical Model

6.5.1 1-D Vertical Solution

The analytical model for the cylindrical buoy is almost identical to that of the spherical buoy, with a few minor changes. First, there is a different projected area in the vertical direction \( A_z \). Since only the vertical motion is considered, this is simply the constant

\[
A_z = \pi R^2.
\]  

(6.24)

Additionally, there is a different formula for the submerged volume \( V_{sub} \), which was already derived in Eqn. 6.8. Every other element of the analytical formulation is the same as in Ch. 5.

Figure 6.5.1 shows the frequency response of the analytical solution found for the cylinder. This frequency response graph shows no hardening or softening characteristics, which is different from the sphere. This is simply because of the fact that they buoyancy force for the cylinder is linear with the vertical displacement, as opposed to the sphere which has a \( z^3 \) relationship.
Figure 6.14: Frequency response graph for the cylindrical buoy using the analytical formulation for the 1-D vertical scenario.
Figure 6.15: Frequency response comparison for numerical (red squares), analytical (blue dots), and continuation (black x’s)
6.6 Conclusions

As with the spherical buoy, a full nonlinear analysis of the cylindrical buoy is vital to create an efficient ocean energy harvesting system. A static analysis was performed and a derivation of the buoy's natural frequency was shown to be accurate for both numerical and analytical formulations. It was also shown how this natural frequency changes with altering parameters such as the buoy mass and diameter. The cylindrical buoy was then studied through numerical simulations and an analytical solution was derived. In the planar motion, it was shown that significant drift can occur in the horizontal direction for multiple forcing frequencies. Finally, solutions were compared for numerical simulation, the analytical solution, and numerical continuation and shown to be accurate.
7

Harvesting Energy from Athletics for an Intelligent Measurement Device

7.1 Introduction

Energy harvesting from human motion has been an area of interest for many years, and for many different purposes [45, 52, 56]. Mateu has studied the application of human energy harvesting to power microsensors using many different excitation sources, including simple vibration and temperature variation [42, 40]. Mateu also describes a piezoelectric system designed to be inserted into a shoe [41]. Beeby describes a relatively simple design that takes up very little space (volume of 0.15 $cm^3$) and uses low ambient vibration levels to harvest energy [5]. Such a design comes very close to the needs described in this chapter. The motivation for this particular study focuses on the athlete. Utilizing the large amount of energy an athlete expends can result in many benefits, as shown in the next few sections.

Many products have been marketed towards athletes for use in a typical workout scenario. In general, the main purpose of these products is to help power a timing or monitoring device (such as a watch that gives workout time and heart rate). However,
they are rarely solely powered by the energy harvesting devices, still relying on a battery to function. For the specific purpose shown in the next section, the desire is to create a device that is powered entirely by human motion.

Athletes who do running events such as a 5K or triathlons are given the option of receiving an official time from the race organizers. This is almost always accomplished by a simple timing chip. The two general forms these take are a circular, battery-powered chip (which often requires a strap to attach to the body) or a rectangular RFID chip that can be looped through shoelaces, both of which are shown in Fig. 7.1. These devices simply send out a signal when they interact with a magnetic field, which is created by mats located at the beginning and end of the race, as shown in Fig. 7.2. In this scenario, the only information given by the timing chips is overall race time. In addition, the mats can be very expensive and the chips require battery replacement relatively often. One of the goals of this study is to create a device that not only is powered entirely by the athlete, but that gives far more information than total race time.

There are currently devices that use GPS to track the displacement and speed of the athlete. They are, however, very expensive, dependent on satellite signal quality, and require battery power. They will therefore most likely never be used on a wide scale in any race. The last goal of this study is for the device to be able to give the same information to the athlete in a much more user-friendly, less expensive form using a simple energy harvesting design.
Figure 7.1: Two most common examples of timing chips. Includes a battery-powered and RFID chip.
Figure 7.2: Running mat that is commonly used in running events. The magnetic field created by the mat interacts with the timing chip in order to register an athlete’s start and finish time.
7.2 Dynamics of the Athlete

In order to know the maximum power gained from the athlete, the dynamics of his/her motion must be known. This section describes the motion of an athlete in a running scenario. The data is found by again implementing image processing software, which also gives a beneficial visual representation of the athlete’s motion.

7.2.1 Experimental Processes

As opposed to traditional methods of obtaining the dynamics of a system, such as accelerometers, all of the experimental data was found by again using ProAnalyst. This section describes the motion found for a runner.
7.2.2 A Runner

In many previous studies of human motion, inverse dynamics was used to determine the motion attributes. An example of this process for human motion can be seen in [47]. Here, a person walked on a contact plate that determined the ground reaction forces. From this, a link model was used to calculate the corresponding forces and motions up through the leg to the rest of the body. This process can be fairly accurate, but still requires making certain simplifying assumptions, such as viewing human limbs as a link model. Figure 7.4 shows an example diagram of how the forces and accelerations are determined with inverse dynamics.

![Diagram of inverse dynamics](image)

**Figure 7.4**: Example of how inverse dynamics determines forces and accelerations at different body parts by using an impact plate and assuming a link model.

Another common process for determining human motion is image processing. With this, it’s simple to track a specific point or points on the body by using some type of marker to distinguish the point from the background. For this study, image
processing is implemented to obtain the dynamics, with an example shown in Fig. 7.5.

![Figure 7.5: Runner 1: Example snapshot of how image processing software is used to obtain data.](image)

Filming the runner on the track, as shown in this figure, is not ideal. Unless a track for the camera that moves with the runner is used, sufficient data cannot be obtained. Though it slightly changes the running motion, data in this study was taken from each runner on a treadmill. This allows for sufficient data and knowledge of the exact running speed with very little change in the runner’s motion. An example of this is shown in Fig. 7.6.
Maximizing Potential Power

The paper by Niu [47] also gives data for multiple body parts, including the ankle, knee and hip. They determined the available power at each body part by using inverse dynamics, as described earlier. Figure 7.7 shows some of the results from the Niu paper. This figure shows that the most available power occurs at the ankle. Therefore, for the purposes of this study where the goal is to harvest to greatest amount of energy from human motion, only the dynamics of the ankle are studied.
Figure 7.7: Taken from [47], gives the experimentally determined available power for different parts of the body while walking, where the ankle is shown to have the highest amount of available power.

<table>
<thead>
<tr>
<th>Joint/Motion</th>
<th>Work  [J/step]</th>
<th>Power [W]</th>
<th>Max moment [Nm]</th>
<th>Negative work [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heel Strike</td>
<td>1 (1-5)</td>
<td>2 (2-20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ankle</td>
<td>34.9 (33.4)</td>
<td>69.8 (66.8)</td>
<td>~140</td>
<td>42 (28.3)</td>
</tr>
<tr>
<td>Knee</td>
<td>24.7 (18.2)</td>
<td>49.5 (36.4)</td>
<td>~40</td>
<td>85.2 (92)</td>
</tr>
<tr>
<td>Hip</td>
<td>19.6 (18.96)</td>
<td>39.2 (38)</td>
<td>~40</td>
<td>11.5 (19)</td>
</tr>
<tr>
<td>Elbow</td>
<td>1.07</td>
<td>2.1</td>
<td>1-2</td>
<td>37</td>
</tr>
<tr>
<td>Shoulder</td>
<td>1.1</td>
<td>2.2</td>
<td>1-2</td>
<td>61</td>
</tr>
<tr>
<td>Center of Mass</td>
<td>0.5</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Results

Data was taken for multiple subjects running at speeds varying from 0.89-3.98 m/s (2-8 MPH). This speed range includes slow walking (30 min. mile, 0.89 m/s) and relatively high speed running (7.5 min. mile, 3.58 m/s), and therefore covers most of the possible motions of the runner. The statistics of each runner can be seen in Fig. 7.8. After obtaining the experimental data using the image processing software, the acceleration profiles for the different runners were compared.

<table>
<thead>
<tr>
<th></th>
<th>Runner 1</th>
<th>Runner 2</th>
<th>Runner 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>Height</td>
<td>6’1”</td>
<td>6’4”</td>
<td>5’6”</td>
</tr>
<tr>
<td>Age</td>
<td>24</td>
<td>25</td>
<td>24</td>
</tr>
<tr>
<td>Activity Level (1-10)</td>
<td>8</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

**Figure 7.8:** Statistics and attributes of the three runners observed in this study. Activity level is an estimate of the relative athletic/workout level of each subject, ranging from sedentary (1) to regular exercise (10).

Figs. 7.9-7.11 show the acceleration characteristics for speeds 0.89-3.13 m/s (2-7 MPH) for runners 1, 2 and 3, respectively. The acceleration profiles for all three runners at walking speeds runners are similar in shape and phase, with runner 3 having higher amplitudes. When changing from walking, runners 1 and 2 maintain their profile similarities, with runner 3 having a slightly different shape. However, it
can be seen from these profiles that for all runners, the accelerations in the horizontal direction are much larger than the vertical accelerations, which intuitively seems obvious. It therefore becomes apparent that from an energy harvesting standpoint, a potential harvester should be designed to operate along the horizontal direction where the accelerations are the largest.

Figure 7.9: Runner 1: Second time derivative the configuration space for speeds of 0.89-3.13 m/s (2-7 MPH), with first running speed highlighted. The first four harmonics of the motion are used.
A common shape for a runner’s acceleration profile can be seen in Fig. 7.12. Labeled in this figure are the leg positions and corresponding velocities where the vertical and horizontal accelerations reach their maximum and minimum values. Also shown is the direction along this trajectory the accelerations follow throughout a single stride.

*Fourier Analysis*

Using the data obtained in the previous section, the runners’ motions were recreated numerically using Fourier analysis. Though the image processing software gives position data, accelerations are the important values. When the time derivatives are taken for this position data numerically, significant noise is created. Fourier analysis allows for this noise to be filtered out, giving only relevant data. Figs. 7.14-7.17 show the comparison between the original acceleration time series and the recreated time series, the frequency spectrum, and the second derivative of the configuration space for particular runners and speeds. Common among these figures is a large response at the first harmonic, the largest accelerations in the horizontal direction, as well as a relatively sharp decrease in magnitude after the fourth or fifth harmonic.

For runners 1 and 2, the majority of the available power is located within a 2 Hz range for the entire range of speeds 0.89-3.98 m/s (2-8 MPH), as shown in Figs. 7.18-7.21. Though the motion of runner 3 is more spread out over the frequency spectrum, a relatively large percentage of power is still available in the same 3-4 Hz range. This is good news as far as energy harvesting is concerned, since the harvester can operate at a high efficiency while having a relatively small bandwidth.
Figure 7.10: Runner 2: Second time derivative the configuration space for speeds of 0.89-3.13 m/s (2-7 MPH), with first running speed highlighted. The first four harmonics of the motion are used.
Figure 7.11: Runner 3: Second time derivative the configuration space for speeds of 0.89-3.13 m/s (2-7 MPH), with first running speed highlighted. The first four harmonics of the motion are used
Figure 7.12: General acceleration profile for a runner. Shown are the four positions where maximum and minimum $X$ and $Y$ accelerations take place.
Figure 7.13: Runners 1 (black dashed), 2 (blue solid), and 3 (red dot-dashed): main frequency as it changes with running speed. Red circle shows where runner changed from walking to running.
Figure 7.14: Runner 1: recreated leg motion for a running speed of 2.24 m/s (5 MPH), the first running speed.
Figure 7.15: Runner 2: recreated leg motion for a running speed of 1.79 m/s (4 MPH), the first running speed.
Figure 7.16: Runner 3: recreated leg motion for a running speed of 2.24 m/s (5 MPH), the first running speed.
Figure 7.17: Runner 1: recreated leg motion for a running speed of 3.58 m/s (8 MPH)
Figure 7.18: Runner 1: frequency response including all running speeds from 0.89-3.98 m/s (2-8 MPH), shown in three dimensions. Red lines show that most available energy is between 0.8 and 3 Hz.
Figure 7.19: Runner 2: frequency response including all running speeds from 0.89-3.98 m/s (2-8 MPH), shown in three dimensions. Red lines show that most available energy is between 0.8 and 3 Hz.
Figure 7.20: Runner 1: frequency response including all running speeds from 0.89-3.98 m/s (2-8 MPH). Shows how for this large range of speeds, most of the energy is concentrated in a small range of frequencies.
Figure 7.21: Runner 2: frequency response including all running speeds from 0.89-3.98 m/s (2-8 MPH).
7.3 Applicable Energy Harvester

Since the prevalent forcing frequencies of human motion are low (< 5 Hz), most of the commonly used energy harvesters are ineffective. For example, while using piezoelectrics on a cantilever beam works well for most vibratory environments, the beam would have to be quite large to have such a low natural frequency. Since our design will be limited in size, this is not a viable option. In addition, since power is, in general, more efficiently transmitted at higher frequencies, the energy harvester design for this particular scenario must be able to convert low frequency energy into more readily usable high frequency energy.

A schematic of the proposed design can be seen in Fig. 7.22. It is a chip where a magnetic ball is allowed to travel along a circular track. When a system of coils is placed in close proximity to the chip, the relative motion of the magnetic ball can induce a current, which is used for energy harvesting.

Figure 7.22: New, simpler design consisting of a small magnetic ball moving in a circular track around a winding of coils.

To derive the equations of motion for this system, the position vectors are de-
derived first. The positions and rotation of the chip $x$, $y$ and $\phi$ are prescribed values determined from experimental data. Therefore, the equation of motion will only be a function of the variable $\theta$. The position vector to the magnetic ball $\vec{r}_b$ can be written as

$$\vec{r}_b = \vec{r}_g + \vec{r}_{b/g},$$

(7.1)

where these vectors can be seen in Fig. 7.23. The terms on the right hand side of Eqn. 7.1 are
\( \vec{r}_g = \begin{bmatrix} x \\ y \end{bmatrix} , \)  \( (7.2) \)

\[
\vec{r}_{b/g} = \begin{bmatrix} R_m \sin(\theta + \phi) \\ -R_m \cos(\theta + \phi) \end{bmatrix} , \quad (7.3)
\]

where \( R_m \) is the distance to the middle of the magnetic ball, written as

\[ R_m = \frac{R_o + R_i}{2} , \quad (7.4) \]

where \( R_o \) and \( R_i \) are the outer and inner radius of the chip, respectively. The angles \( \phi \) and \( \theta \) describe the rotation of the entire chip and the magnetic ball, respectively. It can now be seen that the vector \( \vec{r}_b \) becomes

\[
\vec{r}_b = \begin{bmatrix} x + R_m \sin(\theta + \phi) \\ y - R_m \cos(\theta + \phi) \end{bmatrix} . \quad (7.5)
\]

Taking the time derivative, the total velocity of the ball is found to be

\[
\dot{\vec{r}}_b = \begin{bmatrix} \dot{x} + R_m \cos(\theta + \phi) \left( \dot{\theta} + \dot{\phi} \right) \\ \dot{y} + R_m \sin(\theta + \phi) \left( \dot{\theta} + \dot{\phi} \right) \end{bmatrix} . \quad (7.6)
\]

From this, the kinetic energy can be written as

\[ T = \frac{1}{2} m_b \left( \vec{\dot{r}}_b \cdot \vec{\dot{r}}_b \right) . \quad (7.7) \]

The potential energy is simply described as

\[ mgy + mgR_m \left( 1 - \cos(\theta + \phi) \right) \quad (7.8) \]

The Lagrangian term becomes
\[ L = T - V = \frac{1}{2} m_b \left( \vec{r}_b \cdot \dot{\vec{r}}_b \right) - m_b g R_m \left( 1 - \cos(\theta + \phi) \right) \]  

(7.9)

As done previously, the equation of motion can be found by using Lagrange’s equation (2.1). This gives the following equation of motion

\[ m R_m \left( \ddot{R}_m \left( \dot{\theta} + \dot{\phi} \right) + \ddot{x} \cos(\theta + \phi) + (\ddot{y} + g) \sin(\theta + \phi) \right) = 0 \]  

(7.10)

Table 7.1 shows the final dimensions for the circular harvester, including the radius of the magnetic ball \( r_b \). These values were chosen by conducting numerical simulations with varying radii to determine which set of values gave the highest possible energy output. A comparison of different radii can be seen in Fig. 7.24.

<table>
<thead>
<tr>
<th>( R_o )</th>
<th>( R_i )</th>
<th>( r_b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5 cm</td>
<td>1.5 cm</td>
<td>0.5 cm</td>
</tr>
</tbody>
</table>

7.3.1 Numerical Simulation

Using the equation of motion given in Eqn. 7.10, the dynamics of the harvester can be simulated with the previously experimentally found human motion as the excitation. The values used can be seen in Table 7.2. Figures 7.27-7.31 show the time series of the velocity of the magnetic ball for multiple running speed excitations. Table 7.3 shows the theoretical max power than can be created by the harvester. This was calculated by using the kinetic energy of the magnetic ball \( T \), as in

\[ P_i = \frac{d}{dt} (T) \]  

(7.11)

where \( P_i \) is the instantaneous power and \( T \) was given in Eqn. 7.7. These values, of course, are idealized, and are much larger than the actual power that will be harvested.
through the interaction with the coils. This simplification does, however, allow for a direct comparison between varying chip dimensions and excitation frequencies.
Table 7.2: Runner Excitation Values

<table>
<thead>
<tr>
<th>Speed (mph)</th>
<th>Freq. (Hz)</th>
<th>Amp. x (m)</th>
<th>Phase x (rad)</th>
<th>Amp. y (m)</th>
<th>Phase y (rad)</th>
<th>$\phi$ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.65</td>
<td>0.15</td>
<td>1.74</td>
<td>0.03</td>
<td>-2.34</td>
<td>0.79</td>
</tr>
<tr>
<td>4</td>
<td>1.24</td>
<td>0.16</td>
<td>-2.85</td>
<td>0.05</td>
<td>-0.83</td>
<td>1.22</td>
</tr>
<tr>
<td>8</td>
<td>1.42</td>
<td>0.2</td>
<td>1.34</td>
<td>0.06</td>
<td>-2.83</td>
<td>1.22</td>
</tr>
</tbody>
</table>
Figure 7.25: Example of harvester strapped to the ankle of a runner.
Figure 7.26: Screen shot of animation from numerical simulation of the circular energy harvester when excited by human motion.
Figure 7.27: The simulated velocity of the magnetic ball inside the circular harvester excited by an athlete walking at 2 mph. Shown in terms of [a] angular velocity (radians/second), [b] rotational velocity (rotations/second), and [c] total velocity (meters/second).
Figure 7.28: Frequency response, in terms of rotations per second, for the magnetic ball when excited by the subject walking at 2 mph.
Figure 7.29: The simulated velocity of the magnetic ball inside the circular harvester excited by an athlete running at 4 mph. Shown in terms of [a] angular velocity (radians/second), [b] rotational velocity (rotations/second), and [c] total velocity (meters/second).
Figure 7.30: Frequency response, in terms of rotations per second, for the magnetic ball when excited by the subject running at 4 mph.
Figure 7.31: The simulated velocity of the magnetic ball inside the circular harvester excited by an athlete running at 8 mph. Shown in terms of [a] angular velocity (radians/second), [b] rotational velocity (rotations/second), and [c] total velocity (meters/second).
Figure 7.32: Frequency response, in terms of rotations per second, for the magnetic ball when excited by the subject running at 8 mph.
### Table 7.3: Circular Harvester Theoretical Max Power

<table>
<thead>
<tr>
<th>Mass (kg)</th>
<th>Speed (mph)</th>
<th>Max Power (W)</th>
<th>Avg. Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>2</td>
<td>2m</td>
<td>0.02m</td>
</tr>
<tr>
<td>m</td>
<td>4</td>
<td>14.2m</td>
<td>1.1m</td>
</tr>
<tr>
<td>m</td>
<td>8</td>
<td>21m</td>
<td>3.2m</td>
</tr>
<tr>
<td>0.001</td>
<td>2</td>
<td>0.002</td>
<td>0.00002</td>
</tr>
<tr>
<td>0.001</td>
<td>4</td>
<td>0.0142</td>
<td>0.0011</td>
</tr>
<tr>
<td>0.001</td>
<td>8</td>
<td>0.021</td>
<td>0.0032</td>
</tr>
<tr>
<td>0.01</td>
<td>2</td>
<td>0.02</td>
<td>0.0002</td>
</tr>
<tr>
<td>0.01</td>
<td>4</td>
<td>0.142</td>
<td>0.011</td>
</tr>
<tr>
<td>0.01</td>
<td>8</td>
<td>0.21</td>
<td>0.032</td>
</tr>
</tbody>
</table>

### 7.4 Conclusions

The two-dimensional walking/running motion exhibited by athletes was studied by first implementing image processing software. After observing multiple subjects on a treadmill, the data obtained was recreated numerically. Commonality was shown for multiple subjects in both the frequency spectrum and in respective acceleration profiles. This data was then used as input excitations to a potential energy harvesting system. The equation of motion for this design was derived, its dimensions were chosen based on overall harvester performance, and multiple numerical simulations were performed to determine potential power output.
Summary, Conclusions, and Future Research

8.1 Summary and Conclusions

The research described in this document explores the nonlinear and multi-frequency dynamics of many systems which have potential applications to energy harvesting. The importance of utilizing the inherently nonlinear attributes of certain harvester designs, as well as ambient vibratory environments, is shown by comparing linear and nonlinear formulations. This research provides a foundation for potential future advances in the area of nonlinear energy harvesting.

Chapter 2 gave brief descriptions of the multiple theoretical methods commonly employed to analyze dynamical systems. This included Lagrange’s equation, harmonic balance, and numerical continuation. Examples were shown on how to apply these methods to simple dynamical systems such as a harmonic oscillator, which laid the groundwork for implementing them for more complicated systems studied later.

The thoroughly researched area of linear energy harvesting was described in Chapter 3. Two energy harvesting systems that are often modeled linearly were shown. These two systems were the linear inertial harvester and the coupled electromechan-
ichal harvester. The linear equations for these two systems were derived using some of the methods described in Chapter 2. The idea that linear energy harvesters are not practical for ambient systems was again shown.

Chapter 4 describes the mathematical models for different wave tank designs often used in experimental analysis. These designs include single and double-flap wavemakers, as well as the plunging wavemaker design that is used in the experimental investigations in multiple chapters. Additionally, the wave amplitude was tracked for multiple operating frequencies in order to observe any patterns present. From the obtained data, it was shown that the 'beach' used to minimize reflections was insufficient in size/damping ability.

Chapter 5 described the 2D nonlinear motion of an untethered spherical buoy when excited in a wave environment. The theoretical natural frequency was derived and shown to be accurate through numerical and experimental investigations. A full nonlinear analysis of the buoy was performed using analytical and numerical methods. Additionally, these results were compared to experimental investigations performed using the wave tank described in Chapter 4. The derived equations of motion were shown to be accurate by comparing an analytical solution, numerical simulation, experimental data, and numerical continuation. These solutions were compared to the equations of motion derived for a linear model, and it was shown that the linear model fails to accurately predict the complex motion of the buoy.

Chapter 6 performed all of the analysis from the previous chapter, now on a cylindrical buoy. In addition to the 2D motion, the cylinder was also allowed to rotate in the plane. As before, the theoretical natural frequency was derived and validated through numerical simulation. Certain parameters of the buoy, such as the mass and radius, were altered to show how they affect the natural frequency. A nonlinear analysis was performed using numerical and analytical methods. The 1D vertical motion was shown to be accurate using multiple techniques, including numerical
continuation, simulation, and an analytical solution. Then, the full 2D formulation was simulated numerically for different buoy masses and forcing frequencies to show the patterns exhibited in the motion.

The multi-frequency motion exhibited by athletes during running and walking was shown in Chapter 7. The motion was found experimentally by filming test subjects walking and running on a treadmill. Then, using the image processing software utilized in previous chapters, the 2D motion was analyzed. This motion was then recreated numerically, both to observe common patterns exhibited among different subjects, and to use as an input to numerical simulations of an applicable energy harvesting device. The design for this device was a chip with a circular track containing a magnetic ball. As the ball moves through the track, it interacts with the coil setup located in the center of the chip, providing a certain amount of theoretical power. The purpose of this device was to collect energy from the motion of the subject in order to power a transmitter. This could eventually be used to transmit certain attributes of the subjects motion, such as position and speed, in order to have records of the desired information.

8.2 Future Directions for Research

In addition to providing valuable data and overall trends for the topics discussed, this research creates new paths for possible future investigations. These potential research contributions are arranged by their relevance to the topics covered, including spherical and cylindrical buoy motion, walking/running athlete motion, and expanded energy harvester analysis.

8.2.1 Spherical Buoy

The spherical buoy was studied for multiple masses and forcing frequencies in the wave tank, though all analysis was two-dimensional. Some future directions include:
1. A full 3D analysis of the buoy motion. It is possible to get out-of-plane motion under specific forcing parameters and buoy dimensions. Therefore, it is beneficial from an energy harvesting standpoint to understand and utilize this additional motion.

2. Eccentric mass placement. In this research, the buoy was modeled with the center of mass located at the center of the buoy. However, the spherical buoy can see significant tilting motion if the mass is positioned away from the center, which was also seen in the cylindrical buoy chapter. Again, this could help in terms of energy harvesting.

8.2.2 Cylindrical Buoy

The cylindrical buoy was also studied for multiple masses and forcing frequencies. It was additionally allowed to rotated in the 2D plane. Some possible areas of future research include:

1. As with the spherical buoy, it would be beneficial to understand the full 3D motion of the cylindrical buoy. In experimental trials, significant out-of-plane motion was shown to arise for many buoy dimensions and forcing parameters. As mentioned previously, this could increase energy harvesting potential.

2. Eccentric mass placement analysis. Though an added eccentric mass was studied for the cylindrical buoy, no analysis was done on the effect of altering its placement. Changing the added mass location could have a large effect on the overall motion.

8.2.3 Athlete Motion

The two-dimensional motion of athlete walking/running dynamics was studied for multiple runners and speeds. Experimental data was taken indoors and on a treadmill
for each subject. Future research topics may include:

1. Full walking/running analysis. Experimental data was taken for subjects on a treadmill, both for ease of tracking and in order to more accurately calculate their speed. However, there is most likely some difference in how a runner may perform on a treadmill vs. in an actual running event. Therefore, it would be highly beneficial to design a tracking system that could move with the runner, which would allow for large amounts of more accurate data.

2. Expansion of analysis to triathletes. Focus was placed solely on the runner in this research, though the proposed device would be just as beneficial for other athletic events, such as cycling and swimming. It would therefore be of interest to study cyclist and swimmer motion in order to determine if the energy harvesting device is efficient in these scenarios, or if a new design must be studied.

8.2.4 Energy Harvester Analysis

The proposed energy harvester design was studied in two dimensions for multiple excitation inputs. These inputs were calculated from experimental data obtained for the running subjects. Future areas of research may include:

1. Magnetic interaction. Focus was placed on the dynamics of the harvester itself, and not the magnet-coil interactions that will eventually need to take place in order to harvest energy. This interaction, of course, needs to be studied. This analysis may also provide insights into the harvester design not seen in the dynamic analysis.

2. 3D harvester analysis. In addition to the 2D rotational movement, it may be beneficial to observe the effect of stacking these harvesters. Also, the interactions between each rotating magnet would be an interesting dynamics problem,
and could potentially lead to an increase in harvested energy if designed correctly.
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