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Abstract

Image noise is a pervasive problem in medical imaging. It is a property endemic to all imaging modalities and one especially familiar in those modalities that employ ionizing radiation. Statistical uncertainty is a major limiting factor in the reduction of ionizing radiation dose; patient exposure must be minimized but high image quality must also be achieved to retain the clinical utility of medical images. One way to achieve the goal of radiation dose reduction is through the use of image post processing with noise reduction algorithms. By acquiring images at lower than normal exposure followed by algorithmic noise reduction, it is possible to restore image noise to near normal levels. However, many denoising algorithms degrade the integrity of other image quality components in the process.

In this dissertation, a new noise reduction algorithm is investigated: Correlated Polarity Noise Reduction (CPNR). CPNR is a novel noise reduction technique that uses a statistical approach to reduce noise variance while maintaining excellent resolution and a “normal” noise appearance. In this work, the algorithm is developed in detail with the introduction of several methods for improving polarity estimation accuracy and maintaining the normality of the residual noise intensity distribution. Several image quality characteristics are assessed in the production of this new algorithm including its effects on residual noise texture, residual noise magnitude distribution, resolution effects, and nonlinear distortion effects. An in-depth review of current linear methods for medical imaging system resolution analysis will be presented along with several newly discovered improvements to existing techniques. This is followed by the presentation of a new
paradigm for quantifying the frequency response and distortion properties of nonlinear algorithms. Finally, the new CPNR algorithm is applied to computed tomography (CT) to assess its efficacy as a dose reduction tool in 3-D imaging.

It was found that the CPNR algorithm can be used to reduce x-ray dose in projection radiography by a factor of at least two without objectionable degradation of image resolution. This is comparable to other nonlinear image denoising algorithms such as the bilateral filter and wavelet denoising. However, CPNR can accomplish this level of dose reduction with few edge effects and negligible nonlinear distortion of the anatomical signal as evidenced by the newly developed nonlinear assessment paradigm. In application to multi-detector CT, XCAT simulations showed that CPNR can be used to reduce noise variance by 40% with minimal blurring of anatomical structures under a filtered back-projection reconstruction paradigm. When an apodization filter was applied, only 33% noise variance reduction was achieved, but the edge-saving qualities were largely retained. In application to cone-beam CT for daily patient positioning in radiation therapy, up to 49% noise variance reduction was achieved with as little as 1% reduction in the task transfer function measured from reconstructed data at the cutoff frequency.

This work concludes that the CPNR paradigm shows promise as a viable noise reduction tool which can be used to maintain current standards of clinical image quality at almost half of normal radiation exposure. This algorithm has favorable resolution and nonlinear distortion properties as measured using a newly developed set of metrics for nonlinear algorithm resolution and distortion assessment. Simulation studies and the initial application of CPNR to cone-beam CT data reveal that CPNR may be used to reduce CT dose by 40%-49% with minimal degradation of image resolution.
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1. Introduction

Over the past few decades, there has been increasing awareness of the health risks associated with medical radiation exposure. In the United States (US), the average cumulative individual dose from all sources to a member of the population almost doubled from 3.6 mSv in the early 1980s to 6.2 mSv in 2006 owing largely to an almost seven-fold increase in medical radiation exposure. [1] The increase in medical radiation use was the only statistically significant change during those two decades; this was due primarily to the increased use of high dose computed tomography (CT) and nuclear medicine procedures (Figure 1.1 and Figure 1.2). [2] Of the estimated 434 million diagnostic procedures involving ionizing radiation performed in 2006, approximately 67 million (15%) were CT and 20 million (5%) were nuclear medicine procedures, yet they accounted for 75% of the total medical exposure to the population. [1] By contrast, the majority of diagnostic studies (≈324 million or 75%) were categorized as conventional radiography examinations which accounted for less than 11% of the total cumulative dose to the population. These increases in radiation exposure not only pose an increase in cancer risk to the overall population, but the risk to individuals has increased due to the increased prevalence and utilization of high dose medical procedures.
Figure 1.1: Medical radiation exposure of patients in the early 1980s.

Percentages quoted using effective dose equivalent ($H_E$). Medical radiation in the 1980s accounted for 15% of the total average radiation exposure to members of the US population. Data were obtained from NCRP Report 160. [3]

Figure 1.2: Medical radiation exposure of patients in 2006.

Percentages quoted using collective effective dose ($S$) to the patient population measured in person-Sv. Medical radiation in 2006 accounted for 48% of the total average radiation exposure to members of the US population. By comparison, background radiation accounted for 50% of the total average exposure. Data were obtained from NCRP Report 160. [3]
Highly publicized reports [4] have further emphasized that radiation exposure is on the rise as high radiation-output devices such as CT are being used more prevalently in medicine. Campaigns such as Image Wisely [5]and Image Gently [6, 7] have advocated the judicious use of medical radiation in keeping with the As Low As Reasonably Achievable (ALARA) principle. [8] A considerable volume of scientific work is also underway to determine the necessary and appropriate level of radiation dose for imaging, especially for procedures involving vulnerable members of the population such as children. [9-12] All of these factors have prompted the scientific and medical communities to develop and implement strategies for the more efficient use, management, and control of medical radiation.

1.1 Imaging Dose Reduction Strategies

There is a growing interest in the scientific community about the appropriate utilization of radiation dose in medical procedures and what can be done to minimize its negative impact while still maintaining the beneficial aspects of advanced diagnostic procedures. In response, investigators have taken several approaches to reducing the radiation dose required for a given diagnostic task. One approach to dose reduction in projection x-ray imaging is x-ray spectrum optimization. Through the selection of appropriate kVp and beam filtration, image signal-to-noise ratio (SNR) at a given radiation dose can be maximized. [13] A second approach to dose reduction is focused on improving the efficiency with which radiation is used by the imaging system. This imaging system characteristic is quantified by the detective quantum efficiency (DQE). Flat-panel detectors have improved the DQE(0) of radiography to about 65% from about 30% achieved with screen-film and computed radiography systems. [14]
Several other approaches to dose reduction have been implemented in CT. Tube current modulation can be used to minimize radiation exposure of more transmissive and/or radiosensitive parts of the anatomy such as the breast. [15-17] Another means of reducing dose has been accomplished by shaping the intensity profile of the x ray beam in CT using compensators such as bowtie filters. These filters shape the radiation beam to deliver less radiation to thinner, more transmissive parts of the patient anatomy such as the extremities. [18, 19] Finally, a new class of iterative CT reconstruction algorithms have made their way into clinical use. [20-23] These algorithms can be used not just for reducing imaging dose by up to eight-fold for a given image SNR, but also for improving the resolution of reconstructed images. Although iterative reconstruction techniques require longer reconstruction times than more conventional filtered back-projection methods, these algorithms are gaining increasing popularity among investigators and clinicians.

1.2 Image Processing Algorithms for Dose Reduction and SNR Improvement

Another strategy for reducing image noise is through the use of post-processing image noise reduction algorithms. These algorithms are generally used for one of two purposes in medical imaging: to improve the SNR of images acquired at a set dose or to match the SNR of reduce-dose scans to the SNR achieved at normal dose. In general, the remainder of the text will focus on the latter. One particular class of advanced algorithms for noise reduction includes algorithms which are nonlinear in nature. These algorithms depart from kernel-based linear smoothing approaches by implementing nonlinear denoising methods to achieve noise reduction without excessive blurring of anatomical information. Some popular algorithms which have been applied to medical imaging are the bilateral filter, [24-27] wavelet denoising, [28-31] and non-local means [32-34]. Each of
these algorithms has been used in x ray or CT imaging applications to achieve at least a two-fold reduction in noise variance (dose). Increasing the aggressiveness of these techniques can, however, impart undesirable characteristics into the post-processed image. Bilateral filtration, for instance, can produce a nonuniform residual noise print as a result of nonuniformities in noise processing near high contrast edges. Unnatural noise characteristics such as noise nonuniformity may cause observer confidence and performance to decline. [35] Other algorithms such as wavelet denoising have been shown to introduce nonlinear distortion artifacts when aggressively applied for image denoising. [36] Algorithms such as nonlocal means may also distort anatomical textures when applied to medical images; these textures are often times crucial to the diagnostic utility of medical images.

A second class of noise reduction algorithms is statistical in nature. One very popular statistical noise reduction paradigm is the family of anisotropic (partial) diffusion algorithms. [37-39] The anisotropic diffusion algorithm models image noise using the heat diffusion equation from physics. Smoothing of the image noise is modulated throughout the image with increased smoothing (conduction) in uniform image regions and reduced smoothing (conduction) at the edges of structured (anatomical) image content. Xia et al. [38] used this concept in application to breast CT imaging to reduce the dose by up to 60%. Yet another noteworthy statistical noise reduction algorithm which has been applied to chest and breast imaging is Bayesian image estimation (BIE). [40-45] The BIE approach evaluates the pattern of pixel-to-pixel variation and associates that pattern with the variations that would be expected from Poisson-distributed quanta. Any variations that are in excess of the amount expected from Poisson statistics are assumed to represent changes in the image due to anatomy and not noise. These statistical methods have generally
performed the best of all noise reduction strategies to date, but they take considerable time to compute due to their complex and iterative nature, and can leave various artifacts. Therefore, there is still cause to investigate new and promising nonlinear denoising approaches as an important component in the greater task of imaging dose management and SNR improvement.

### 1.3 Dissertation Objectives

This dissertation is focused on the development, assessment, and application of a new paradigm for medical image noise suppression called Correlated Polarity Noise Reduction (CPNR). Although several denoising algorithms have shown promise in the medical imaging field, there remain several important issues to be improved upon including:

1. Preservation of noise texture (spatial correlation)
2. Preservation of the noise magnitude distribution shape
3. Preservation of low contrast anatomical structure
4. Reduction/elimination of blurring and resolution artifacts

Using an iterative statistical approach, CPNR basically reverses the statistical process by which noise is added to an image from Poisson and random Gaussian-distributed processes. In doing so, experimental evaluation has shown that CPNR can lead to better than a two-fold reduction in radiation dose with minimal degradation of image quality (SNR and spatial resolution) and minimal artifacts. [46] Because the algorithm is simple in concept and does not require complicated manipulation of the image data, it can be implemented in a rapid fashion.

In order to assess the resolution properties of this new denoising technique, new tools for nonlinear algorithm metrology are developed. A review of current strategies for linear systems resolution assessment will show that they fail to properly account for
possible nonlinear distortions in image data. By investigating nonlinear algorithm response to a series of sinusoidal test signals, it will be shown that the contrast resolution and nonlinear distortion properties of nonlinear algorithms can be successfully separated for independent analysis. A comparison of CPNR against two other nonlinear denoising algorithms using the newly developed metrics shows that CPNR improves the resolution of low contrast-to-noise ratio (CNR) image details without the introduction of nonlinear distortions to the image data. This work in nonlinear resolution and distortion performance analysis represents a significant contribution to the field of medical imaging metrology.

In the final chapter of this dissertation, preliminary application of CPNR to CT denoising will be presented. Simulation studies show that a 40% reduction in image dose is possible with minimal degradation of image edges for conventional multi-detector CT. However, application of the new denoising techniques to clinically acquired cone-beam CT (CBCT) data show that up to 49% dose reduction is achievable with minimal loss of resolution. This work is followed by a summary of the dissertation and the proposal of future work.
2. Correlated Polarity Noise Reduction

Correlated polarity noise reduction (CPNR) is a novel noise reduction technique. It is a nonlinear, statistical noise reduction method which reduces image noise variance by first estimating the polarity (sign) of the random noise component followed by the subtraction of a pseudorandom number with matching polarity at every image pixel. For example, if the noise in a given pixel is estimated to be positive, then a random number that is also positive will be subtracted from that pixel. In this way, CPNR represents a major departure from more traditional noise reduction methods which estimate both the noise polarity and magnitude directly from image data. Using the CPNR strategy, image noise variance can be reduced by up to 40% per iteration with little negative impact on image resolution, few artifacts, and a residual noise print with “normal” appearance. In this chapter, CPNR will be developed in detail followed by examples of CPNR application to radiography. This work is prerequisite to CPNR application to CT (Chapter 5) and other medical imaging modalities such as tomosynthesis, fluoroscopy, and even nuclear medicine imaging.

Some of the work in this chapter was previously presented at the 2011 International Society for Optics and Photonics (SPIE) Annual Meeting followed by published conference proceedings. [46]

2.1 Introduction to CPNR

In general, a 2-D image $I(x,y)$ can be modeled as some signal of interest $S(x,y)$ and a random additive noise component $R(x,y; \sigma_N)$ with random distribution width defined by parameter $\sigma_N$: 
\[ I(x,y) = S(x,y) + R(x,y; \sigma_N) = S(x,y) + \text{pol}[N(x,y)]|N(x,y)|. \] (2.1)

Without loss of generality, Eq. (2.1) is represented in 2-D space and is easily expanded into higher-dimensional space. The equation is also written in terms of noise polarity \( \text{pol}[N(x,y)] \) and noise magnitude \( |N(x,y)| \) to aid the descriptions that follow.

The problem of image noise reduction has been approached by many authors through the use of many different algorithms – some linear, some nonlinear, some deterministic, and some statistical in nature. Conventional noise reduction algorithms generally conduct denoising by making some estimate of the image noise and subtracting it from the image data to produce an estimate of the noise-free or noise-reduced signal of interest. This approach can be problematic for several reasons. To obtain an estimate of the actual image noise, an algorithm must estimate both the sign of the noise (its polarity) as well as the noise magnitude directly from the image data at every image pixel. While this is generally not difficult to do in flat image regions devoid of signal structure, noise estimates near edges are often biased by large changes in the background or signal intensity. In the case of medical imaging, the signal of interest is some anatomical or physiological feature which generally contains edges that need to be preserved. If the changes in pixel intensity due to edges are mistaken for intensity change due to noise, the edges can be suppressed and artifacts may be introduced into the processed image. Low contrast features are also highly susceptible to this type of corruption. Furthermore, when estimates of the noise are made directly from image data, the processed noise print can look unnatural leading to issues with image interpretation. [35] These distortions in the noise texture should also be avoided to preserve the integrity and the utility of the medical image.

The CPNR concept is proposed as a potential solution to these problems which are typical of other denoising algorithms. CPNR was initially conceived and developed by
Dobbins who described the general concepts in a presentation at the Radiological Society of North America annual meeting in 1996. [47] It works by first making accurate estimates of the noise polarity followed by the subtraction of a random number with matching polarity:

\[ I'(x, y) = S(x, y) + N(x, y) - \text{pol}[N(x, y)] |R(x, y; \sigma_{N^r})|. \]  \hspace{1cm} (2.2)

In Eq. (2.2), \( I'(x, y) \) is an estimate of the noise-reduced image and \( |R(x, y; \sigma_{N^r})| \) is the absolute value of a random number with distribution width \( \sigma_{N^r} \) which is based on an estimate of the distribution width of \( N(x, y) \). By subtracting a random number, CPNR lets the statistical nature of the subtracted noise distribution reduce the noise variance. This avoids the error-prone process of trying to estimate the noise magnitude at every image pixel. By subtracting a random distribution of noise, it is hypothesized that, on average, image noise can be reduced while maintaining image noise texture with better preservation signal integrity. This is due to the fact that \( R(x, y; \sigma_{N^r}) \) is independent of the image itself. It would impossible for the subtracted noise distribution to be influenced by image edges, whereas subtracted noise magnitudes estimated directly from image data are very often corrupted by the influence of image edges leading to an assortment of problems including edge suppression, artifacts, and noise nonuniformity. Also, by subtracting random noise values, the residual noise print left after CPNR should have a “normal” appearance which is another desirable quality. Therefore, given a sufficiently accurate estimate of noise polarity combined with an appropriate subtracted noise distribution, better image noise suppression may be achieved using CPNR.

It is well known that adding or subtracting the values of two uncorrelated random variables results in a third random variable with greater variance than the original two random distributions. According to the propagation of error formula, a variable \( f \) obtained
by adding or subtracting two random number distributions according to \( f = aR_A \pm bR_B \) has variance

\[
\sigma_f^2 = a^2 \sigma_A^2 + b^2 \sigma_B^2 \pm 2ab \text{cov}_{AB},
\]

Indeed, if \( R_A \) and \( R_B \) are completely uncorrelated (i.e. their covariance \( \text{cov}_{AB} = 0 \)), their sum or difference always results in a third normal random variable with higher variance. However, the polarity term in the CPNR equation [Eq. (2.2)] creates positive correlation between the image noise and the subtracted random noise distribution, hence the name “Correlated Polarity Noise Reduction.” By positively correlating the sign of the random numbers, the covariance term in Eq. (2.3) is made positive which makes reduction in the residual variance possible.

The CPNR concept is demonstrated by a simple computer simulation in Table 2.1. Subtracting the values of two normally distributed random variables \( N_1(0, \sigma) \) and \( N_2(0, \sigma) \) with perfectly correlated polarities results in a third random variable with standard deviation of \( 0.85\sigma \) which corresponds to a 28% reduction in noise variance. By recursively applying this operation in an iterative framework, similar variance reduction can be achieved with every iteration. After \( j \)-iterations, the fundamental CPNR equation becomes

\[
l'_j(x,y) = l'_{j-1}(x,y) - \text{pol}\left[N'_{j-1}(x,y)\right] R_{j-1}\left(x,y; \sigma_{N'_{j-1}}\right), \quad \left\{ l'_0 = I \right\}_{\text{all}} l'_j = S'.
\]

<table>
<thead>
<tr>
<th>Table 2.1: MATLAB validation of the CPNR concept.</th>
</tr>
</thead>
<tbody>
<tr>
<td>\texttt{V1 = 1;} % Noise variance</td>
</tr>
<tr>
<td>\texttt{S1 = sqrt(V1);} % Noise standard deviation</td>
</tr>
<tr>
<td>\texttt{N1 = randn(2^25,1).*S1;} % Noise variable 1</td>
</tr>
<tr>
<td>\texttt{N2 = randn(2^25,1).*S1;} % Noise variable 2</td>
</tr>
<tr>
<td>\texttt{POL1 = sign(N1);} % Polarity of N1</td>
</tr>
<tr>
<td>\texttt{N2 = abs(N2).*POL1;} % Correlate polarities of N2 with N1</td>
</tr>
<tr>
<td>\texttt{N3 = N1-N2;} % Subtraction of N2 from N1</td>
</tr>
<tr>
<td>\texttt{VRATIO = var(N3)/V1;} % Change in noise variance</td>
</tr>
</tbody>
</table>
Figure 2.1 shows how the variance of a distribution of random Gaussian noise can be iteratively reduced using CPNR. The original noise image contains Gaussian-distributed random noise with standard deviation $\sigma_0 = 1$ and zero mean. When the polarity of the noise is known with 100% accuracy, on average, the random noise variance is reduced by 24% per iteration using the iterative CPNR technique in Eq. (2.4). This is strong evidence which suggests that CPNR may be a viable technique for noise suppression in medical imaging.
These results show iterative noise reduction by CPNR given that all polarities are known exactly. Each row depicts the noise, the noise polarity, and the intensity histogram associated with the respective noise image. The original noise distribution was simulated with $\mu_0 = 0$ and $\sigma_0 = 1$. The noise standard deviation is reduced by an average of 13% per iteration which, according to Poisson statistics, corresponds to a 24% reduction in variance (x-ray dose) per iteration.
2.2 Polarity Estimation

In this section, a method for estimating noise polarities from image data is introduced. Noise polarity estimation is the first key step in conducting CPNR; the accurate estimation of noise polarity is crucial to CPNR success. To estimate noise polarity, background trends and changes in pixel intensity due to anatomy must be ignored. This is achieved by making some fit to the anatomical signal and subtracting it from the image data. The sign of the residual should then provide an estimate of the noise polarity. By way of equation,

\[ \text{pol}(N') = \text{sgn}(I - S'). \] (2.5)

In Eq. (2.5), \( \text{sgn}(\quad) \) is the sign operator, \( I \) is the original image data, \( S' \) is a fit (estimate) of the noise-free signal \( S \), and \( \text{pol}(N') \) is the estimated noise polarity. If it were possible for \( S' \) to be a highly accurate estimate of the noise-free signal, the noise reduction problem would be largely solved and no further work would be required. However, accurate estimates of the noise-free signal are notoriously difficult near image edges, and this can lead to edge blurring and edge artifacts. On the contrary, the noise polarity estimation problem is a much easier one which does not require a perfect estimate of the noise-free signal for high polarity accuracy.

The robustness of the noise polarity estimation technique compared to the signal estimation technique is demonstrated in Figure 2.2. The signal \( S \) is strictly defined by the thick black line, and the noisy image data \( I \) are denoted by red “x” marks. Whereas it can be very difficult to accurately fit the noise-free signal value at each and every point along the black line, there is a wide range of possible fit values at each and every sample location that would return an accurate polarity estimate (denoted by the transparent green zones). In
this way, the noise polarity estimation problem is more resistant to errors in background (signal) trend fitting.

Figure 2.2: Noise polarity estimation versus signal fitting.

Highly accurate estimates of the noise-free signal $S$ are very difficult to achieve, especially in high noise environments. On the other hand, estimating noise polarity is a much easier task. Accurate noise polarity estimates can be achieved by any fit to the data which passes through the transparent green zones. In this way, the noise polarity estimation problem is much more forgiving to errors in background trend fitting.

Therefore, according to the CPNR paradigm, it is only necessary to estimate the signal $S$ with enough accuracy to get the noise polarity correct. This is a much easier task than trying to exactly estimate the noise-free signal itself with very high accuracy. In order for CPNR to achieve good noise polarity estimates, line segments are used to fit local image data and approximate neighborhood background trends due to anatomy. A rotated linear mask (Figure 2.3) is designed to sample the image data in the local neighborhood surrounding each image pixel at a particular angle. By rotating this mask through several angles $\theta$, angles containing strong edges can be detected and appropriately fit (or ignored) to prevent signal edge information from contaminating the noise polarity estimation step.
A CPNR mask is generated using the digital approximation of a line segment with orientation $\theta$ and length $\ell$. A nearest neighbor methodology is used to convert the continuous representation on the left to the digitized representation on the right. Doing so ensures that a given mask contains exactly $\ell$-pixels.

The background trend (anatomy) in each mask can be fit using a simple 1-D polynomial fitting routine to remove the influence of anatomical signal in preparation for the noise polarity estimation step. Polynomial coefficients $a_{\theta,\ell,p}$ can be determined as

$$a_{\theta,\ell,p} = (X^T_{\ell,p}X_{\ell,p})^{-1}X^T_{\ell,p}l'(MASK_{\theta,\ell}), \quad (2.6)$$

where

$$X_{\ell,p} = \begin{bmatrix} 1 & 1^2 & \cdots & 1^p \\ 1 & 2 & \cdots & 2^p \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \ell & \ell^2 & \cdots & \ell^p \end{bmatrix}, \quad (2.7)$$

and $X^T_{\ell,p}$ is the transpose of matrix $X_{\ell,p}$. Variable $p$ is the (positive) integer polynomial order.$^1$ The matrix $l'(MASK_{\theta,\ell})$ is a column vector containing image data within the rotated

$^1$ It is required that $p \leq (\ell - 2)$ so that noise polarity can be determined from the residual of the fit.
mask \( \text{MASK}_{\theta, \ell} \). Combined, these variables can be used to generate an estimate of the noise-free signal \( S' \) as

\[
S'_{\theta, \ell, p} = X_{\ell, p} a_{\theta, \ell, p},
\]

where \( S'_{\theta, \ell, p} \left( \frac{\ell + 1}{2} \right) \) is the estimated signal intensity at the center pixel of \( \text{MASK}_{\theta, \ell} \) using a polynomial of order \( p \) and odd \( \ell \). Therefore, noise polarity at this location within the mask is estimated as

\[
\text{pol}(N'_{\theta, \ell, p}) = \text{sgn} \left[ I'_{\theta, \ell} \left( \frac{\ell + 1}{2} \right) - S'_{\theta, \ell, p} \left( \frac{\ell + 1}{2} \right) \right].
\]

Eq. (2.9) is computed at all pixel locations in an image to produce a complete polarity map based on fitting the data contained in \( \text{MASK}_{\theta, \ell} \) with a 1-D polynomial of order \( p \). The process is repeated at all mask angles \( \theta \) (Figure 2.4) to produce multiple noise polarity estimates at each pixel location.

---

2 Experiments showed that estimates of \( S' \) at off-center locations within the linear mask resulted in poorer signal estimation due to polynomial fit divergence and the involvement of nonlocal image information which disproportionately weighted low-frequency trends in the data.
Figure 2.4: Sample masks at various angles.

These 5-element long masks were generated at eight evenly-spaced angles in the range $[0^\circ, 180^\circ]$.

Preliminary tests showed that using 16 mask angles resulted in the best CPNR performance. If too few mask angles were used, polarity estimation accuracy diminished because edges at intermediate angles could not be properly detected and fit. The use of more angles, while justified, resulted in the redundant use of pixel data if the difference between adjacent angles was very small. The use of too many angles provided only small increases in polarity accuracy at the expense of increased algorithm run time. Therefore, for the remainder of this dissertation, 16 mask angles will be used unless otherwise noted.

Using different masks of various lengths and orientations coupled with polynomial fits of various orders produces many estimates of pixel polarity at each image pixel. In order to determine a final estimate of pixel polarity, a voting strategy is employed to determine a final estimate of noise polarity at each pixel:

$$\text{pol}(N_{\ell,p}') = \text{sgn} \left[ \sum_{\theta} \text{pol}(N_{\theta,\ell,p}') \right]. \quad (2.10)$$

The term within the summation is obtained from Eq.(2.9). Eq. (2.10) shows that the sign of the sum of the polarity estimates from all angular orientations $\theta$ constitutes the final
polarity estimate by simple majority vote. It is easy to see that a majority of positive or negative polarity votes produces a positive or negative final polarity estimate. It is also possible for the number of positive votes to equal the number of negative votes resulting in a “zero” or “null” polarity estimate. Pixels with null polarity receive no modification due to uncertainty in noise polarity estimation, and this is an important benefit of the majority vote method. By reducing the noise estimation problem down to a vote on noise polarity, the noise reduction process is made independent of the noise magnitude at each image pixel. Rather, the noise reduction process is dependent only upon the reliability (certainty) of the noise polarity estimate. This is a major departure from other noise reduction methods which typically require estimates of the both the polarity and magnitude of the noise derived directly from image data. Attempts to measure both the sign and magnitude of the noise can be biased due to large differences between the image data \( l' \) and the estimate of the noise-free signal \( S' \). This bias can lead to distortions in the denoised data such as changes in the noise magnitude distribution, small feature suppression, and edge blurring to name a few. It is believed that these problems can be avoided using the new noise reduction paradigm.

2.2.1 Polarity Accuracy

Polarity accuracy maximization is a key component of successful CPNR execution. As the CPNR algorithm is developed further, parameter values will require optimization toward the goal of increasing polarity accuracy. In order to assess polarity accuracy, however, a suitable test image must be obtained. The test image should be similar to the target application in terms of signal and noise content due to the nonlinear nature of the
denoising mechanism. Ideally, this image should also be paired with a “known truth” or noise-free signal for proper polarity accuracy assessment. Since a truly noise-free image is impossible to obtain in practice, an alternative means of test image production is required.

To meet the criteria outlined for the ideal test image, the 4-D extended cardiac-torso (XCAT) phantom of Segars et al. is employed. [48] The XCAT phantom provides a robust digital patient model derived from actual human data. The high degree of anatomical realism combined with the ability to provide realistic simulations of real radiographic systems and noise-free images makes the XCAT phantom an ideal tool for quantitative medical image processing algorithm analysis and optimization. More information about the phantom and its capabilities can be found in the literature. [49, 50]

To narrow the scope of optimization, applications in projection x ray imaging were examined in this dissertation. For the purposes of CPNR development and optimization in this chapter, the XCAT phantom was used to simulate a posteroanterior (PA) chest examination. The simulated x ray detector had a 1024×1024 array of 0.4×0.4 mm² detector elements with 80% fill factor. This pixel size was selected as an intermediate pixel size between radiographic (0.2×0.2 mm²) and CT (0.8×0.8 mm²) denoising applications. The simulated x ray source was located at a source-to-image distance of 180 cm with a source-to-object distance of 150 cm. A 120 kVp x ray beam spectrum [51] was simulated. To achieve typical clinical noise levels, Poisson noise was added to noise-free XCAT projection images with appropriate intensity scaling. Scattered radiation was not simulated. Figure 2.5 provides the simulated chest radiograph used for accuracy testing throughout this chapter.

---

3 Nonlinear algorithm performance is, in general, application-specific and context-dependent.
Figure 2.5: Simulated chest radiograph images using the XCAT phantom.

(a) Full chest PA projection image without noise. (b) ROI from the left lung region with Poisson noise added to simulate image noise at half the normal dose. (c) Gradient magnitude of (b) using the Canny operator with Gaussian standard deviation of $\sqrt{2}$. Gradient operators can be used to identify image regions with high intensity gradient (i.e. high contrast edges); it is important to preserve the integrity of image edges during processing. Note that the simulated images have intensities which are proportional to detector exposure.

Using Figure 2.5(b), the accuracy of the majority vote method [Eq. (2.10)] was tested for several combinations of mask length and polynomial fit order. Numerical results are provided in Figure 2.6 and graphical results are provided in Figure 2.7. The polarity maps in Figure 2.7 can be used to gauge the amount of artifact induction and edge blurring at different CPNR parameter settings. Clusters of positive and negative polarity near edges are indicative of poor polarity estimation at edges which can lead to blurring. Excessive correlation and odd textures in the polarity maps can also indicate a higher likelihood of image processing artifacts.

Based on preliminary studies of noise power performance, resolution performance, and measurements of polarity accuracy, three combinations of mask length and polynomial fit order were selected for further investigation throughout the remainder of the dissertation. The three different combinations were chosen to reflect CPNR settings
optimized for low, mid, and high frequency performance. Those settings are as follows: $p = 0$ and $\ell = 7$ for low frequency performance; $p = 2$ and $\ell = 7$ for mid frequency performance; and $p = 2$ and $\ell = 5$ for high frequency performance.
**Figure 2.6: Polarity accuracy of the majority vote method.**

Using the XCAT data from Figure 2.5(b), this bar chart shows the percentages of correct, incorrect, and zero polarity estimates from various CPNR mask length and polynomial order combinations.
The images show negative [52], positive [53], and zero (gray) polarity estimates at various CPNR settings. Combinations of high polynomial order and short mask length provide better high frequency performance while low polynomial order and long mask length combinations provides better low frequency performance. Based on preliminary noise and resolution performance analysis, three polynomial order and mask length combinations were preselected for further analysis: \((p, \ell) = (0, 7)\); \((p, \ell) = (2, 7)\); and \((p, \ell) = (2, 5)\).
2.2.2 Supermajority Voting Strategy

Given the success of the majority voting strategy, a natural extension would be a supermajority voting strategy. By requiring a supermajority vote for pixel polarity determination, pixels with a weak majority vote (less confidence) will receive no (zero) polarity assignment. This should reduce the total number of incorrect polarity assignments in exchange for zero polarity assignments – a preferable alternative. Modification of Eq. (2.10) to include a supermajority threshold yields

$$\text{pol}(N'_{\ell,p}) = \begin{cases} \text{sgn} \left[ \sum_\theta \text{pol}(N'_{\theta,\ell,p}) \right], & \left| \sum_\theta \text{pol}(N'_{\theta,\ell,p}) \right| > t_{MAJ} \sum_\theta |\text{pol}(N'_{\theta,\ell,p})| \\ 0, & \text{otherwise}, \end{cases}$$

(2.11)

where $t_{MAJ}$ is the fractional supermajority threshold. Eq. (2.11) reduces to Eq. (2.10) at the 50% supermajority threshold (i.e. $t_{MAJ} = 0.5$). The polarity accuracy at different supermajority thresholds is tabulated in Figure 2.8 with graphical results provided in Figure 2.9.

The intention of supermajority voting is to retain only those polarity estimates with high confidence. By increasing the supermajority threshold requirement, the confidence in polarity assignment increases: when more polarity votes agree, it can be reasonably assumed that the estimated polarity is more likely to be correct. For instance, if the supermajority requirement for polarity assignment is increased to 100% (i.e. all votes agree), the accuracy of assigned polarities also nears 100%. However, the number of zero (inactive) polarities also increases which can lead to nonuniformity in the residual noise print. The optimal $t_{MAJ}$ value is one that maximizes the fraction of correct polarities relative to the fraction of incorrect polarities without the generation of excessive zero votes. In this regard, a reasonable tradeoff can be achieved in the 60%-70% supermajority range.
By requiring a supermajority of votes, the fraction of erroneous polarities relative to the fraction of correct polarities can be reduced. This is achieved by setting polarity votes which fail to meet the supermajority threshold to zero.
Supermajority voting may be used to assign a “zero” polarity to those pixels with uncertain polarity estimates. Overall, this increases the relative accuracy of polarity estimation but can result in noise print nonuniformity at supermajority thresholds above 80%. There do not appear to be any edge-saving benefits to supermajority voting.

Figure 2.9: Polarity maps generated using the supermajority voting strategy.
2.2.3 High Variance Residual Thresholding

While supermajority voting reduces the relative fraction of incorrect polarity estimates, it does not improve the concentration of obvious polarity errors near high contrast edges. This effect is especially pronounced for 0th-order polynomial fitting as shown in Figure 2.7 and Figure 2.9. These errors occur due to the inability of low order polynomials to sufficiently fit the high frequency, high contrast edge information within masks parallel to the local gradient directions at these locations. Polynomial fits to the data contained within these masks tend to bias polarity estimates creating erroneous polarity clusters near edges. Figure 2.10 demonstrates that errors near high contrast edges can be reduced by using only those masks which are approximately perpendicular to the local gradient direction. Masks perpendicular to the local gradient contain far less of the high frequency, high contrast edge information; this helps to circumvent errors due to poor signal fitting near strong edges.

![Figure 2.10: Noise estimation bias at high contrast edges.](image)

(a) The red mask is approximately parallel to the local intensity gradient of the XCAT data. (b) The blue mask is approximately perpendicular to the local gradient (tangential to the edge). The masks are each centered on a pixel just to the low intensity side of the edge. (c) The plot shows that a 0th-order (mean) fit of the red mask data is positively biased by the edge information rendering an incorrect estimate of noise polarity while the blue mask data returns the correct (positive) noise polarity.
While it is important to increase the selectivity of fit results near edges, it is also important to retain as many votes as possible in flat image regions since using more votes generally increases the polarity accuracy. Therefore, a weighting scheme was developed which uses the variance of the polynomial fit residual to identify mask angles vulnerable to edge bias:

$$w_{\theta,\ell,p} = \frac{1}{\text{RMSE}^2}.$$  \hspace{1cm} (2.12)

The function $w_{\theta,\ell,p}$ assigns a weight to each $MASK_{\theta,\ell}$ with polynomial fit order $p$ based on the inverse of the root-mean-square error (RMSE) of the polynomial fit which is defined as:

$$\text{RMSE} = \sqrt{\sum_{\ell} \frac{[I'_{\theta,\ell} - S'_{\theta,\ell,p}]^2}{\ell}}.$$  \hspace{1cm} (2.13)

The RMSE is an estimate of the local noise standard deviation (the square of which is an estimate of noise variance). However, if $S'_{\theta,\ell,p}$ is a poor estimate of the real underlying signal of interest, then the difference $[I'_{\theta,\ell} - S'_{\theta,\ell,p}]$ may be contaminated by signal edge content which would positively bias the estimate of the local noise variance. To avoid masks and polynomial fits subject to poor fitting, higher weights are assigned to masks containing lower variance data and vice versa. These weights are then normalized by the maximum mask weight at each pixel in the image:

$$\hat{w}_{\theta,\ell,p} = \frac{w_{\theta,\ell,p}}{\max(w_{\theta,\ell,p})}.$$  \hspace{1cm} (2.14)

Once normalized, a threshold can be defined to suppress the votes generated from abnormally high-variance residuals:

$^4$ The RMSE is also known as the standard estimate of the error ($\sigma_{EST}$).
\[
\text{pol}(N'_{\theta,\ell,p}) = \begin{cases} 
\text{pol}(N'_{\theta,\ell,p}), & \omega_{\theta,\ell,p} \geq t_W \\
0, & \text{otherwise.}
\end{cases}
\] (2.15)

The threshold \( t_W \) is a value defined in the domain \([0,1]\). Eqs. (2.12), (2.14), and (2.15) are used to discard votes generated from masks with \( w_{\theta,\ell,p} < t_W \max(w_{\theta,\ell,p}) \). This provides a spatially adaptive method for voter rejection which favors edge preservation and improved noise reduction in flat image regions. These improvements are accomplished because the thresholding scheme eliminates only those polarity estimates from masks with higher variance data which often contain high contrast edge information. Increasing the threshold results in less polarity clustering (error) near high contrast edges but retains useful polarity estimates in lower contrast (flat) image regions since they contain comparatively lower variance image data. Figure 2.11 demonstrates the spatially adaptive performance of this methodology.

![Figure 2.11: Spatially adaptive variance-based weighting function.](image)

A 7-element mask was rotated at 16 angles at the pixel locations marked in the image. (a) No pixel polarity estimates are rejected at the \( t_W = 0.25 \) level for a pixel located in a uniform image region. (b) Most polarity estimates for a pixel located near a high contrast edge are rejected at the \( t_W = 0.25 \) level since they are likely to contain substantial edge information. The only polarity vote retained after thresholding was derived from data parallel to the high contrast edge.

Figure 2.12 provides a plot of polarity accuracy associated with various \( t_W \) values. The simple majority voting scheme [Eq. (2.10)] was used with different \( t_W \) settings.
According to the bar chart, a decrease in polarity accuracy is observed for larger $t_w$. The decrease in accuracy is due to the overall reduction in the number of eligible voters throughout the image. At $t_w = 1$, only a single vote passes the threshold at every pixel location in the image. Although this vote is obtained from the best-fitted data (i.e. the polynomial fit with lowest RMSE), there is still some inherent error associated with that estimation (see section 2.2.4 Low Magnitude Noise Thresholding). In spite of the reductions in polarity accuracy, Figure 2.13 shows that the $t_w$ thresholding strategy improves polarity estimation performance near high contrast edges. This effect is most prevalent for the CPNR settings optimized for low frequency noise reduction. A threshold as low as $t_w = 0.25$ provides some improvement in high contrast edge performance with little impact on polarity accuracy for the low frequency optimization. After examining the edge response at several $t_w$ thresholds after 2-3 iterations, it was determined that $t_w = 0.75$ provided the best CPNR performance in terms of edge preservation and noise reduction potential at the low frequency settings. Based on the images in Figure 2.13, the improvement in edge performance is not as evident in the mid and high frequency polarity maps. However, after running the CPNR algorithm for several iterations at different $t_w$ showed that $t_w = 0.5$ provided improvement in edge performance for the mid frequency setting, and $t_w = 0.1$ improved high frequency performance. Although these threshold settings increased the total number of incorrect polarities, edges were spared after processing. The increase in the number of incorrect polarities slightly slowed the speed of CPNR convergence and limited the noise variance reduction potential. Depending on the application and the need to preserve the integrity of image edges, increases in $t_w$ at the expense of some polarity inaccuracy can be justified.
The $t_W$ threshold is designed to exclude polarity votes derived from poor polynomial fits to the anatomical signal. Although increasing $t_W$ reduces the polarity accuracy, there are artifact reduction benefits that can be observed in Figure 2.13.

Figure 2.12: Polarity accuracy as a function of $t_W$. 

<table>
<thead>
<tr>
<th>Mask and Fit Properties</th>
<th>Percentage of Polariites</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p = 0, l = 7, tw = 0.00$</td>
<td>86% Correct, 12% Incorrect, 2% Zero</td>
</tr>
<tr>
<td>$p = 0, l = 7, tw = 0.25$</td>
<td>85% Correct, 13% Incorrect, 2% Zero</td>
</tr>
<tr>
<td>$p = 0, l = 7, tw = 0.50$</td>
<td>82% Correct, 15% Incorrect, 2% Zero</td>
</tr>
<tr>
<td>$p = 0, l = 7, tw = 0.75$</td>
<td>81% Correct, 17% Incorrect, 2% Zero</td>
</tr>
<tr>
<td>$p = 0, l = 7, tw = 1.00$</td>
<td>83% Correct, 17% Incorrect, 2% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 7, tw = 0.00$</td>
<td>84% Correct, 12% Incorrect, 4% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 7, tw = 0.25$</td>
<td>78% Correct, 17% Incorrect, 5% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 7, tw = 0.50$</td>
<td>73% Correct, 20% Incorrect, 7% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 7, tw = 0.75$</td>
<td>71% Correct, 22% Incorrect, 6% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 7, tw = 1.00$</td>
<td>74% Correct, 26% Incorrect, 6% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 5, tw = 0.00$</td>
<td>79% Correct, 14% Incorrect, 7% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 5, tw = 0.25$</td>
<td>65% Correct, 25% Incorrect, 10% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 5, tw = 0.50$</td>
<td>63% Correct, 28% Incorrect, 9% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 5, tw = 0.75$</td>
<td>63% Correct, 31% Incorrect, 6% Zero</td>
</tr>
<tr>
<td>$p = 2, l = 5, tw = 1.00$</td>
<td>66% Correct, 34% Incorrect, 6% Zero</td>
</tr>
</tbody>
</table>
Figure 2.13: Polarity maps showing artifact reduction by $t_W$ thresholding.

Increasing $t_W$ reduces polarity inaccuracy near high contrast edges. The benefit is most obvious when lower polynomial orders are considered.
2.2.4 Low Magnitude Noise Thresholding

So far, several methods for improving polarity accuracy have been proposed, but further improvements might be possible. The previous section showed that polynomial fits with very high variance residuals often result in biased polarity estimates due to the strong influence of the image signal in these regions. By contrast, polarity estimates derived from very low variance noise may be equally prone to error due to the inability of polynomial fitting routines to accurately estimate the polarity of very low magnitude noise.

This idea is explored by first obtaining an estimate of the noise standard deviation at each image pixel. This is conveniently approximated by (unbiased) measures of the RMSE [Eq. (2.13)]. By using reliable estimates of the RMSE (i.e. RMSE associated with $\bar{\omega}_{\theta, \ell, p} > 0$), the RMSE can be plotted and fit as a function of image pixel intensity [$RMSE_{FIT}(I')$]. Then, if the magnitude of the difference $|N'_{\theta, \ell, p}| = \left| l_{\theta, \ell} \left( \frac{\ell + 1}{2} \right) - S_{\theta, \ell, p} \left( \frac{\ell + 1}{2} \right) \right|$ (i.e. the estimated noise magnitude at mask center) does not exceed some fraction $t_{RMSE}$ of $RMSE_{FIT}(I')$, then the confidence in the polarity estimate may be deemed insufficient implying that zero polarity should be assigned instead. Since the noise magnitude is already estimated to be very low, little improvement in the noise magnitude is likely to be achieved by further noise suppression. In fact, even if the polarity is correctly estimated, it is highly probable that the noise will be made worse at said locations. So, rather than running the risk of worsening the noise (or suppressing relevant anatomy), polarity estimates at pixels with low magnitude noise can be modified according to the following equation:

$$\text{pol}(N'_{\theta, \ell, p}) = \begin{cases} \text{pol}(N'_{\theta, \ell, p}), & |N'_{\theta, \ell, p}| > t_{RMSE} \cdot RMSE_{FIT}(I') \\ 0, & \text{otherwise.} \end{cases}$$  \hspace{1cm} (2.16)

Several $t_{RMSE}$ values were investigated, and those results are provided in Figure 2.14 and Figure 2.15. The simple majority voting scheme [Eq. (2.10)] was used with
different $t_{RMSE}$ settings. As anticipated, the relative accuracy of assigned polarities increases with increases in $t_{RMSE}$. Of course, these potential improvements come at the cost of extra zero-polarity assignments which can cause nonuniformity in the noise print of processed images.
Figure 2.14: Accuracy of $t_{RMSE}$ noise magnitude thresholding.

Increasing $t_{RMSE}$ provides improvement in the relative fraction of correct to incorrect polarity estimates by reassigning polarity estimates derived from low noise magnitudes to zero.
Figure 2.15: Polarity accuracy of the majority vote method with $t_{\text{RMSE}}$ thresholding.

By eliminating votes made from low magnitude noise, some incorrect polarity estimates can be avoided. However, this comes at the cost of noise print nonuniformity as a result of extra zero polarities. This thresholding scheme does not appear to improve polarity estimation accuracy near edges.
2.2.5 Polarity Estimation Optimization

CPNR optimization is a complicated process. There are several factors to consider which include maximizing the number of correct polarities, minimizing the number of incorrect polarities (without generating excessive zero polarities), reduction of edge artifacts, and maintenance of the noise texture. So far, three parameters can be adjusted to accomplish these goals. The supermajority threshold $t_{MAJ}$ was shown to greatly impact the number of correct and incorrect polarities but had minimal impact on reducing edge artifacts. On the other hand, the high variance threshold $t_W$ had minimal impact on overall polarity accuracy but provided great improvements in CPNR performance at edges. And finally, the low noise magnitude threshold $t_{RMSE}$ can be used to improve the ratio of correct to incorrect polarities, but must be assigned such that excessive zero polarities are not produced thus creating nonuniformities in the residual noise print.

To ensure the reduction of edge artifacts in radiographic imaging, $t_W$ was manually set to avoid objectionable softening and smoothing of important anatomical features. In preliminary tests of edge performance, a high threshold of $t_W = 0.75$ was selected for the low frequency settings, $t_W = 0.50$ for the mid frequency settings, and $t_W = 0.1$ for the high frequency setting. These thresholds resulted in the retention of fewer polarity votes at most pixel locations which resulted in overall reductions in pixel accuracy in exchange for polarity accuracy improvements near edges. Although the number of incorrect polarities increases with $t_W > 0$, those mistakes may be corrected in subsequent iterations. It is however the edge preservation effect afforded by $t_W > 0$ which is the more desirable characteristic in application to radiography.

The remaining threshold values $t_{RMSE}$ and $t_{MAJ}$ require optimization. To accomplish this, a figure of merit must be devised which minimize the fraction of incorrect polarities.
relative to the fraction of correct polarities without excessive zero polarity assignment. A figure of merit which favors these objectives is

\[ f_{OPT} = \frac{f_{CORRECT}}{2 \times f_{INCORRECT} + f_{ZERO}/2} \]  

(2.17)

The figure of merit \( f_{OPT} \) in Eq. (2.17) weights reduction in the fraction of incorrect polarities (\( f_{INCORRECT} \)) higher than it does increases in the fraction of correct polarities (\( f_{CORRECT} \)). The fraction of zero polarities (\( f_{ZERO} \)), while in the denominator, is weighted less than \( f_{INCORRECT} \) since zero polarities are more favorable than incorrect polarities but still less favorable than correct polarities. Many combinations of \( t_{RMSE} \) and \( t_{MAJ} \) were investigated for the low, mid, and high frequency CPNR optimizations, and the combination which produced the maximum value of \( f_{OPT} \) was determined to be the optimum. The optimized parameter sets are as follows: \((p, \ell, t_{EST}, t_{W}, t_{MAJ}) = (0.7, 0.25, 0.75, 0.6)\) optimizes CPNR for low frequency performance, \((p, \ell, t_{EST}, t_{W}, t_{MAJ}) = (2.7, 0.50, 0.50, 0.6)\) optimizes CPNR for mid frequency performance, and \((p, \ell, t_{EST}, t_{W}, t_{MAJ}) = (2.5, 0.50, 0.10, 0.5)\) optimizes CPNR for high frequency performance. Accuracy figures for these parameter combinations are provided in Figure 2.16. Polarity maps associated with these settings are provided in Figure 2.17.
Figure 2.16: Accuracy of CPNR with settings optimized for scale space denoising.

Parameters \( (p, \ell, t_{\text{est}}, t_W, t_{\text{maj}}) \) optimize CPNR for low frequency performance, \( (p, \ell, t_{\text{est}}, t_W, t_{\text{maj}}) = (2, 7, 0.5, 0.5, 0.6) \) optimizes CPNR for mid frequency performance, and \( (p, \ell, t_{\text{est}}, t_W, t_{\text{maj}}) = (2, 5, 0.5, 0.1, 0.5) \) optimizes CPNR for high frequency performance.

Figure 2.17: Polarity maps corresponding to optimized CPNR protocols.

Polarity maps associated with (a) low frequency CPNR optimization, (b) mid frequency CPNR optimization, and (c) high frequency CPNR optimization.

2.3 Subtracted Noise Magnitude and Distribution

The second component of the CPNR equation is the random distribution of subtracted noise values \( R(x, y; \sigma_N) \). As stated in the introduction to this chapter, many noise reduction algorithms attempt to directly estimate the noise magnitude directly from image data, and this can lead to several problems including signal suppression, edge
artifacts, and abnormalities in the residual noise distribution. By contrast, deliberate and informed design of the subtracted noise distribution can lead to a residual noise print with distribution which retains the shape of the original noise intensity distribution; it can also optimize the speed with which the noise reduction algorithm converges to the best possible result. These concerns are addressed in the development of the CPNR noise distribution estimation paradigm.

2.3.1 Subtracted Noise Distribution

The rationalization for CPNR in Eq. (2.4) suggests that, by correlating the polarity of the random image noise with noise values from a random distribution, the variance of their difference would be less than the variance of the original image noise. Indeed, a simple computer simulation (Table 2.1) proved that this is the case. Subtracting the values of two normally distributed random variables $N_1(0, \sigma)$ and $N_2(0, \sigma)$ with correlated polarities (i.e. positive covariance) results in a third random variable with reduced variance. The variance of the residual can be further reduced through a simple multiplicative variance-reducing optimization factor applied to the subtracted noise distribution. This optimization is easily performed in MATLAB using the `fminbnd.m` command provided in Table 2.2. The optimization routine returns a multiplicative constant $A = 0.64$ which yields residual noise with $0.77 \sigma$ corresponding to a 41% reduction in noise variance after only a single iteration.
The intensity histograms of the different noise distributions in Table 2.1 and Table 2.2 are provided in Figure 2.18. The original and subtracted noise distributions show excellent agreement with their best-fit Gaussian distribution overlays, but the residual distributions differs significantly from their best-fit Gaussians. Specifically, there is a notable overabundance of both low and high magnitude residual noise values resulting in heavily peaked and heavily tailed distributions which are significantly non-Gaussian (according to Lilliefors’ test for distribution normality). [54]
Figure 2.18: Noise intensity distributions from Tables 2.1 and 2.2.

The original and subtracted noise intensities are Gaussian distributed (as evidenced by the Gaussian overlay). However, even when noise polarity is known with 100% accuracy, the residual noise distributions exhibit non-Gaussian characteristics.

These tests have been performed to demonstrate a very important principle: noise reduction can be performed simply by correlating the polarities of the original and subtracted noise distributions. This is the key principle behind CPNR. Furthermore, the experiments in Table 2.1 and Table 2.2 have shown that noise reduction is possible without any knowledge of the individual noise magnitudes in the original noise print. It has been shown that noise magnitudes from a random distribution can be used to effectively reduce the noise standard deviation when the polarities of the original noise values are known with sufficient accuracy. In other words, having a sufficiently accurate estimate of image noise polarities and an informed estimate of the noise distribution is all that is necessary to reduce image noise. This is the core principle of the CPNR technique.
2.3.2 Subtracted Noise Distribution Optimization

Having demonstrated that the CPNR concept is viable given sufficiently accurate estimates of noise polarity, it may be possible to tailor the subtracted noise magnitude distribution to produce a residual noise print with normal (Gaussian) characteristics. It is desirable to maintain the normal shape of the residual noise distribution, especially under the iterative CPNR paradigm proposed by Eq. (2.4). If residual noise normality cannot be maintained after the first iteration, then the distribution of image noise intensities input into subsequent iterations will be non-normal leading to further distortion of the residual noise distribution. It is therefore important to search for a noise magnitude distribution which, when subtracted from a normal noise distribution using CPNR, yields a residual noise print with sufficiently normal intensity distribution.

The residual noise distributions in Figure 2.18 are heavily peaked and heavily tailed due to two different phenomena. The distorted shape of the residual is partially attributable to situations when very large magnitude values (N2) are subtracted from very small magnitude noise values (N1). Even though the polarities of the original and subtracted noise values are perfectly correlated, the subtraction of very large values results in overcorrection of the noise producing a residual noise magnitude (N3) which is greater than the original. Similarly, when very small magnitude values are subtracted from very large magnitude noise values, the residual noise magnitude remains fairly large. This effect is compounded by incorrect polarities which always increase the noise magnitude and contribute to the heaviness of the residual distribution tails. In order to restore normality, the subtracted noise print should be scaled in such a way that the distribution of noise intensities after subtraction is similar to the distribution of the original (i.e. normal). Furthermore, this correction should be developed within the context of diminished polarity accuracy since
polarity estimation error will undoubtedly affect the distribution of noise intensities after CPNR.

In order to generate a normally distributed CPNR residual noise print, the subtracted noise distribution should be modified. The modified distribution should have two characteristics: reduced probability of very small magnitude values and reduced probability of very large magnitude values. After extensive experimentation with various random distribution types, it was discovered that the Weibull distribution fits these criteria and is capable of producing a residual noise magnitude distribution with more normal characteristics even when noise polarity is not 100% accurate. The probability distribution function (PDF) of the Weibull distribution is formulated as

\[ PDF(x; \lambda, k) = \begin{cases} \frac{k}{\lambda} \left( \frac{x}{\lambda} \right)^{k-1} e^{-(x/\lambda)^k}, & x \geq 0 \\ 0, & x < 0, \end{cases} \]  \hspace{1cm} (2.18)

with scale parameter \( \lambda \) and shape parameter \( k \). At different polarity accuracy levels, the Weibull distribution parameters were adjusted to produce residual noise distributions with minimized sum of squared differences with best fit Gaussian distributions. Zero mean Gaussian random noise with \( \sigma = 1 \) was processed at 100%, 90%, and 80% polarity accuracy levels to reflect the polarity accuracies anticipated in practical CPNR application. Random values were then selected from Weibull distributions with parameters found in Table 2.3. Histograms of the relevant distributions are provided in Figure 2.19 accompanied by relevant parameters and measurements in Table 2.3.

Although the residual distributions in Figure 2.19 show some differences with the Gaussian overlay, use of the Weibull distribution for noise magnitude estimation has

\(^5\) Other random distributions included the gamma, inverse Gaussian, Rician, and uniform distributions.
produced more favorable residual distribution shapes compared to the results when noise magnitudes were drawn from normal distributions (Figure 2.18). Further distribution optimization with more attention to higher order distribution moments may yield further improvements.
Use of the Weibull distribution for CPNR noise magnitude estimation limits the probability of very small and very high magnitude subtracted noise values. Doing so produces residual noise distributions with more normal characteristics. However, the shape of the residual distribution becomes increasingly non-normal with diminished polarity accuracy.

Table 2.3: Parameters and measurements from Figure 2.12.

The selected Weibull distribution parameters maximized the normality of the residual noise intensity distribution.

<table>
<thead>
<tr>
<th>Polarity Accuracy</th>
<th>Weibull Distribution Parameters</th>
<th>$\sigma_{RESIDUAL}$</th>
<th>Variance Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>$1.0 \times \sigma_{ORIGINAL}$</td>
<td>2.0</td>
<td>0.77 $\times \sigma_{ORIGINAL}$</td>
</tr>
<tr>
<td>90%</td>
<td>$1.1 \times \sigma_{ORIGINAL}$</td>
<td>3.0</td>
<td>0.92 $\times \sigma_{ORIGINAL}$</td>
</tr>
<tr>
<td>80%</td>
<td>$0.8 \times \sigma_{ORIGINAL}$</td>
<td>2.5</td>
<td>0.96 $\sigma_{ORIGINAL}$</td>
</tr>
</tbody>
</table>
2.4 CPNR Application to Radiographic Images

The optimized CPNR routines described in section 2.2.5 Polarity Estimation combined with the subtracted noise distribution optimizations found in section 2.3.2 Subtracted Noise Distribution Optimization were tested on actual radiographic images. To avoid the exposure of human subjects to multiple x-ray examinations, an anthropomorphic chest phantom (Model “Lungman”, Kyoto-Kaguki, Japan) with fine lung insert was imaged in this study. The fine lung insert was used to emulate the anatomy of the human thorax – specifically the fine fibrous detail of the human lung. Images were obtained on an indirect-detection flat panel detector (FPD) (Revolution XQ/i, GE Healthcare, Waukesha, WI) in a laboratory setting. The Bucky-mounted detector has a 41×41 cm² field of view (FOV) with 0.2 mm pixel pitch. Other detector properties have been described extensively in the literature. [55, 56] Prior to image acquisition, the system was calibrated with the antiscatter grid installed. The grid (Mitaya Revolution XR/d) had 78 line pairs per cm and a grid ratio of 13:1 with septa focused at 180 cm. The lead septa had thickness of 29 μm with aluminum interspacing and carbon fiber reinforced plastic (CFRP) cover material. In accordance with manufacturer specifications, a 20 mm aluminum block was placed in the beam (for calibration purposes only), and no other hardware was added. The system was then calibrated for gain non-uniformities, offset correction, and defective pixels using the “grid” protocol as specified by the manufacturer. Gain map, offset, and bad pixel corrections constituted the full extent of image pre-processing by the imaging system.

The phantom was placed in the PA position next to the detector with a 3 cm gap between the anterior phantom surface and the detector cover plate. A standard MX 100 x-ray tube insert and housing (GE Healthcare, Waukesha, WI) were used with an ULTRANET SA beam collimator (Medys, Monza, Italy) to deliver a full field x-ray beam. The system was
set to deliver a 120 kVp beam using a large focal spot (1.25 mm) and 0.2 mm Cu filtration. Two automatic exposure controls behind the lung regions automatically set the tube current to 320 mA for an exposure time of 10 ms (3.2 mAs). This setting delivered an entrance skin exposure (ESE) of 9.6 mR to the posterior phantom surface (measured without the phantom and detector in the beam). This technique reflects what would typically be used in the clinic to image a patient of similar size.

Two images were acquired using the normal technique in order to assess the NPS before and after image processing from subtracted images with different random noise prints. In addition, two images each at half, third, fifth, and tenth exposure were acquired by adjusting the tube current and exposure time to produce the appropriate mAs. These images were acquired to test the effect of processing images at reduced x ray exposure. A sample image has been provided in Figure 2.20.

![Image](image.png)

**Figure 2.20**: X ray image of the Kyoto phantom at normal clinical exposure.
2.4.1 NPS Analysis

The spatial characteristics of the stochastic noise component of an image can be assessed using the NPS which is defined as

\[
NPS(u, v) = \lim_{N_x, N_y \to \infty} \lim_{M \to \infty} \frac{N_x N_y \Delta x \Delta y}{M} \sum_{m=1}^{M} |\mathcal{F}\{I - S\}(x, y)(u, v)|^2. \tag{2.19}
\]

The NPS is taken as the ensemble average of the square of the magnitude of the Fourier transform (FT) of the zero mean image noise. [57, 58] The NPS is normalized by the product of the sampling ROI dimensions \((N_x, N_y)\) and pixel sizes \((\Delta x, \Delta y)\). The image noise in Eq. (2.19) is defined as the difference between image data \(I\) and the deterministic signal \(S\). Since \(S\) is practically impossible to obtain from physical measurements, the difference of two acquisitions \(I_1\) and \(I_2\) can be used to produce an estimate of stochastic noise distribution. Due to the propagation of error imposed by the subtraction operation, the noise image \(I_1 - I_2\) must be normalized by a factor of \(\sqrt{2}\).

The 1-D NPS in the vertical and horizontal directions associated with the normal dose image in Figure 2.20 is shown in Figure 2.21 using the subtracted image method. A total of 64 128x128 ROIs were used to generate the NPS which employed the methods of Dobbins, et al. [57, 59] with 2-D quadratic detrending as recommended by Zhou, et al. [60]
Figure 2.1: 1-D NPS measured from subtracted Kyoto phantom images.

The NPS in the lung region of the Kyoto phantom image was assessed. (a) A subtracted image at normal dose is shown with NPS ROIs overlaid in the lung region. (b) 1-D NPS measurements plotted at positive spatial frequencies show spatial correlation of the image noise typical of the indirect detection device studied.

The CPNR parameter sets optimized for low, mid, and high frequency performance were each used to denoise Kyoto phantom images acquired at one-third exposure. In order to compare the amount of noise reduction achieved at one-third exposure to the noise at normal exposure, it is necessary to use the normalized NPS (NNPS):

\[
NNPS(u, v) = \frac{NPS(u, v)}{LAS^2}
\]  

(2.20)

The NNPS is defined as the NPS normalized by the square of the large area signal (LAS). The LAS is a measure of the average pixel gain (intensity) measured in the same units used to determine the NPS which defines the NNPS in units of area. Since x-ray noise is Poisson distributed, the noise variance is proportional to the mean photon count. Therefore, in order to effectively compare the noise levels at different exposures, the NPS must be normalized. In Figure 2.22, NNPS from normal and third dose Kyoto phantom images are compared to NNPS measured from subtracted, processed, third dose images.
\[ \frac{CPNR(I_1) - CPNR(I_2)}{\sqrt{2}} \] at each of three iterations. Processed images are compared to the original third and normal dose images in Figure 2.26.
Figure 2.22: NNPS analysis of CPNR-processed Kyoto phantom images.

One-third exposure Kyoto phantom images were processed using three iterations of CPNR with (a) Low frequency optimization, (b) Mid frequency optimization, and (c) High frequency optimization settings. NNPS at each iteration are compared to the NNPS at one-third and normal exposure.
Log transformed and CPNR-processed x ray images of the Kyoto phantom are shown at each of three iterations. The noise is iteratively suppressed for each optimization scheme. Anatomical signal is best preserved by the high frequency optimization, but the low and mid frequency noise is better suppressed by the low and mid frequency optimizations, respectively. This is confirmed by the NPS in Figure 2.22. Highlighted images provided a good balance of noise reduction and resolution retention and were input into Eq. (2.23) to produce the final frequency-blended CPNR result.

---

**Figure 2.23: CPNR-processed Kyoto phantom x ray images with log transform.**

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Low Frequency</th>
<th>Mid Frequency</th>
<th>High Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="image1" alt="Low Frequency" /></td>
<td><img src="image2" alt="Mid Frequency" /></td>
<td><img src="image3" alt="High Frequency" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image4" alt="Low Frequency" /></td>
<td><img src="image5" alt="Mid Frequency" /></td>
<td><img src="image6" alt="High Frequency" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image7" alt="Low Frequency" /></td>
<td><img src="image8" alt="Mid Frequency" /></td>
<td><img src="image9" alt="High Frequency" /></td>
</tr>
</tbody>
</table>
2.4.2 Noise Texture Shaping by Frequency Blending

Within their respective domains, the low, mid, and high frequency optimizations are able to effectively reduce noise variance, and in the case of mid and high frequency processing, noise is suppressed without objectionable blurring of the anatomical signal. The CPNR-processed images in Figure 2.23 show that the high frequency optimization best preserves the high frequency anatomical detail while this detail is suppressed in exchange for better noise reduction by the other lower frequency optimizations. Early results [46] showed an example of frequency blending of CPNR-processed images. The resultant image had more appealing noise texture and resolution properties than either of the component images alone. The best characteristics of each optimization scheme can thus be retained by combining the preferred frequencies from each of the processed images into a single optimal image using a spatial frequency blending algorithm.

\[
B_{LP}(f; f_C, n) = \frac{1}{1 + \left(\frac{f}{f_C}\right)^{2n}}
\]  
(2.21)

The Butterworth low pass filter \(B_{LP}(f)\) is a function of spatial frequency \(f = \sqrt{u^2 + v^2}\) with spatial frequency cutoff parameter \(f_C\) and smoothness parameter \(n\). Smaller values of \(n\) produce smoother blends of the low and high frequency data, and larger values of \(n\) result in a sharper spatial frequency cutoff at \(f_C\). As \(n \to \infty\), \(B_{LP}\) approaches an “ideal” low pass filter. To blend the spatial frequency content of two images, a complimentary Butterworth high pass filter is defined as \(B_{HP}(f) = 1 - B_{LP}(f)\), and the frequency blended image is defined as

\[
IM_{\text{BLEND-2}} = F_{2D}^{-1}[F_{2D}(IM_1) \times B_{LP} + F_{2D}(IM_2) \times B_{HP}].
\]  
(2.22)
Likewise, a frequency blend of three images can be achieved through recursive application of Eq. (2.22):

\[
IM_{\text{_BLEND}_2} = F^{-1}_{2D}[F_{2D}(IM_1) \times B_{LP1} + F_{2D}(IM_2) \times B_{HP1}]
\]

\[
IM_{\text{_BLEND}_3} = F^{-1}_{2D}[F_{2D}(IM_{\text{_BLEND}_2}) \times B_{LP2} + F_{2D}(IM_3) \times B_{HP2}].
\]

According to the NNPS analysis in Figure 2.22 and review of the processed images in Figure 2.23, a good blend of low, mid, and high frequency CPNR results can be achieved using the highlighted images in Figure 2.23 with the frequency blend settings in Table 2.4.

Using Eqs. (2.22) and (2.23), the band passed images in Figure 2.24 show that the noise is suppressed by CPNR in each of the respective frequency bands. Subtracted images contain very little edge information suggesting that resolution is largely preserved within each frequency band.

**Table 2.4: Image frequency blending parameters.**

<table>
<thead>
<tr>
<th>Frequency Blend Parameters</th>
<th>IM\text{_BLEND}_2</th>
<th>IM\text{_BLEND}_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>IM_1</td>
<td>-</td>
<td>IM_{LOW}</td>
</tr>
<tr>
<td>f_c1</td>
<td>-</td>
<td>0.50 mm(^{-1})</td>
</tr>
<tr>
<td>n_1</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>IM_2</td>
<td>IM_{MID}</td>
<td>IM_{MID}</td>
</tr>
<tr>
<td>f_c2</td>
<td>1.75 mm(^{-1})</td>
<td>1.75 mm(^{-1})</td>
</tr>
<tr>
<td>n_2</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>IM_3</td>
<td>IM_{HIGH}</td>
<td>IM_{HIGH}</td>
</tr>
</tbody>
</table>
Figure 2.24: Bandpass filtering of CPNR-processed images.

Using the band pass cutoffs listed in Table 2.4, low, mid, and high frequency bandpass filters were generated. CPNR-processed one-third exposure images were filtered and subtracted from bandpassed versions of the original third-dose images. The lack of anatomical detail in the subtracted images indicates that resolution is largely preserved through the CPNR process.

The frequency-blended NNPS for two- and three-image blends are displayed in Figure 2.25 showing that the noise variance at mid and high frequencies has been reduced by a factor of three with less variance reduction at lower frequencies. Application of CPNR resulted in total noise variance reduction of 49% in the two-image frequency blended result and 53% in the three-image frequency blended result. The CPNR-processed images in Figure 2.26 show mid and high frequency noise characteristics equal to those of the normal
dose image with minimal degradation of anatomical detail. The residual low frequency noise in the CPNR-processed images does not appear to be objectionable.

![Graph showing NNPS of CPNR frequency blended results.](image)

**Figure 2.25: NNPS of CPNR frequency blended results.**

NNPS for two- and three-image blending after frequency blending of CPNR-processed results improves the best noise reduction properties of the three component images. The incorporation of low-frequency information improves the low frequency noise power, but some low frequency noise still persists.
Figure 2.26: CPNR-processed results compared to third and full dose images.

Images are shown after log transformation. (a) One-third exposure image. (b) Normal exposure image. (c) CPNR-processed one-third exposure image with two-image frequency blending. (d) CPNR-processed one-third exposure image with three-image frequency blending. The noise variance at mid and high frequencies in (b-d) is approximately equal with minimal suppression of high frequency anatomical features. The low frequency noise in (d) is slightly better than that in (c) with minimal additional impact on resolution.
2.5 CPNR Benchmarking

It is important to know how CPNR compares to other nonlinear image denoising techniques in terms of noise (dose) reduction, noise texture preservation, artifact induction, and resolution performance. While signal resolution and distortion analysis is reserved for Chapter 4, preliminary analysis of noise power performance and artifact induction are conducted in this section as a means of benchmarking CPNR performance. A multitude of denoising techniques are employed throughout the medical imaging field, and based on a thorough review of the medical imaging literature, two of the most popular nonlinear denoising algorithms were chosen for comparison against CPNR.

2.5.1 Bilateral Filter

Bilateral filtration is a non-iterative, nonlinear algorithm which uses a simple procedure for edge preserving smoothing. [24] It operates by selective spatial smoothing through the use of both the domain (geometric closeness) and range (photometric similarity) of image data \( I \) according to the function

\[
l_{BILATERAL}(x, y) = \sum_{(x_i, y_j) \in \Omega} I(x_i, y_j) G_D(x_i, y_j) G_R(x_i, y_j),
\]

where \( \Omega \) is a 2-D window centered at \( (x, y) \). \( G_D(x_i, y_j) \) and \( G_R(x_i, y_j) \) are Gaussian-weighted domain and range functions defined as

\[
G_D(x_i, y_j) = e^{-[(x_i-x)^2+(y_j-y)^2]/2\sigma_D^2},
\]

and

\[
G_R(x_i, y_j) = e^{-[I(x_i, y_j)-I(x, y)]^2/2\sigma_R^2}.
\]

Variables \( \sigma_D \) and \( \sigma_R \) are the domain and range smoothing parameters, respectively. The range smoothing parameter is a unique feature of the bilateral filter which is used to
preserve image edges by decreasing the amount of smoothing across large intensity
gradients. In fact, the bilateral filter has been shown by several investigators [52, 61, 62] to
be derived from the same Bayesian approach as the (iterative) anisotropic diffusion
algorithm of Perona and Malik. [37] The anisotropic diffusion technique is another
nonlinear, edge-preserving denoising technique which has been extensively and
successfully applied in medicine for noise reduction in CT and MRI. [38, 39, 63, 64] Given
the success of both the anisotropic diffusion and bilateral filter techniques in medical
applications, [24-26, 65-67] the bilateral filter was chosen for demonstration purposes due
to its non-iterative nature and smaller parameter space.

2.5.2 Wavelet Denoising

There are many approaches in the literature for the task of denoising, and they can
be roughly divided into two categories: denoising in the original signal (spatial) domain and
denoising in the transform (frequency) domain. (e.g., by Fourier or wavelet transform). In
the 1990s, Donoho et al. introduced a means of bridging the gap between spatial (time)
domain and transform (frequency) domain processing through the use of wavelets. [68-73]
A wavelet is a wave-like oscillation with non-zero amplitude near its center and amplitude
which approaches zero in the tails. A sample wavelet is provided in Figure 2.27.
Due to the shape of the wavelet function, wavelet analysis tends to be localized in both time (space) and frequency whereas the sinusoidal basis object used in Fourier analysis is localized only in frequency (i.e. sinusoids propagate *ad infinitum* in the time and spatial domains). This property of wavelets can be used to decompose a signal into different scale spaces for processing. By using multiple image decompositions (resampling with coarser and coarser resolution), denoising can be performed at different image scale spaces. This advantage of wavelet denoising has made it a popular method for denoising medical image data. [28-30, 74, 75]

### 2.5.3 Denoising Algorithm Comparison

To facilitate the fairness of comparison between the bilateral, wavelet, and CPNR algorithms, bilateral and wavelet filter parameters were adjusted to provide the same amount of noise variance reduction as CPNR. This was accomplished by matching the integral of the 2-D NPS after processing a one-third dose Kyoto phantom image. The spatial smoothing parameter of the bilateral filter was fixed at $\sigma_d = 1$ to prevent excessive spatial
smoothing, and a range smoothing parameter of $\sigma_R = 24$ reduced the total noise variance by 53% to match CPNR.

The 2-D stationary wavelet transform was used to conduct wavelet denoising. MATLAB’s Wavelet Toolbox was used to facilitate the design of the wavelet denoising scheme. By using level three symlet wavelets and a soft threshold of eight, a reasonable wavelet denoising paradigm was achieved which minimized fine detail suppression but also reduced the total noise variance by 53%.

After processing two one-third exposure Kyoto phantom images, NNPS were measured in the lung region from subtracted images and plotted in Figure 2.28. All algorithms are shown to preferentially suppress the mid and high frequency noise with an excess of low frequency residual noise remaining. The CPNR$_{\text{BLEND-2}}$ retains slightly more low frequency noise power since low frequency processing was not incorporated in the image blending operation.

![Figure 2.28: NNPS of CPNR compared to bilateral and wavelet denoising.](image)

Algorithm settings were adjusted to reduce the noise variance in a one-third exposure Kyoto phantom image by 53% (except for CPNR$_{\text{BLEND-2}}$ which reduced noise variance by 49%). All algorithms preferentially reduce mid and high frequency noise leaving an excess of residual low-frequency noise variance.
Figure 2.29 shows a side-by-side comparison of the processed images along with the difference between the processed images and the original. Each algorithm produces a unique pattern in the difference image which contains subtracted noise, edge blur, and any nonlinear distortion of the image information. The bilateral filter suppresses the noise but does so in a very nonuniform way throughout the image. Furthermore, the presence of edges in the difference image suggests that edge information is being actively suppressed by the algorithm. Wavelet denoising seems to perform better than the bilateral filter both in terms of edge preservation and noise print uniformity, although some edge information has been subtracted. Finally, the CPNR images show good noise reduction with very little edge suppression as evidenced by the lack of signal edge content in the difference images. The CPNR subtracted noise prints appear very uniform with no noticeable artifacts or excessive distortion. Although an excess of low frequency noise remains in the processed images, it does not appear to be objectionable.
Images from three different nonlinear denoising algorithms are compared. Difference images (original minus processed) are provided to show the extent of edge blurring and noise non-uniformity. Each algorithm suppresses image edges to some extent; CPNR appears to suppress edges the least. Also, CPNR and wavelet denoising have fairly uniform noise subtraction throughout the image while the bilateral filter produces noise nonuniformities near high contrast edges.
2.6 CPNR Benefits, Limitations, and Future Work

Results so far suggest that a two- and possibly three-fold reduction in projection x-ray imaging exposure can be achieved with CPNR processing with minimal degradation of the anatomical detail. Based on the preliminary results presented in this work, processed images show suppressed noise variance without objectionable distortion in the distribution of residual noise intensities. No obvious artifacts or signal distortions were observable in the CPNR-processed images. And of the advanced algorithms studied in this chapter (bilateral filtration, wavelet denoising, and CPNR), CPNR appeared (subjectively) to have the least amount of edge blurring.

One objective that remains elusive in spatial denoising is the maintenance of normal noise texture (NPS shape). Specifically, CPNR and other denoising algorithms which operate exclusively in the spatial domain have failed to adequately suppress low frequency noise without significantly suppressing the anatomical signal. This is most probably due to the very high anatomical signal power at low frequencies which prohibits the accurate assessment and suppression of the noise. Figure 2.30 demonstrates that the anatomical signal at low frequencies is many times that of the noise at typical clinical exposure levels. By comparing the signal power of a noise-free XCAT image with that of uncorrelated Poisson noise equivalent to one-third of normal dose, it is apparent that the noise power approximates or exceeds the signal power at mid and high frequencies but is much lower than the signal power at low frequencies. This would explain why the post-processed NPS in Figure 2.28 have shapes which differ from the original image noise – the low frequency noise simply does not have enough power to be properly detected and suppressed. While the problem of suppressing of low-frequency noise in 2-D imaging remains largely unsolved, modest distortions in the noise power at low frequencies may not be a major
impediment to the use of denoising algorithms. Since signal power far exceeds that of the noise at low frequencies, neither algorithms nor human observers may be capable of visualizing the very lowest frequency noise patterns that remain after image denoising.

![Figure 2.30: XCAT signal and noise power spectra.](image)

(a) XCAT simulated chest radiograph at one-third of normal exposure overlaid with 50 ROIs. (b) Signal and noise power spectra measured from the ROIs in (a). At mid and high frequencies, noise power approximates of exceeds signal power. At these frequencies, the noise is readily detected and suppressed without excess suppression of the anatomical signal. However, at low frequencies, signal power is 10-100 times greater than noise power which obscures the noise signal and makes accurate noise assessment more difficult.

Some of the work in this chapter has suggested that some form of scale space processing with CPNR may be justified. It was shown in Figure 2.22 that different CPNR parameter combinations preferentially reduced noise power within different spatial frequency bands. It may be worth exploring the possibility of denoising bandpass filtered images with CPNR. Based on the widespread use of wavelets and the benefits of scale-space denoising, a scale-space (wavelet-based) approach to CPNR denoising may be justified. Along with that, continued investigation of other advanced denoising strategies (such as the nonlocal means algorithm [32-34, 76]) should be a part of ongoing research.
Moving forward, a more detailed investigation of the upper limits of noise reduction in radiographic imaging should be pursued. Any improvements in x ray projection image denoising will have implications in higher dose modalities such as CT (Chapter 5) which uses many projection images of an object to reconstruct a 3-D volume. In the future, other high dose and high dose rate medical imaging modalities like fluoroscopy should also be explored. Applications like fluoroscopy could benefit from advanced denoising algorithms like CPNR but require fast image processing. Recent advancements in parallel computing and graphics processor hardware have made real time execution of algorithms like CPNR more feasible. One final but very important component of CPNR performance optimization is the critical and objective analysis of resolution effects and the potential for nonlinear distortion. This in depth analysis will be explored in Chapter 4.
3. Linear Methods for Resolution Performance Analysis

In the search for a proper nonlinear algorithm resolution assessment tool, it is important to first understand and explore methods for linear systems resolution performance analysis. In particular, the modulation transfer function (MTF) has been extensively investigated and applied in the medical imaging literature as evidenced by the many citations and references in this chapter. It is the de facto measure of image system resolution performance, and it is important to recognize the role of the MTF in modern imaging research prior to the development of nonlinear resolution assessment tools. Although this chapter will explore the MTF measurement of physical medical imaging devices, the concepts are easily translatable to application in the digital image processing domain.

In this chapter, a detailed review and analysis of two popular techniques for measuring the (1-D) resolution response of medical imaging systems is provided. The assumptions, benefits, and limitations of each method are outlined, investigated, and improved upon. Specifically, theory is developed and applied to ensure adequate fine sampling of the system edge or line spread function (LSF) for 1-D test devices at orientations other than approximately vertical and horizontal. The new formalism is shown to sufficiently generalize the measurement of the 1-D MTF from physical test devices at arbitrary angle. This is presented along with newly derived correction factors which improve measurement accuracy for both edge- and slit-based measurements of the 1-D MTF. Techniques will be validated with experimental measurements on an indirect-detection flat-panel system. In addition to the review and improvement of existing methods for 1-D MTF measurement, a new method for estimating the 2-D system resolution
response using only 1-D test devices is investigated. Validation by synthesis is also performed with simulated images from a hypothetical direct-detection flat-panel device.

The work in this chapter has been previously published in the journal Medical Physics and was presented the 2012 American Association of Physicists in Medicine (AAPM) Annual Meeting. [77, 78]

3.1 The Modulation Transfer Function

The MTF is widely accepted as the standard measure of linear imaging system resolution performance. It is commonly reported in one dimension as the normalized magnitude of the FT of the LSF which is readily obtained by imaging a slit or edge test device. [79-81] These test devices are typically used to report orthogonal measures of the MTF. While orthogonal measures classify the resolution performance of the system near the two major axes, it has generally been impractical to reliably estimate the off-axis portions of the 2-D MTF.

It would be useful to assess the full 2-D resolution properties of medical imaging systems. For instance, previous reports on the MTF of computed radiography systems have shown distinctive asymmetries in the scan and subscan directions which can make the values at intermediate angles difficult to estimate from orthogonal measurements alone. [82, 83] Examples from digital radiography have also shown that 2-D undersampling and aliasing effects are important to consider, especially in calculations of NEQ and DQE. [55, 59, 84] Complete assessments of the 2-D NEQ and DQE are valuable in assessments of observer task performance since image interpretation is an inherently 2-D task. [83] And although the 2-D NPS is easily measured, regular evaluations of the full 2-D NEQ and DQE have been difficult due to various challenges in obtaining accurate estimates of the 2-D MTF.
Direct measurement of the 2-D MTF has been difficult due to the lack of a suitable 2-D test device and a practical measurement procedure. In a recent effort to measure the 2-D MTF without the use of physical test devices, Kuhl-Gilcrist et al. derived an exact relationship between the 2-D NPS and presampled MTF for linear systems. [85] Although accurate, the technique requires in-depth cascaded systems analysis to produce a functional form of the system MTF for fitting purposes. Still, several authors have reported on efforts to develop 2-D resolution test objects. Fetterly et al. and Båth et al. both demonstrated the use of pinhole test devices for the measurement of 2-D detector point spread function (PSF). [83, 86, 87] Their techniques utilize precision-machined arrays of pinholes to produce “point” sources of x rays, and such devices may not be generally available. Also, to measure the (5×) oversampled and tail-smoothed PSF of a computed radiography system, Fetterly et al. required in excess of 6000 individual point-source measurements (obtained from 25 images of a 16×16 matrix of pinholes) for precise computation of the 2-D MTF. [83] Furthermore, opaque pinhole devices may require cumbersome alignment procedures (due to the thickness of the stock material) while non-opaque devices may require background detrending which can affect low-frequency MTF measurements. Other authors have proposed the use of a disk test device and Wiener filtering for the measurement of 2-D MTF. [88, 89] Although this technique requires only a single measurement, reports indicate inaccuracies in 2-D MTF assessment due to aliasing at high frequencies resulting from failure to acquire the presampled MTF. [87] Thus, while these efforts at developing 2-D test objects for MTF are laudable, there still remain issues of practicality and precision in such direct 2-D measurements.
3.2 1-D MTF Measurement Methods

In this section, a simple and accurate method is described for estimating the 2-D MTF using edge and slit test devices that have been routinely used for 1-D MTF measurement. By making measurements with these devices at several angles, an estimate of the 2-D MTF is assembled from an ensemble of 1-D MTF measurements. Methods to ensure adequate fine sampling of edge and slit devices cast at arbitrary angle are also described. The proposed methods are evaluated with experimental measurements on an indirect-detection flat-panel detector (FPD) device and with simulation studies of a direct-detection FPD.

3.2.1 Fine Sampling at Arbitrary Angle

A system LSF can be measured using a variety of techniques. One of the most notable is the technique of Fujita et al. [80] who provided a simple method for determining the presampled 1-D MTF using a slit test device. Their methods have been used extensively by many investigators. [56, 79, 81, 82, 87, 90, 91] However the slit method has not been sufficiently generalized to afford presampled MTF estimation at angles which do not approximate the vertical or horizontal. Therefore, an approach toward the generalization of the original MTF estimation method of Fujita et al. is derived here which ensures fine-sampling of the LSF at arbitrary angle.

Fine-sampling of the system LSF is required to reduce the effects of aliasing on the measured signal and to recover the presampled MTF. Therefore, a slit-test object must be measured at angles which afford sufficient fine-sampling of the LSF. For a slit at arbitrary angle $\theta$, the slope of the projected slit, $m$, can be represented using a rational approximation (in simplest form):
\[ m = \frac{a}{b} \approx \tan(\theta). \] (3.1)

In Eq. (3.1) \(a\) and \(b\) are integers used to approximate \(\tan(\theta)\). For the special cases of \(0^\circ = \theta \mod 180^\circ\) (horizontal) and \(90^\circ = \theta \mod 180^\circ\) (vertical), \(m = 0/1\) and \(m = 1/0\), respectively. The simplest-form rational approximation of \(m\) is required in order to accurately determine the sub-pixel sampling resolution achievable at a particular angle. The effective sampling aperture is defined as

\[ \Delta s = \frac{p}{n}, \] (3.2)

where pixel dimension \(p\) in the two orthogonal directions is assumed to be equal. Parameter \(n\) is computed from the simplest-form rational approximation in Eq. (3.1) as

\[ n = \sqrt{a^2 + b^2}. \] (3.3)

It is evident from Eqs. (3.1), (3.2), and (3.3) that large-integer rational approximations of \(m\) result in large values of \(n\) which in turn provide small effective sampling apertures. In other words, \(1/n\) represents the minimum fractional pixel width achievable through sub-pixel sampling of a 1-D resolution test signal at angle \(\theta \approx \tan^{-1}(m)\). This distinction is an important generalization of statements made by both Fujita et al. [80] and Samei et al. [81] Given our definitions in the equations above, we conclude that a slit or edge at an angle with \(1/n\) greater than some predefined value for \(\Delta s/p\) will provide inadequate sub-pixel resolution. At these angles, the coarseness of sub-pixel sample spacing may lead to aliasing in the response function. Therefore, a 1-D resolution test device imaged at any other angle with sufficiently small \(1/n\) will yield adequate results.

Finally, once a satisfactory angle is found, the finely-sampled LSF can be obtained as a function of pixel distance \(d\) from the slit center.
\[ d = \frac{y - (mx + y_0)}{\sqrt{m^2 + 1}} \]  

where \( d \) is the exact perpendicular distance from pixel center coordinate \((x, y)\) to the center of the imaged slit defined by slope \( m \) and \( y \)-intercept \( y_0 \). Simple arrangement of pixel values as a function of increasing \( d \) between \( \pm d_0 \) (Figure 3.1) forms a precise estimate of the finely-sampled LSF.

### 3.2.2 Slit Non-Uniformity

One hurdle to physical implementation of slit-based measurements of MTF at arbitrary angle is the absence of a generalized uniformity correction for imperfections in the slit. Slight inaccuracies in slit fabrication due to imprecision in machining may result in slit width variation leading to non-uniformities in x-ray transmission along the length of the test device. In a previous report, [82] slit width imperfection was corrected by normalizing the intensity of pixel values by the integral intensity across the slit in a direction perpendicular to the slit for slits positioned near the image axes. This approach has been extended for application at arbitrary angle.
Perpendicular slit profiles (thick dashed rectangular enclosures) shown for a slit at or near 45°. For \( \theta \approx 45° \), \( \tan(\theta) \approx 1/1 = a/b = m \). Variables \( n \) and \( d_0 \) are displayed for convenience. Alternating black and gray pixel centers indicate a particular pixel’s profile membership. Pixels with white centers are ignored.

The new approach to slit non-uniformity correction involves rounding the slit angle to one that permits estimation of \( m \) using small integers \( a \) and \( b \) [Eq. (3.1)]. The small-integer approximation of \( m \) results in a relatively small value for \( n \) [Eq. (3.3)] which can be interpreted as the regular interval (in pixels) approximately parallel to the slit at which consecutive perpendicular profiles should be formed. Note that the small-integer approximation of \( m \) is recommended exclusively for the purposes of slit non-uniformity correction and not for the construction of the finely-sampled LSF due to the potential for aliasing in the response function. For example, non-uniformity correction of an approximately horizontal slit involves normalization of pixel values to the integral of vertical profiles at regular increments along the 0° direction \( (m = 0/1) \). At 0°, \( n = 1 \) implying that profiles should be generated at 1-pixel increments along the slope \( m = 0 \). In
another example, a slit at 44° ($m \approx 28/29$) requires non-uniformity correction using profiles perpendicular to the 45° direction ($m = 1/1$). At 45°, $n = 1.414$ indicating that non-uniformity correction can be achieved through pixel value normalization by the perpendicular profile integral obtained at increments of 1.414 pixels along the 45° angle (Figure 3.1). This same procedure can be implemented at any other angle thus generalizing the slit non-uniformity correction technique.

3.2.3 Experimental Implementation with an Indirect Detection Device

The measurement of MTF at angles between horizontal and vertical was demonstrated on an indirect-detection FPD using both edge and slit devices.

3.2.3.1 Imaging System

An indirect-detection FPD (Revolution XQ/i, GE Healthcare, Waukesha, WI) was investigated in a laboratory setting. The Bucky-mounted detector has a 41×41 cm² field of view (FOV) with 0.2 mm pixel pitch. Other detector properties have been described extensively in the literature. [55, 56] A standard MX 100 x ray tube insert and housing (GE Healthcare, Waukesha, WI) were used with an ULTRANET SA beam collimator (Medys, Monza, Italy). The source-to-image distance was 186 cm.

Prior to system calibration, several pieces of hardware were removed from the x ray beam: beam conditioning filters; collimator-mounted crosshairs and exposure meter; detector cover plate; antiscatter grid; and the automatic exposure control. In accordance with manufacturer specifications, a 20 mm aluminum block was placed in the beam (for calibration purposes only). No other hardware was added. The system was then calibrated for gain non-uniformities, offset correction, and defective pixels using the “no grid” protocol as specified by the manufacturer. Previous studies showed that the system response
function demonstrated excellent linearity within the relevant exposure range,\textsuperscript{1} hence raw images required no linearization correction. Gain map, offset, and bad pixel corrections constituted the full extent of image pre-processing by the imaging system.

### 3.2.3.2 Beam Conditions

The x-ray beam was conditioned in accordance with the IEC RQA5 standard which requires a 21 mm aluminum block in the beam.\textsuperscript{[92, 93]} Standard shop-grade aluminum (type-1100) was used following the findings in a previous publication.\textsuperscript{[94]} To approximate narrow beam geometry, the beam was first tightly windowed with the system’s internal collimator followed by a second lead collimator attached to the detector side of the aluminum block. With phantom and collimators in place, the IEC-specified half-value layer of 6.8 mm Al was achieved at 71.5 kV\textsubscript{p} in accordance with the RQA5 beam quality requirements.\textsuperscript{[92, 93]} Exposure measurements for half-value layer calculation were made using a calibrated ionization chamber and kV meter (Accu-Pro, MDH Model 1015, 10X5-6 ionization chamber, Radcal, Morovia, CA). The chamber was positioned 93 cm from the source for all exposure measurements made in this study.

All beam conditions associated with MTF measurements closely followed the IEC standard with one exception: The x-ray exposure was set to the maximum value allowed by the system. The technique was fixed at 71.5 kV\textsubscript{p}, 64 mAs, 250 mA, 250 ms, and 0.6 mm nominal focal spot for all MTF test images in this study. It provided an exposure of 4.0 mR at the detector (higher than the IEC recommendation). Other investigations have shown that this deviation from the prescribed protocol is justified in order to reduce the influence of image noise since the MTF of digital FPDs rarely exhibit substantial exposure dependency.\textsuperscript{[79, 81]}
3.2.3.3 Edge Image Acquisition

An opaque edge was used in the first set of physical measurements of MTF. It consisted of a 0.2×5×10 cm$^3$ tungsten slab with one polished edge (TX5 W Edge Test Device, Scanditronix Wellhöffer, Schwarzenbruck, Germany). The other three edges were surrounded by a 3 mm thick lead frame. The edge test device was placed in contact with the system carbon-fiber cover plate and visually aligned with the central axis of the x-ray beam. To ensure proper alignment of the beam axis, detector center, and edge, a bubble level was used to measure and correct for any sagging of the x-ray tube housing and detector Bucky. After verification of system alignment, the x-ray beam was collimated to 8×8 cm$^2$ at the detector. This ensured proper exposure of the full length of the available edge without exposing the lead frame. The edge was rotated and imaged through a total of ten angles between 0° (horizontal) and 90° (vertical). It was supported at each angle by wooden wedges and fixed in place with common tape. At each angle, the entire collimator assembly was rotated to align the square x-ray field with the edge. Five images were acquired at every edge orientation with at least two minutes between each acquisition to minimize the influence of detector lag. The repeated measurements at each angle were taken to compute the uncertainty in 2-D edge-based MTF assessments.

3.2.3.4 Edge Image Processing

The method of Samei et al. [81] was used to process the individual edge images at each angle. Edges were extracted using a 256×256 pixel$^2$ ROI. A binary threshold operation was applied to the edge data in the ROI, [95] and the edge was extracted using Canny edge detection. [96] The edge angle was determined using a double Hough transform with 0.1° precision. Each of the five edge images at each angle were processed independently, and key measurements are summarized in Table 3. The data were projected parallel to each edge.
and rebinned with 0.02 mm (0.1 pixel) spacing to form the finely-sampled edge spread function (ESF).

Table 3.1: Summary of values obtained from physical edge measurement.

Using the estimated edge angles, $a/b$ ratios were obtained using the MATLAB function \textit{rat} with tolerance factor of 0.001. Parameter $n$ indicates that all edge angles can accommodate fine-sampling of the ESF with sub-pixel sampling bins which are at least $10\times$ smaller than the physical pixel dimension.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>1.33°</td>
<td>7.59°</td>
<td>20.22°</td>
<td>30.29°</td>
<td>37.90°</td>
<td>48.07°</td>
<td>58.85°</td>
<td>69.78°</td>
<td>78.13°</td>
<td>88.02°</td>
</tr>
<tr>
<td>$a/b$</td>
<td>1/43</td>
<td>2/15</td>
<td>7/19</td>
<td>7/12</td>
<td>7/9</td>
<td>59/53</td>
<td>43/26</td>
<td>19/7</td>
<td>157/33</td>
<td>781/27</td>
</tr>
<tr>
<td>$n$</td>
<td>43.01</td>
<td>15.13</td>
<td>20.25</td>
<td>13.89</td>
<td>11.40</td>
<td>79.31</td>
<td>50.25</td>
<td>20.25</td>
<td>160.43</td>
<td>781.47</td>
</tr>
</tbody>
</table>

In order to reduce the impact of noise in the finely-sampled ESF measurement, two denoising methods were compared. One method employed modest smoothing with a Gaussian-weighted polynomial kernel (0.34 mm width, $4^{th}$-order polynomial fitting) according to the recommendations of Samei et al. [81] Alternatively, the ESF was conditioned using the algorithm of Maidment and Albert. [97] Whereas smoothing of the ESF has been shown to introduce systematic errors in the estimation of the MTF (namely amplitude suppression at high frequencies), the ESF conditioning algorithm has been shown to preserve fine features of the MTF. [97] This is accomplished by constraining the ESF data through quadratic optimization according to two requirements: monotonicity of the ESF and squared error minimization. Results using the ESF conditioning algorithm are compared to the Gaussian-weighted polynomial smoothing algorithm in Sections 3.3 and 3.4.

After denoising the finely-sampled ESF, differentiation using the standard central-difference algorithm produced the LSF. A sample LSF from an approximately horizontal edge is shown in Figure 3.2 without denoising, with smoothing, and with conditioning. To
remove low-frequency nonuniformities, the baseline of the LSF was subtracted using a linear fit to 1 cm portions of the LSF tails. This was followed by windowing with a Hanning window of 2 cm width. The 1-D FT of the windowed LSF produced the optical transfer function (OTF). The magnitude of the complex OTF normalized to unity at zero frequency formed the MTF with bin spacing of 0.05 mm⁻¹. An iterative process refined the edge angle estimate down to 0.01° precision through maximization of the integral of the MTF between the zero (DC) and cutoff \( f_c \) frequencies.

![Figure 3.2: LSF following numerical differentiation of a finely sampled edge.](image)

The edge device was imaged at 1.33°. Results shown (a) without denoising, (b) with smoothing, and (c) with conditioning. The effects of denoising are most evident on the positive side of the LSF which corresponds to the unattenuated side of the edge.

At this point in edge image processing, it was recognized that two correction factors could be used to improve the edge method of Samei et al. [81] First, their sub-pixel binning procedure is in effect the convolution of a rectangular function of sub-pixel width with the finely-sampled 1-D ESF data. Therefore, the resultant MTF should be corrected through division by \( |\text{sinc}(\Delta s\sqrt{u^2 + v^2})| \) where variables \( u \) and \( v \) are spatial frequencies in the horizontal and vertical directions, respectively. Second, differentiation using the standard central-difference algorithm introduces additional blurring effects which should be modeled to correct the MTF. For evenly-spaced data, the central-difference algorithm is
simply the average of the forward and backward (two-point) differences. The averaging process may be modeled as a convolution of the resultant LSF by a rectangular function of width equal to two sub-pixel bins – a correction which is easily applied through division of the MTF by \(|\text{sinc}(2\Delta s\sqrt{u^2 + v^2})|\). This correction, which is equivalent to the transfer function of the central differences algorithm, is consistent with the findings of Buhr et al. [98]

Once the corrected 1-D MTF estimates at each of ten angles was obtained, the 2-D MTF was estimated through a simple surface fit to the ensemble of 1-D data. Due to the symmetry of the detector elements in our studies, we assumed reflective symmetry of the 2-D PSF across both the \(x\) and \(y\) axes. Therefore, the 1-D MTF measurements generated from edge images between 0° and 90° were reflected across the \(u\) and \(v\) axes to fill the remainder of 2-D frequency space in advance of data interpolation onto a 192×192 Cartesian lattice with evenly-spaced samples between ±1.5\(f_c\) = ±3.75 mm\(^{-1}\). This grid size was chosen based on the recommended size for 2-D NPS measurements from a previous study. [58] Consistency between the MTF and NPS grid sizes is important for the purposes of 2-D DQE and NEQ computations. [55, 59, 82, 84, 87] Finally, the ensemble of 1-D MTF data was interpolated onto the 2-D grid using three interpolation methods: nearest neighbor, linear, and cubic interpolation. All interpolation methods were based on Delaunay triangulation due to the scattered (unevenly sampled) nature of the source data. Comparisons of the accuracy and precision of these interpolation methods are reported in the Results section.

3.2.3.5 Slit Image Acquisition

A narrow slit test device was imaged to compare against results from the edge method. A sturdy aluminum jig held two 2 mm thick lead blocks with highly polished edges
spaced 12 μm apart. The slit was positioned in the center of a 35×35 mm² aluminum window. Following the same tube and Bucky alignment procedure as with the edge, the slit was positioned 1 cm from the system cover plate near the center of the imaging plate. The beam apertures were set to deliver a 3.5×3.5 cm² field at the detector to avoid excessive exposure of the aluminum frame. The slit was imaged at three orientations: vertical, horizontal, and 45°. At each position, the slit was adjusted so that its angle was 1-4° off of true vertical, horizontal, and 45° alignment. An iterative alignment procedure was implemented to maximize the x-ray flux through the slit indicating optimal slit positioning. [82] Once aligned, the slit was imaged 20 times with at least two minutes between each acquisition to minimize the effects of detector lag.

3.2.3.6 Slit Image Processing

The generalizations described in the sections above were applied to the methods of Fujita et al. and Dobbins et al. which both served as guides for slit processing. [80-82] At each angle, the 20 slit images were averaged to form a single composite image which reduced the influence of noise. Slits were extracted using a 160×160 pixel² region of interest (ROI). In a process similar to that implemented for the edge, slit angle was determined using a double Hough transform following thresholding and morphological skeletonization of the slit image. This yielded slit angle measurements of 4.15°, 44.07°, and 87.03°. Irregularities in pixel intensity due to non-uniformities in slit width were corrected using the technique proposed in section 3.2.2 Slit Non-Uniformity. Finally, the finely-sampled LSF was found using the same binning operation described for the edge (0.02 mm sub-pixel bins).

To promote consistency between LSF measurements, the LSF tails were extrapolated exponentially beyond 1% of the peak value following the work of other
A sample LSF is shown in Figure 3.3 before and after extrapolation. Following extrapolation and 1-D FT of the LSF, the magnitude of the complex OTF was normalized to unity at zero frequency to form the MTF. Finally, two correction factors were applied to the MTF. It was first corrected through division by \( \text{sinc} \left( (14 \, \mu m) \sqrt{u^2 + v^2} \right) \) to account for the finite width of the slit, its magnification, and focal spot blur. The measure of 14 \( \mu m \) is a value derived from past work with the same slit test device. Then, the MTF was corrected for the blur due to sub-pixel binning through division by \( |\text{sinc}(\Delta s \sqrt{u^2 + v^2})| \)

![Figure 3.3: Normalized LSF from a slit at 4.15°.](image)

The LSF is shown (a) before and (b) after exponential extrapolation below the 0.01 level.

### 3.2.4 Validation by Synthesis with a Hypothetical Direct Detection Device

#### 3.2.4.1 2-D MTF Simulation

To better understand the utility of 2-D MTF estimation techniques, test images were synthesized assuming a hypothetical direct-detection FPD device. The direct-detection device was chosen in order to estimate the 2-D MTF in a case where a substantial amount of aliasing is likely to be present. The blurring function of the hypothetical detector was approximated by the square pixel aperture function modeled as a rectangular window of height \( h_a \) and width \( w_a \). This blurring function is associated with the following presampled MTF:
\[ MTF_{\text{aperture}}(\rho, \theta) = |\text{sinc}(\rho w_\alpha \cos \theta) \sin(\rho h_\alpha \sin \theta)|. \]  

In Eq. (3.5), \( MTF_{\text{aperture}}(\rho, \theta) \) is described by polar coordinates \( \rho \) and \( \theta \). In terms of the more traditional Cartesian coordinates, radial spatial frequency variable \( \rho = \sqrt{u^2 + v^2} \) and \( \theta = \tan^{-1}(v/u) \) is the polar angle. The effects of detector MTF were incorporated into the simulation model which is described in full mathematical detail in Appendix A: Synthesis of Digitized Slit and Edge Objects with System Blurring Effects. A graphical description of model variables is provided in Figure A.1.

To test the precision and accuracy of the methods, the 2-D MTF of the hypothetical direct-detection device was estimated from ten simulated edge images. The angles of the edges in each image were evenly spaced between \( 0^\circ \) and \( 90^\circ \) at the angles shown in Table 3.2. Images were synthesized by executing Eq. (A.8) using Simpson’s trapezoid rule for numerical integration with 200001 evenly-spaced spatial frequency locations between -50 and 50 mm\(^{-1}\) with parameters \( \omega = 125 \text{ mm} \) and \( \ell = \omega/2 \) on a 384×384 pixel\(^2\) lattice. Pixels were square with pitch of 0.2 mm, and simulated pixel intensities in all images ranged from 10 to 16383. Poisson random noise was added to the simulated edge images. Finally, the presampled MTF was estimated at each angle and the 2-D MTF estimate constructed in accordance with the procedures outlined in section 3.2.3.4 Edge Image Processing. Results were plotted in the range \( \pm 4f_C = \pm 10 \text{ mm}^{-1} \) in the \( u \) and \( v \) directions on an evenly sampled 512×512 Cartesian lattice.
Table 3.2: Summary of values obtained from simulated edge measurement.

Using the estimated edge angles, \(a/b\) ratios were obtained using the MATLAB function `rat` with tolerance factor of 0.001. Parameter \(n\) indicates that all edge angles can accommodate fine-sampling of the ESF with sub-pixel sampling bins which are at least 10× smaller than the physical pixel dimension.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\theta)</td>
<td>4.50°</td>
<td>13.50°</td>
<td>22.50°</td>
<td>31.50°</td>
<td>40.50°</td>
<td>49.50°</td>
<td>58.50°</td>
<td>67.50°</td>
<td>76.50°</td>
<td>85.50°</td>
</tr>
<tr>
<td>(a/b)</td>
<td>3/38</td>
<td>6/25</td>
<td>12/29</td>
<td>19/31</td>
<td>41/48</td>
<td>48/41</td>
<td>31/19</td>
<td>70/29</td>
<td>504/121</td>
<td>216/17</td>
</tr>
<tr>
<td>(n)</td>
<td>38.12</td>
<td>25.71</td>
<td>31.38</td>
<td>36.36</td>
<td>63.13</td>
<td>63.13</td>
<td>36.36</td>
<td>75.77</td>
<td>518.32</td>
<td>216.67</td>
</tr>
</tbody>
</table>

### 3.2.4.2 Non-Uniform Slit Simulation

Simulation of non-uniform slits permitted testing of the proposed slit non-uniformity correction at arbitrary angle. Wedge-shaped slits were produced by subtracting two offset edges with slightly different angles. Slits of average width \(s = 12.5\,\mu\text{m}\) at two representative angles (1.5° and 43.5°) were simulated on a 384×384 pixel² lattice with 0.2 mm pixel pitch in the horizontal and vertical directions. Slit width varied linearly by ±6.25 \(\mu\text{m}\) (±50%) over 160 pixels along the length of the slit at either angle. This type of slit-width variation was similar to that observed on the physical slit test device.

Using methods from the Appendix, the slit at 1.5° was produced by subtracting an edge image with parameters \(\omega = 125\,\text{mm},\quad \ell = (\omega + s)/2,\) and \(\theta = 90° - 1.5° - \text{atan}[6.25\,\mu\text{m}/(160 \times 200\,\mu\text{m})]\) from another edge image with parameters \(\omega = 125\,\text{mm},\quad \ell = (\omega - s)/2,\) and \(\theta = 90° - 1.5° + \text{atan}[6.25\,\mu\text{m}/(160 \times 200\,\mu\text{m})]\). The slit at 43.5° was produced by subtracting an edge image with parameters \(\omega = 125\,\text{mm},\quad \ell = (\omega + s)/2,\) and \(\theta = 90° - 43.5° + \text{atan}[6.25\,\mu\text{m}/(160 \times 200\,\mu\text{m})]\) from another edge image with parameters \(\omega = 125\,\text{mm},\quad \ell = (\omega - s)/2,\) and \(\theta = 90° - 43.5° - \text{atan}[6.25\,\mu\text{m}/(160 \times 200\,\mu\text{m})]\). Simulated pixel intensities in both images ranged from 10 to 16383, and Poisson random
noise was added. The presampled MTF was estimated at each angle in accordance with the procedures outlined in Slit Image Processing. Simulation results were compared for presampled MTFs produced with and without the slit non-uniformity correction.

### 3.3 MTF Measurement Results from Experimental Implementation

#### 3.3.1 1-D MTF Measurements

Figure 3.4 shows the comparison of edge- and slit-based MTF measurements for the indirect-detection FPD. Averaging between the DC and cutoff frequencies, $0.78\% \pm 0.31\%$ ($\mu \pm \sigma$) difference was measured between the orthogonal MTF measurements for the slit method, $0.31\% \pm 0.38\%$ difference was measured between the orthogonal MTF measurements for the smoothed edge method, and $0.12\% \pm 0.40\%$ difference was measured between the orthogonal MTF measurements for the conditioned edge method. For a given MTF response, the slit-based assessment is slightly higher than the edge-based assessment from the DC-component up to about $3.5 \text{ mm}^{-1}$. Averaged between zero and the cutoff frequency, the slit method returns MTF values $1.21\% \pm 0.67\%$ higher than those of the conditioned edge. These observations are consistent with other comparisons of slit- and edge-based measurements. [79, 81, 101]
The edge-based MTF shown was computed using conditioned data. Symbols are plotted at every third data point.

### 3.3.2 2-D MTF Measurements

Figure 3.5(a) shows an estimate of the 2-D MTF of the GE Revolution XQ/i based on an ensemble of ten 1-D MTF measurements computed from conditioned data using a single edge-test device imaged once at each of ten angles. Based on five independent estimates of the 2-D MTF generated from five different ensembles of edge data, the relative precision error (standard deviation divided by the mean) for the non-negative frequencies only is reported in Figure 3.5(b). From Table 3.3, conditioned edge data with linear interpolation yield results with lowest average relative precision error which, averaged over $[0, f_c]$ in the $u$ and $v$ directions, is 0.26%. No perceivable patterns or differences could be detected in edge-based MTF measurements as a function of measurement angle below 4 mm$^{-1}$. This implies approximate radial symmetry which is emphasized by the contour plot in Figure 3.5(c). Finally, in Figure 3.5(d), orthogonal profiles through the 2-D MTF are compared to the 1-D MTF obtained from slit-based measurements.
Figure 3.5: 2-D MTF estimate based on ten edge measurements between 0° and 90°.

Results using conditioned edge data are shown for $\pm 1.5f_c$ in the $u$ and $v$ directions using 192×192 linearly interpolated points. (a) 2-D rendition constructed under the assumption of reflective symmetry across the $u$ and $v$ axes. (b) Plot of the relative precision error for non-negative frequencies. (c) Contour plot of (a) with contours drawn at increments of 0.1 from 0.1 to 1. (d) Comparison of the MTF from approximately horizontal and vertical slits with vertical and horizontal profiles through the 2-D MTF. Symbols are plotted every fourth data point.

Table 3.3: Comparison of ESF denoising techniques and 2-D interpolation methods.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Interpolation Method</th>
<th>Nearest</th>
<th>Linear</th>
<th>Cubic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-denoised</td>
<td></td>
<td>0.42%</td>
<td>0.32%</td>
<td>0.37%</td>
</tr>
<tr>
<td>Smoothed</td>
<td></td>
<td>0.41%</td>
<td>0.32%</td>
<td>0.36%</td>
</tr>
<tr>
<td>Conditioned</td>
<td></td>
<td>0.34%</td>
<td>0.27%</td>
<td>0.30%</td>
</tr>
</tbody>
</table>
3.3.3 Slit-Based Measurements and Non-Uniformity Correction

Results from the slit-based measurements demonstrate features of the radial asymmetry of the 2-D MTF. Figure 3.6 shows comparisons of 1-D MTF measurements using a slit test device at 4.15° and 44.07°. At frequencies below 4 mm⁻¹, 1-D MTF plots at the two angles are nearly identical with maximum absolute difference of 0.0076. However, above 4 mm⁻¹, the first zeros of the plots differ markedly. This observation agrees with theory which, under the assumption of 100% pixel fill factor, predicts zero-values at 5.0 mm⁻¹ and 7.1 mm⁻¹ for the 1-D MTF measurements near 0° and 45°, respectively. And although the magnitude of the MTF for this indirect detector is quite low near the described frequencies, it clearly indicates that the approximation of circular symmetry does not apply in the high spatial frequency range. Rather, the MTF in the high-frequency range lends itself more toward the 2-D separable behavior reminiscent of the FT of the rectangular pixel aperture function, an observation consistent with expectations based on detector geometry.

Also shown in Figure 3.6 are comparisons of the 1-D MTF produced with and without slit non-uniformity correction. Whereas the corrected plots approach zero near 2f_c, the uncorrected plots deviate in the positive direction. To compare corrected and uncorrected MTFs, we examine the relative difference (absolute difference divided by the average) averaged between the DC and cutoff components. At 4.15°, the average relative difference between corrected and uncorrected MTFs is 0.10% ±0.09% with maximum absolute difference of 0.053 (near 2f_c). At 44.07°, the average relative difference between corrected and uncorrected MTFs is 0.08% ±0.07% with maximum absolute difference of 0.022 (near 2f_c). Similar results are observed in the simulated data (Figure 3.8).
Figure 3.6: Comparison of slit-based MTF measurements from physical slits at two angles with and without slit non-uniformity correction.

(a) Comparison of the MTF at angles approximating 0° and 45°. (b) Detail of the MTF plot in (a) showing deviation between the MTF near 0° and 45° beyond 4 mm⁻¹. The difference between corrected and uncorrected plots can also be appreciated.

3.4 Results from Validation by Synthesis

3.4.1 2-D MTF Estimation

Figure 3.7(a) shows an estimate of the 2-D MTF of the hypothetical direct-detection FPD based on an ensemble of ten 1-D MTF measurements computed from conditioned data. Data are plotted from −4f_c to +4f_c in both the u and v directions in order to display the first side-lobes of the 2-D MTF. Figure 3.7(b) compares horizontal profiles through different estimates of the 2-D MTF based on results using different ESF denoising methods. Figure 3.7(c) shows the error associated with the plots in Figure 3.7(b), and reveals that the conditioned data yield superior results. This is confirmed numerically in Table 3.4 and Table 3.5 where different combinations of ESF denoising techniques and interpolation methods are compared. Conditioned data in combination with linear interpolation delivers the most accurate results. Conditioned data in combination with either linear or cubic interpolation delivers the most precise results.
Figure 3.7: 2-D MTF measured from a hypothetical direct-detection device using the proposed edge method.

(a) The 2-D MTF was estimated from ten equally-spaced edge measurements under the assumption of reflective symmetry across the $u$ and $v$ axes. Linear interpolation was used to estimate MTF values on a $512 \times 512$ pixel$^2$ Cartesian lattice in the range $\pm 4f_c$. (b) Using different ESF denoising methods, horizontal profiles through the 2-D MTF are compared to the true MTF. (c) Error associated with (b).
Table 3.4: Simulation results comparing different ESF denoising techniques and 2-D interpolation methods using absolute relative accuracy averaged over $u = v = [0,f_c]$.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Interpolation Method</th>
<th>Nearest</th>
<th>Linear</th>
<th>Cubic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-denoised</td>
<td></td>
<td>0.59%</td>
<td>0.35%</td>
<td>0.42%</td>
</tr>
<tr>
<td>Smoothed</td>
<td></td>
<td>0.57%</td>
<td>0.34%</td>
<td>0.40%</td>
</tr>
<tr>
<td>Conditioned</td>
<td></td>
<td>0.42%</td>
<td>0.13%</td>
<td>0.20%</td>
</tr>
</tbody>
</table>

Table 3.5: Simulation results comparing different ESF denoising techniques and 2-D interpolation methods using relative precision error averaged over $u = v = [0,f_c]$.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Interpolation Method</th>
<th>Nearest</th>
<th>Linear</th>
<th>Cubic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-denoised</td>
<td></td>
<td>0.51%</td>
<td>0.39%</td>
<td>0.45%</td>
</tr>
<tr>
<td>Smoothed</td>
<td></td>
<td>0.51%</td>
<td>0.39%</td>
<td>0.44%</td>
</tr>
<tr>
<td>Conditioned</td>
<td></td>
<td>0.12%</td>
<td>0.11%</td>
<td>0.11%</td>
</tr>
</tbody>
</table>

3.4.2 Slit Non-Uniformity Correction

Figure 3.8 demonstrates the relative impact of the slit non-uniformity correction on estimation of the MTF when applied to simulated non-uniform slits at $1.5^\circ$ and $43.5^\circ$. Figure 3.8(a) demonstrates the improvement in MTF accuracy when the slit non-uniformity correction is applied to slit data at $1.5^\circ$. Figure 3.8(b) plots the associated error. Averaged between DC and $f_c$, the relative accuracy error of the corrected MTF is -0.06% ±0.05% while that of the uncorrected MTF is -0.09% ±0.08%. At $1.5^\circ$, the maximum absolute error in the corrected plot is 0.002 while that of the uncorrected plot is 0.044 (both near $2f_c$). Figure 3.8(c) and Figure 3.8(d) show the same comparisons at $43.5^\circ$. Averaged between DC and $f_c$, the relative accuracy error of the corrected MTF is -0.19% ±0.16% while that of the uncorrected MTF was -0.27% ±0.24%. At $43.5^\circ$, the maximum absolute error in the corrected plot is 0.017 while that of the uncorrected plot is 0.031 (both near $2f_c$).
Figure 3.8: Slit-based MTF measurements using synthesized images from a hypothetical direct-detection device.

Results show the impact of slit non-uniformity correction on a non-uniform slit. (a) MTF estimates at 1.5°. (b) Error in MTF estimates at 1.5°. (c) MTF estimates at 43.5°. (d) Error in MTF estimates at 43.5°.

3.5 Discussion and Conclusions

Although there is appeal for the use of 2-D MTF test objects, measurement of the 2-D MTF of digital medical imaging devices has traditionally been very difficult to achieve. Point-like test objects (e.g. pinholes) have the challenges of being difficult to machine and having very little transmitted flux. For opaque pinhole test devices, proper alignment may be problematic due to the thickness of the stock material. On the contrary, non-opaque
devices may require background detrending which can affect low-frequency MTF measurements. More complicated point-like test objects (pinhole arrays) have been described in the literature to address some of these challenges, but they are still difficult to manufacture. [83, 86] Disk-test devices have also been described for use in the assessment of 2-D MTF, but reports indicate that they lack accuracy due to signal aliasing. [87-89] Recent advances have yielded promising results for extraction of the 2-D MTF from NPS data, but the precision and accuracy of these results come at the cost of intensive cascaded systems analysis and fitting of measured data to an assumed functional form of the MTF. [85]

By comparison with existing 2-D MTF test objects, namely 2-D arrays of pinholes, [83, 87] our techniques that estimate the 2-D MTF from multiple measurements with 1-D devices have certain benefits. First, 1-D test devices have been used extensively in laboratory and clinical settings, and their use is well-understood and widely accepted. Second, 1-D test devices are generally available, precluding the need for new equipment. Third, the use of an edge-test device in the estimation of 2-D MTF affords a reasonable number of measurements for high precision and practical application. And fourth, our evidence suggests that the use of multiple 1-D assessments of MTF at a wide range of angles is a robust, precise, and accurate method for 2-D interpretation of detector resolution properties. In particular, the edge method is quite tolerant of modest misalignment errors, and we have shown that it provides results similar to those derived using the slit method. [79, 81]

While the edge method for 2-D MTF estimation has several strengths, there are also some limitations to its implementation. First, the number of angles required for accurate representation of the 2-D MTF is highly dependent upon its asymmetry. If the spacing of the
radial (1-D) MTF samples is too coarse, then fine details may be lost during the 2-D interpolation process. Furthermore, if certain assumptions regarding symmetry of the MTF are not valid (e.g. reflective symmetry across the axes), then data collection at angles between 0° and 90° may need to be extended to 180°. Second, if the 2-D MTF at higher frequencies is to be accurately estimated, then finer radial sampling may be required to account for the reduction in radial sample density with increasing frequency. And third, it is well known that the edge method for MTF determination at very high frequencies is limited by lower SNR compared to other methods (e.g. the slit method). [101-104] If these high frequencies are of particular interest, then special care must be taken to ensure that adequate SNR is achieved.

In this work, the qualitative comparisons of the proposed edge method of 2-D MTF assessment to the results of Fetterly et al. [83] are noted. Fetterly et al. measured the 2-D MTF of the GE Revolution XQ/i using an array of pinholes. They concluded that the 2-D MTF of this indirect-detection FPD is circularly symmetric (out to ±3.75 mm⁻¹ in the u and v directions). Similar conclusion were drawn in this text for this same detector in the same frequency range. However, it should be recognized that the pinhole-based 2-D MTF results of Fetterly et al. differ from their edge-based measurements near the vertical and horizontal axes by up to 8% at frequencies between the DC and cutoff components. Fetterly et al. speculate that this deviation may be the result of low-frequency glare from neighboring pinholes and from detector exposure near the edges of the test device. [83] Regardless of the source, any error in MTF estimation will be amplified in calculations of the 2-D NEQ and DQE since these quantities are proportional to the square of the MTF. Analyses of the digital NEQ and DQE are limited to ±f_c in the Cartesian coordinate plane, [102] and in this range, the proposed edge-based methods provide average relative uncertainty in the presampled
MTF of 0.26% for physically obtained data. According to the accuracy achieved in the simulation studies, it is likely that the average absolute relative accuracy error is of similar magnitude.

The high accuracy of the proposed methods has demonstrated the importance of fully 2-D MTF assessment. Whereas orthogonal 1-D measurements of MTF have traditionally been used to classify system resolution properties, accurate assessment of the 2-D MTF can provide more highly detailed measures of system performance. In particular, the MTF measurements of the indirect-detection FPD in this chapter showed differences in the observed symmetry at low- and high-frequencies. Both slit- and edge-based measurements of the GE Revolution XQ/i suggest approximate circular symmetry of the MTF at frequencies below 4 mm\(^{-1}\). However, at frequencies above 4 mm\(^{-1}\), slit-based measurements of the GE Revolution XQ/i near 45° suggest that the 2-D separable pixel aperture function dominates the behavior of the MTF. The difference in symmetry at low- and high-frequencies was only observed when using the slit method, likely due to its superior SNR at higher frequencies. [101] While the edge method exhibits higher SNR at lower frequencies, [101] it is subject to positive bias at higher frequencies due to quantum, [81] electronic, and mechanical noise. [80, 104] In addition, high-frequency noise in the ESF is amplified by differentiation (required to compute the LSF). [103, 105] Although the amplitude of the MTF at high-frequencies is quite low for most indirect-detection FPD devices, high accuracy and precision at high frequency has more profound implications when direct-detection devices are considered.

Images from a hypothetical direct-detection FPD were simulated in this work, and they served several purposes. First, the simulations provided introspection into the anticipated performance of the proposed 2-D MTF estimation methods for a detector with
appreciable MTF amplitude beyond $2f_c$. This can lead to appreciable aliasing in the response function, and the work in this chapter showed that the proposed methods are likely to perform well, even out to $\pm 4f_c$ for this type of detector. Second, the simulated device permitted the computation of accuracy and precision figures given that the true 2-D MTF was known exactly (Table 3.4 and Table 3.5). And third, simulations of a non-uniform slit were conducted to investigate the impact of the non-uniformity and corresponding non-uniformity correction in terms of MTF estimation error. Results showed that slit non-uniformity has the greatest effect on the MTF near $2f_c$ where the amplitude is quite low. At $1.5^\circ$ and $43.5^\circ$, slit non-uniformity correction improved the error in MTF estimation, but some of its limitations should also be noted.

The proposed slit non-uniformity correction corrects for some, but not all, of the effects encountered in imperfect slits. The non-uniformity correction improved measurements of the MTF near $2f_c$ for both real and simulated slits; however the correction was less impactful at lower frequencies. Furthermore, slits with variable width produce perpendicular intensity profiles which are not only variable in terms of transmitted intensity but also in terms of profile width. Although changes in the profile width are not corrected by the intensity normalization technique, such fluctuations may be of little consequence as the sinc correction used to correct for the width of very narrow slits only adjusts the amplitude of the MTF by a few percent even at high frequencies. Of perhaps greater interest would be an investigation into the effects of high-frequency fluctuations in slit width. These types of variations could introduce large errors in the finely-sampled LSF, especially in regions where the magnitude of its derivative is greatest. Such investigations are deferred to future work.
Given all of these considerations, the edge- and slit-based assessments of 2-D MTF presented here provide very favorable trade-offs between ease-of-implementation and achievable accuracy. Edge-based assessments of MTF are relatively simple and well-established, and many facilities already possess the proper equipment for this type of analysis, while slit-based methods offer better performance beyond the cutoff frequency. Results from imaging studies and simulations show that the proposed methods are not only feasible, but they may provide higher accuracy than some 2-D measurements produced using pinhole- and disk-test devices. Measuring the full 2-D MTF provides details of resolution performance not seen with traditional 1-D methods along only the vertical and horizontal axes thus providing better data for the assessment of 2-D NEQ and DQE.
4. Frequency Response and Distortion Properties in Nonlinear Image Processing

As a component in the medical imaging chain, image processing may impact the resolution performance of an imaging system as a whole. It is therefore important to understand the multi-dimensional resolution properties of these algorithms due to the multi-dimensional nature of imaging and image interpretation. However, the most common metrics for resolution analysis in medical imaging (such as those reviewed in the previous chapter) are valid only for linear and approximately linear systems. While some analogues to these metrics have been used in attempts to describe resolution performance in nonlinear systems, the analysis is incomplete since nonlinear distortion effects are often ignored. Improper use of linear metrology to describe highly nonlinear systems can potentially produce misleading results. Therefore, alternative forms of analysis must be investigated.

This chapter is devoted to the formulation of a new framework for the analysis of nonlinear image processing algorithm resolution response. In particular, a means of analyzing the amplitude modulation and waveform distortion properties of nonlinear systems is developed with specific application to medical image processing algorithms. By examining an algorithm’s response to any array of sinusoids at different frequencies and orientations, a complete realization of the 2-D resolution response can be assembled which separately considers the contrast modulation and nonlinear distortion effects associated with a given image processing algorithm.

The work in this chapter has been previously published in the journal Medical Physics and was presented at the 2013 International Society for Optics and Photonics (SPIE) Annual Meeting followed by published conference proceedings. [36, 106]
4.1 Current Nonlinear Resolution Assessment Strategies

Modern medical imaging has benefited extensively from the use of nonlinear image processing algorithms. [107, 108] Nonlinear image denoising, [38, 109-111] enhancement, [112-114] and reconstruction [20, 115-117] have all been used to successfully improve image interpretability and diagnostic outcomes or to reduce patient radiation exposure and scan times. In spite of the many benefits from nonlinear processing, a complete, objective, and standardized measure of nonlinear resolution performance has not been universally accepted by investigators in the field. Such metrics are inherently difficult to develop, and attempts have generally not taken into account the confounding influence of signal distortion. Therefore, further work is necessary to better understand and characterize the resolution and distortion properties of nonlinear systems and algorithms.

To achieve objectivity in nonlinear resolution assessment, some authors have described the resolution properties of nonlinear algorithms using analogues to more familiar linear assessment strategies. In an effort to generalize the blurring properties of nonlinear CT reconstruction algorithms, Richard et al. [118] and Chen et al. [119] reported the radially averaged ESF of disk test objects. They also drew the important conclusion that nonlinear resolution performance varies with task function contrast and noise magnitude. McDonald et al. [120, 121] used a slanted edge to measure the small-signal modulation transfer function (MTF) of an imaging system from images with nonlinear post-processing. Both implementations of ESF measurement are useful approximations of resolution performance, but they do not decouple signal amplitude modulation from nonlinear distortion effects.
4.2 Nonlinear Signal Distortion

When a signal passes through a nonlinear device, signal power may be transferred to other frequencies, most notably to harmonics of the original frequencies; linear analysis techniques do not distinguish this effect from signal amplitude (contrast) modulation. In fact, the signal power from nonlinear waveform distortion may masquerade as contrast modulation of the input signal since linear metrics fail to quantify the effects of system nonlinearity. For example, Figure 4.1 shows how a median filter (a relatively simple nonlinear algorithm) not only modulates the amplitude of a 2-D pure sinusoidal signal, but also transfers power from the original frequency to other (non-principle) spatial frequency components. To adequately characterize this and other types of signal distortion, more complex analysis is necessary.

Volterra analysis, although not often applied to multi-dimensional signals such as images, [122, 123] is recognized as a method for nonlinear systems analysis in circuit, audio, and electrical engineering applications. [124-127] It can be used to characterize nonlinear system resolution response through the production of multiple higher-order impulse response kernels. However, a major weakness of this technique is its complexity which limits its application to weakly nonlinear systems in addition to making it impractical in regular use and interpretation.
Figure 4.1: Narrow-band demonstration of algorithm nonlinearity.

(a) Original 2-D sinusoid. (b) Magnitude plot of the 2-D FT of (a). (c) Spatial domain result of processing (a) with a 3x3 median filter. (d) Magnitude plot of the 2-D FT of (c) showing distribution of original signal power to harmonic frequencies constituting nonlinear signal distortion. Both the original and processed plots are equally windowed and leveled. Frequency domain plots show logged intensities.

Alternatively, the engineering community has used total harmonic distortion (THD) as a summary measure of nonlinear waveform distortion. [128-134] In applications such as electrical power systems, circuit design, and audio engineering, THD is used to characterize the nonlinear distortion properties of electronic systems via the system response to 1-D sinusoidal waveforms of various frequencies. Compared to Volterra analysis, THD is far more compact since all higher-order nonlinear effects are summarized using a single measure. Although it is simpler than Volterra analysis, THD has not yet been applied as a nonlinear resolution analysis tool for multi-dimensional systems.

In the following sections, a generalized framework for analyzing the nonlinear resolution properties of multi-dimensional systems is derived in detail. In particular, the
work will demonstrate the use of a novel technique for simplifying the interpretation of the resolution and distortion properties of complex nonlinear systems in contexts relevant to medical imaging (such as performance in the anatomical context). The resolution characteristics of a simple median filter will be presented as an example of this approach in three relevant imaging contexts: uncorrelated background noise, correlated background noise, and an anatomical background. These results will then be compared to the performance of the bilateral filter, wavelet denoising, and CPNR with respect to measurements of contrast resolution and nonlinear signal distortion in the anatomical context. Ultimately, this chapter will demonstrate how the background context and CNR are important factors in assessing the (context-dependent) resolution and distortion properties of nonlinear algorithms.

4.3 Development of Novel Nonlinear Metrology

The following sections propose methods for separating two distinct components of nonlinear resolution response: signal amplitude modulation and nonlinear waveform distortion. Also proposed are figures of merit which characterize algorithm performance in terms of these components. These metrics are then applied to investigations of the resolution response properties of a median filter to illustrate how the metrics can be used to characterize nonlinear system resolution and distortion performance. Finally, three advanced nonlinear algorithms (bilateral filter, wavelet denoising, and CPNR) are analyzed under the new paradigm.

4.3.1 Sinusoid Response

Sinusoids are one the most commonly used basis functions in medical imaging as evidenced by the widespread use of Fourier-based analysis. It is therefore useful to
understand the potential of nonlinear image processing algorithms to distort functions of this type. Although more complex task functions are ultimately of interest (as will be discussed below) substantial information on nonlinear algorithms can be obtained from simple sinusoidal object functions. Simple sinusoids also provide a very easy means of distinguishing amplitude modulation from nonlinear distortion effects. A 2-D narrow-band sinusoidal signal can be represented as

\[ s_{u_0,v_0,\varphi_0}(x,y) = A \cos[2\pi(u_0 x + v_0 y + \varphi_0)], \]  

(4.1)

where the sinusoid is characterized by amplitude \( A \), respective horizontal and vertical spatial frequencies \( u_0 \) and \( v_0 \), respective horizontal and vertical sample locations \( x \) and \( y \), and phase \( \varphi_0 \).

It is important to consider the impact of imaging context since variations in background noise magnitude, noise correlation, and anatomical variation may all affect the ability of nonlinear algorithms to resolve the signal of interest. In the case of sinusoids as a signal of interest, the spatial domain response to a signal \( s_{u_0,v_0,\varphi_0}(x,y) \) superimposed on an arbitrary background after processing with function \( f \) can be written as

\[ t_{u_0,v_0,\varphi_0,b}(x,y) = f(s_{u_0,v_0,\varphi_0} + b)(x,y) - f(b)(x,y), \]  

(4.2)

where output image \( t_{u_0,v_0,\varphi_0,b}(x,y) \) is the result of processing \( s_{u_0,v_0,\varphi_0}(x,y) \) with function \( f \) in the context of arbitrary background image \( b(x,y) \). Subtracting \( f(b)(x,y) \) serves to isolate the sinusoid response which is the result of both principle frequency modulation and harmonic distortion.
4.3.2 Principle Frequency Response

If the frequency of sinusoid $s_{u_0,v_0}$ is defined as the principle frequency of the signal of interest, the generalized principle frequency response (PFR) of function $f$ is defined as

$$PFR(u, v) = \lim_{M,N \to \infty} \frac{1}{MN} \sum_{m=1}^{M} \left| \frac{F_{2D} \left( \sum_{n=1}^{N} t_{u,v,\varphi_m,b_n} \right)}{F_{2D} (s_{u,v,\varphi_m})} \right|(4.3)$$

Variables $M$ and $N$ indicate the number of samples in the ensemble averages over many phase shifts $\varphi_m$ and many background samples $b_n$, respectively. These averages prevent bias in the computation of $PFR(u, v)$ which is equivalent to the square root of the fraction of original signal power preserved at the principle frequency after processing. This is analogous to the MTF for linear systems. Figure 4.2 demonstrates that, for linear image processing techniques such a low-pass filtering, the PFR is equivalent to the MTF.

4.3.3 Distortion Power Spectrum

To characterize the distortion resulting from nonlinear function $f$ operating on the sinusoidal signal in the presence of background $b(x, y)$, the signal power dispersed to non-principle spatial frequencies must be quantified. To do this, the distortion power spectrum (DPS) metric is defined as

$$DPS(u, v) = \lim_{N_x,N_y \to \infty} \lim_{M \to \infty} \frac{N_x N_y \Delta x \Delta y}{M} \times \sum_{m=1}^{M} \sum_{(u_i,v_j) \neq (u,v)} \left| \frac{F_{2D} \left( \sum_{n=1}^{N} t_{u,v,\varphi_m,b_n} \right)}{N} \right|^2, \quad (4.4)$$

where $N_x$ and $N_y$ are the ROI array dimensions used for analysis and $\Delta x$ and $\Delta y$ are the pixel dimensions. These multiplicative constants convert the output units to reflect signal power. $DPS(u, v)$ is then the sum of the power at all non-principle frequency components.
computed independently for each spatial frequency simulated. This is achieved using the summation $\sum_{(u,v)\neq(u,v)}$ which is a notch filter operation that ignores any changes at the principle frequency component. As a simple test of the metric, the DPS of a linear low-pass filter was computed. Figure 4.2 shows that the filter exhibits no nonlinear distortion properties as evidenced by null DPS response at all spatial frequencies.

![5x5 Box Filter](image)

**Figure 4.2:** MTF, PFR, and DPS analysis of a 5x5 box filter.

The 5x5 box filter in the spatial domain can be convolved with an image to produce the filtered result. The MTF of the box filter (equal to the complex magnitude of the FT of the kernel) produces a 2-D separable sinc function. The PFR of the box filter is equivalent to the MTF. $DPS = 0$ at all spatial frequencies indicating that the box filter imposes no nonlinear distortion on the processed image, as expected.

### 4.3.4 Distortion Index

The PFR and DPS can be used in combination to provide a quantitative measure of algorithm performance. The PFR and DPS indicate how power in the original task object (sinusoid) gets modulated at the principle frequency (PFR) and distributed to other frequency bins (DPS) as a result of nonlinear processing. In the case of a linear processing algorithm, the PFR was shown to reduce to the MTF, and the DPS was shown to be zero at all spatial frequencies. As mentioned previously, THD is a metric used historically to describe distortion in electronic systems. The 2-D THD can be written in terms of $PFR(u, v)$ and $DPS(u, v)$:
\[
THD(u, v) = \frac{DPS(u, v)}{N_x N_y \Delta x \Delta y |A/2 PFR(u, v)|^2}.
\]

Operations in the denominator of Eq. (5) convert \(PFR(u, v)\) to a measure of signal power since THD is the ratio of the sum of the powers of all harmonic frequencies to the power at the first harmonic or principle frequency. Although THD has traditionally been used to characterize only 1-D sinusoidal signals, its use as a 2-D figure of merit is seen to be straightforward, and generalization to higher-dimensional analysis is trivial. As a figure of merit, THD is a fine method for quantifying nonlinear signal distortion as a fraction of the power at the principle frequency, but \(THD(u, v)\) approaches infinity at \(PFR(u, v) \approx 0\). With only slight modification, this problem is avoided by defining the distortion index (DI):

\[
DI(u, v) = \frac{DPS(u, v)}{N_x N_y \Delta x \Delta y |A/2 PFR(u, v)|^2 + DPS(u, v)}
\]

\(DI(u, v)\) restricts the measure of harmonic distortion to a range of \([0,1]\) by computing the total output signal power in the denominator. Therefore, \(DI(u, v) = 0\) indicates no nonlinear waveform distortion at frequency \((u, v)\), and \(DI(u, v) = 1\) indicates that 100\% of the signal at frequency \((u, v)\) can be attributed to nonlinear waveform distortion.

### 4.3.5 Summed (Integrated) Distortion Index

A scalar measure of DI can be formulated to summarize algorithm distortion properties over all frequencies of the original sinusoidal task object:

\[
\Sigma DI = \frac{\sum \sum DPS(u, v)}{\sum \sum \left[ N_x N_y \Delta x \Delta y |A/2 PFR(u, v)|^2 + DPS(u, v) \right]}
\]
\( \Sigma DI \) measures the fraction of total output signal power attributed to nonlinear waveform distortion. Like \( DI \), \( \Sigma DI \) is bound to the range [0,1] which facilitates inter- and intra-algorithm comparisons of nonlinear distortion performance.

### 4.4 Experimental Evaluation

The median filter was chosen to initially demonstrate the utility of the proposed metrics. It is a nonlinear image processing algorithm which has been used extensively in medical imaging as a noise-reducing image filter.[135-138] It was chosen due to its relative simplicity, small parameter-space, and prevalence in medical image processing. Although several novel adaptations of the algorithm exist, this study will explore the most basic version of the algorithm for demonstration purposes. Observations will be made about the characteristics of the algorithm based on \( PFR(u, v) \), \( DPS(u, v) \), \( DI(u, v) \), and \( \Sigma DI \) metrics, and strategies for comparing the resolution performance of different algorithms based on these metrics will also be considered.

The algorithm was analyzed in a 256x256 pixel\(^2\) region with backgrounds representing three different imaging contexts as shown in Figure 4.3: a flat field with a background of uncorrelated noise, a flat field with a background of white noise correlated using a Gaussian filter \((\sigma = 1)\), and an ROI taken from the lung region of an anthropomorphic phantom (Lungman, Kyoto Kakagu, Kyoto, Japan) acquired at one-third of typical clinical exposure using an indirect-detection FPD (Revolution XQ/i, GE Healthcare, Waukesha, WI). These backgrounds were chosen to investigate the effects of increasing levels of correlation on nonlinear algorithm task performance. Sinusoidal task objects were simulated within a 16x16 pixel\(^2\) ROI and superimposed at 64 different locations throughout each of the three images. Sinusoids \( s_{u_0,v_0,\varphi_0}(x,y) \) were independently simulated at all
discrete spatial frequency combinations \((u_0, v_0)\) and 16 random phase shifts in order to calculate the PFR and DPS values at each respective spatial frequency.

![Image backgrounds for nonlinear algorithm resolution analysis.](image)

(a) Simulated white (uncorrelated) noise. (b) Gaussian-correlated white noise. (c) Lung ROI from an anthropomorphic phantom image acquired with an indirect-detection FPD. Pixel intensities in all three raw images are proportional to exposure and contain no additional processing.

Sinusoidal task objects at several different CNR levels were investigated to ascertain potential changes in nonlinear algorithm performance. The amplitudes \(A\) of all simulated sinusoids were adjusted such that the target CNR was achieved (noise in this sense refers to the standard deviation of the stochastic component of the noise). \(PFR(u, v), DR(u, v),\) and \(DI(u, v)\) were computed at \(CNR = \{0.5, 1.0, 2.0, 5.0, \infty\}\) for each background image in Figure 4.3. \(\Sigma DI\) was computed at various CNR levels in the domain \([0.1, 5]\) for each background image.

**4.4.1 PFR**

PFR analysis revealed changes in the response pattern as a function of CNR and background image. Figure 4.4 shows that the median filter response function has a sinc-like shape at low CNR, and the mid- and high-frequency PFR improves with increasing CNR. At fixed CNR, the median filter response function values tend to increase as the background
changes from white to correlated noise and from correlated noise to anatomical background.

Figure 4.4: PFR is shown at several combinations of CNR and image background.

The median filter exhibits a PFR with shape that changes as function of both CNR and background. All images are equally scaled. Image intensity is unitless.

4.4.2 DPS

DPS measurements are shown in Figure 4.5. The DPS response functions exhibit trends similar to those observed in the PFR. Nonlinear distortion in the median filter response increases with increasing CNR. Median filter distortion also increases with increasing correlation of the background image signal.
Low DPS is indicative of low levels of nonlinear distortion. For the median filter, DPS increases for objects with increasing CNR and for objects processed on background with increasing amounts of signal correlation. All images are equally scaled with units of pixel value$^2 \times$ pixel area.

### 4.4.3 DI

$DI(u, v)$, the fraction of output signal power attributed to nonlinear distortion as a function of spatial frequency, is shown in Figure 4.6. The median filter response shows extensive nonlinear distortion at mid- and high-frequencies. Changes in $DI(u, v)$ diminish beyond CNR = 5 for the median filters.
Figure 4.6: DI varies as a function of CNR and image background.

DI(u,v) is highest at frequencies with low PFR(u,v) indicating that most or all of the output signal at those frequencies is attributed to nonlinear signal distortion. All images are equally scaled. Image intensity is unitless.

4.4.4 ΣDI

The plots in Figure 4.7 show ΣDI(CNR), a summary measure of nonlinear waveform distortion and its impact on waveform fidelity as a function of CNR. ΣDI is a useful measure of algorithm performance which can be used to summarize the range of object contrast levels over which an algorithm exhibits strongly nonlinear characteristics. Each curve corresponding to the median filter contains a local minimum where nonlinear waveform distortion is minimized as a function of CNR in each imaging environment: ΣDI_{min} = 0.0499 at CNR = 1.2 for white noise, ΣDI_{min} = 0.0610 at CNR = 0.7 for Gaussian-correlated noise, and ΣDI_{min} = 0.0674 at CNR = 0.3 for the anatomical background. Beyond CNR = 5, the median filter curves asymptotically approach an upper bound of ΣDI = 0.3017 in the limit as CNR goes to infinity.
4.5 Application of Nonlinear Metrology to the Bilateral, Wavelet, and CPNR Filters

Using the newly developed metrology in this chapter, the nonlinear denoising algorithms from Chapter 2 can be analyzed. For the sake of brevity, only the anatomical background was investigated since this scenario most closely represents the target denoising application. PFR results are provided in Figure 4.8. They show that the bilateral, wavelet, and CPNR algorithms all perform reasonably well at preserving the contrast of sinusoidal test signals at most frequencies for the CNR levels investigated. The bilateral and wavelet filters very nicely preserve the contrast resolution of high CNR structures but resulted in some blurring of high frequency low CNR details. Comparing the PFR results to the images in Figure 2.29, this effect can be observed through the blurring of the low contrast, high frequency trabecular structures in the rib. By comparison, the mid and high frequency performance of CPNR is quite good even for low CNR structures. This is evidenced by the improved preservation of trabecular detail by the CPNR technique. The
low-frequency CPNR optimization ($\text{CPNR}_{\text{LOW}}$) does show some contrast suppression of high frequency structure. But the reader is reminded that only the lowest frequency information from the $\text{CPNR}_{\text{LOW}}$ results was retained in frequency blending (Figure 2.24). The improved mid and high frequency performance of the $\text{CPNR}_{\text{MID}}$ and $\text{CPNR}_{\text{HIGH}}$ optimizations was retained in both $\text{CPNR}_{\text{BLEND-2}}$ and $\text{CPNR}_{\text{BLEND-3}}$ frequency blended images.

![Figure 4.8: PFR characterization of bilateral, wavelet, and CPNR algorithms.](image)

PFR analysis reveals that the bilateral and wavelet filters very nicely preserve the resolution of high CNR details with some blurring of low CNR high frequency details. At low frequencies, $\text{CPNR}_{\text{LOW}}$ shows similar resolution properties as the bilateral and wavelet filters, but $\text{CPNR}_{\text{MID}}$ and $\text{CPNR}_{\text{HIGH}}$ show improved mid- and high-frequency resolution properties for lower CNR task objects. Only results corresponding to the anatomical test background are shown here.

DPS analysis provided very promising results for the nonlinear algorithms investigated. Figure 4.9 shows that CPNR processing results in very little nonlinear signal distortion. According to the figures, the bilateral, wavelet, and $\text{CPNR}_{\text{LOW}}$ algorithms produced some distortion in high CNR sinusoidal test signals. However, it is not so much the net amount of signal distortion that is important. The relative amount of signal distortion as a fraction of the total output signal power provides a more informative measure of algorithm nonlinearity. This quantity is measured by DI.
Figure 4.9: DPS characterization of bilateral, wavelet, and CPNR algorithms.

Nonlinear distortion (DPS) analysis shows some signal distortion of high CNR sinusoids for the bilateral, wavelet, and CPNR_{LOW} denoising algorithms. Otherwise, the denoising paradigms show negligible nonlinear distortion of the sinusoidal test signals. Only results corresponding to the anatomical test background are shown here.

DI measures are provided in Figure 4.10. According to the results, nonlinear distortion of the input signal comprised a miniscule fraction of the output signal power for all algorithms investigated. This means that the sinusoidal test signals of various amplitudes overlaid on the anatomical background experienced little to no distortion in the shape after nonlinear processing. Although PFR analysis showed that the contrast of these sinusoidal test signals was somewhat diminished at mid and high frequencies, the sinusoidal shape of the signal was preserved.
Nonlinear signal distortion constitutes a negligible fraction of the total signal output for all algorithms at the CNR levels observed. Only results corresponding to the anatomical test background are shown here.

\( \Sigma DI \) analysis returned the same result as depicted in Figure 4.10: none of the advanced nonlinear algorithms investigated resulted in substantial nonlinear signal distortion. As a fraction of the total signal output, the effects of nonlinear signal distortion were practically unobservable. Therefore, it may be concluded that, in the anatomical context, these algorithms behave in an approximately linear fashion with respect to the resolution response to sinusoidal signals at the CNR levels investigated. Of course, these conclusions may only be valid for sinusoid-like signals. Further testing with other basis objects may reveal more widely interpretable results. Ultimately, this is an important finding which indicates that nonlinear processing with these algorithms does not impart “new” information into the image through nonlinear distortion of the original image signal.

4.6 Discussion, Benefits, and Limitations

Nonlinear image processing is a dynamic and expanding area of research in medical imaging. As this area of research continues to grow, critical and thorough algorithm
assessment strategies must be standardized and implemented to ensure high image quality. This work describes the use of several new measures for nonlinear algorithm resolution performance analysis: $PFR(u, v)$, $DPS(u, v)$, $DI(u, v)$, and $\Sigma DI$. These measures were used to show that signal power may not only be modulated for a given spatial frequency component, but that signal power may also be redistributed to other spatial frequencies as a result of nonlinear processing.

To visualize the effects of principle frequency contrast modulation and nonlinear distortion, an example has been provided in Figure 4.11. The corresponding PFR and DI values have been provided in the figure to demonstrate how these normalized metrics may be used to quantify and compare the contrast response at the principle frequency and the relative impact of nonlinear waveform distortion for sinusoids with different frequencies and orientations. This type of analysis and its conclusions are supported by the widespread use of a similar figure of merit (THD) used to characterize nonlinear system effects on 1-D signals in several engineering applications. As a result, this work has demonstrated for the first time the use of distortion analysis for quantifying nonlinearity in multi-dimensional imaging systems.
The three sample sinusoids at various frequencies and orientations demonstrate how PFR and DI can be used to describe the algorithm response to sinusoidal signals. The contrast modulation of the sinusoid is described by the PFR value. DI values indicate the fraction of output signal power attributed to distortion. The median filter results demonstrate how a single algorithm can exhibit very little to severe nonlinear distortion of the input signal. By contrast, the other algorithms have quite minimal and stable distortion response at all frequencies. Algorithms differ somewhat in their ability to preserve the amplitude (contrast) of the sinusoidal test signal. CPNR is quite exceptional in this regard. All images are equally scaled.

<table>
<thead>
<tr>
<th>Original</th>
<th>Median</th>
<th>Bilateral</th>
<th>Wavelet</th>
<th>CPNR(_{\text{LOW}})</th>
<th>CPNR(_{\text{MID}})</th>
<th>CPNR(_{\text{HIGH}})</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="original" alt="Image" /></td>
<td><img src="median" alt="Image" /></td>
<td><img src="bilateral" alt="Image" /></td>
<td><img src="wavelet" alt="Image" /></td>
<td><img src="cpnr_low" alt="Image" /></td>
<td><img src="cpnr_mid" alt="Image" /></td>
<td><img src="cpnr_high" alt="Image" /></td>
</tr>
<tr>
<td>(u_0 = 0.125) pixels(^{-1})</td>
<td>PFR = 0.764</td>
<td>PFR = 0.765</td>
<td>PFR = 0.758</td>
<td>PFR = 0.830</td>
<td>PFR = 0.934</td>
<td>PFR = 0.995</td>
</tr>
<tr>
<td>(v_0 = 0.125) pixels(^{-1})</td>
<td>DI = 0.020</td>
<td>DI = 0.000</td>
<td>DI = 0.000</td>
<td>DI = 0.000</td>
<td>DI = 0.000</td>
<td>DI = 0.000</td>
</tr>
<tr>
<td><img src="original" alt="Image" /></td>
<td><img src="median" alt="Image" /></td>
<td><img src="bilateral" alt="Image" /></td>
<td><img src="wavelet" alt="Image" /></td>
<td><img src="cpnr_low" alt="Image" /></td>
<td><img src="cpnr_mid" alt="Image" /></td>
<td><img src="cpnr_high" alt="Image" /></td>
</tr>
<tr>
<td>(u_0 = 0.281) pixels(^{-1})</td>
<td>PFR = 0.332</td>
<td>PFR = 0.524</td>
<td>PFR = 0.632</td>
<td>PFR = 0.524</td>
<td>PFR = 0.957</td>
<td>PFR = 1.000</td>
</tr>
<tr>
<td>(v_0 = 0.031) pixels(^{-1})</td>
<td>DI = 0.462</td>
<td>DI = 0.001</td>
<td>DI = 0.002</td>
<td>DI = 0.003</td>
<td>DI = 0.000</td>
<td>DI = 0.000</td>
</tr>
<tr>
<td><img src="original" alt="Image" /></td>
<td><img src="median" alt="Image" /></td>
<td><img src="bilateral" alt="Image" /></td>
<td><img src="wavelet" alt="Image" /></td>
<td><img src="cpnr_low" alt="Image" /></td>
<td><img src="cpnr_mid" alt="Image" /></td>
<td><img src="cpnr_high" alt="Image" /></td>
</tr>
<tr>
<td>(u_0 = 0.406) pixels(^{-1})</td>
<td>PFR = 0.099</td>
<td>PFR = 0.418</td>
<td>PFR = 0.505</td>
<td>PFR = 0.585</td>
<td>PFR = 0.503</td>
<td>PFR = 0.982</td>
</tr>
<tr>
<td>(v_0 = 0.250) pixels(^{-1})</td>
<td>DI = 0.730</td>
<td>DI = 0.002</td>
<td>DI = 0.006</td>
<td>DI = 0.009</td>
<td>DI = 0.001</td>
<td>DI = 0.000</td>
</tr>
</tbody>
</table>

Figure 4.11: Visualization of principle frequency contrast modulation and nonlinear distortion effects.

The three sample sinusoids at various frequencies and orientations demonstrate how PFR and DI can be used to describe the algorithm response to sinusoidal signals. The contrast modulation of the sinusoid is described by the PFR value. DI values indicate the fraction of output signal power attributed to distortion. The median filter results demonstrate how a single algorithm can exhibit very little to severe nonlinear distortion of the input signal. By contrast, the other algorithms have quite minimal and stable distortion response at all frequencies. Algorithms differ somewhat in their ability to preserve the amplitude (contrast) of the sinusoidal test signal. CPNR is quite exceptional in this regard. All images are equally scaled.
Quantitative assessment of algorithm nonlinearity has shown that it manifests differently for algorithms employing different nonlinear mechanisms. Several nonlinear denoising algorithms demonstrated very different contrast response patterns. Figure 4.4 and Figure 4.8 showed differences in the shape in $PFR(u, v)$ as both a function of signal CNR and image context. Comparisons between Figure 4.5 and Figure 4.9 revealed large scale differences between $DPS(u, v)$ measured for a simple median filter and other more advanced nonlinear denoising filters. The distortion properties of the nonlinear algorithms were also shown to vary over different CNR levels and image contexts. These observations support the conclusions of other authors who showed that nonlinear resolution properties of imaging systems vary with noise magnitude and contrast, [118, 119] but this work reveals that nonlinear resolution is also impacted by noise correlation and image background. This suggests that measurements of nonlinear resolution performance made with test objects against flat backgrounds (as is the current practice for most medical imaging systems) [139, 140] do not necessarily equate to the resolution performance in natural settings. This key finding implies that the most accurate results are achieved when quantitative algorithm performance assessment takes place within an imaging context that closely resembles the natural application.

Quantification of image processing algorithm nonlinearity is an important result of this work with several other implications. It provides two new measures of nonlinear algorithm resolution performance — one which quantifies the impact of desirable algorithm qualities (PFR) and another which quantifies undesirable algorithm qualities (DPS). The separation of these characteristics creates new possibilities for algorithm parameter space optimization. For instance, the optimization of a denoising algorithm should seek to minimize the NPS in addition to DPS minimization while maximizing the PFR. Perhaps most
importantly, the quantification of algorithm nonlinearity can be used to define scenarios where algorithm nonlinearity is more or less negligible. Approximate system linearity is assumed by mathematical models such as those used in human observer performance analysis, and the techniques proposed in this paper can validate the range of algorithm operation over which this assumption is valid. Actual human observer studies will be necessary in future studies to show how the proposed metrics correlate with the effects of algorithm nonlinearity and waveform distortion on observer performance in different imaging tasks.

So far, sinusoidal task functions have been the only waveform analyzed using the proposed techniques. The use of sinusoids in this work was beneficial in that it permitted easy distinction of signal amplitude modulation from nonlinear waveform distortion. The sinusoid serves as the basis object of choice for most medical image processing since it is especially useful for identifying the effects of object scale space, orientation, and periodicity. Since distortion measures are derived from explicit sinusoid analysis, they can be used to exactly describe the resolution response of nonlinear systems to sinusoidal inputs. These same response functions might also be used to describe the nonlinear resolution response properties of other periodic signals such as textures. [141-143] It has been acknowledged that nonlinear image processing affects the appearance of topological texture features in medical images, [20] and this has been shown to affect image perception. This can be problematic if diagnosis and disease monitoring depend heavily on texture-based analysis (e.g. interstitial lung disease). [144, 145] Harmonic distortion analysis could therefore be a useful technique for quantifying image texture distortion so that the fidelity of important image textures can be preserved through nonlinear processing.
Although sinusoids are pervasive in the analysis of medical imaging systems, interpretation of the results gleaned from their explicit analysis may be somewhat limited. In general, for nonlinear systems, it should not be assumed that the sinusoid response function values are equivalent to those of other imaging tasks. Unlike many task objects common to medical imaging, sinusoids lack distinct edges. Imaging tasks such as disks, fibers, and punctate objects contain substantial edge content which is likely to produce task-specific differences in the resolution and distortion response functions. This is especially true of edge-preserving noise reduction filters such as the median filter and bilateral filter. Furthermore, the periodic nature of sinusoids can affect the manner in which they are processed. For instance, although 2-D sinusoids emulate the appearance of linear structures, the periodicity of sinusoids differentiates them from real linear structures like fibers and vasculature. This can result in processing differences, especially at high frequencies. Unfortunately, the absence of a basis function with sufficient likeness to most natural objects makes it difficult to assess their distortion properties: the signal amplitude modulation and nonlinear waveform distortion functions cannot be separately analyzed for objects which do not explicitly serve as basis functions. Future work should investigate methods to extend the analysis metrics presented here to other more complex task functions in addition to generalization of nonlinear distortion analysis for higher-dimensional modalities such as CT and magnetic resonance imaging.

4.7 Conclusions and Future Directions

Nonlinear systems analysis is complicated, and this presents challenges in the use of traditional image quality metrics. This work has proposed several metrics which simplify and generalize the quantitative assessment of nonlinear system resolution performance.
Through the analysis of sinusoidal basis objects, the proposed metrics separately consider two distinct components of the nonlinear resolution response: amplitude modulation and nonlinear waveform distortion. Analysis of several image denoising algorithms using the proposed methods in the context of medical imaging revealed patterns and trends in the response functions specific to the algorithms investigated. Image context, test pattern CNR, and nonlinear mechanism were all shown to impact the shape and magnitude of the resolution and distortion response functions.

In the future, it may be beneficial to investigate test signals other than sinusoids. Namely, the wavelet basis set may offer a useful means of signal decomposition for investigating nonlinear resolution response. The localization of wavelets in both time/space and frequency make them well suited for image analysis. And because of their spatial localization, wavelets may provide better introspection into nonlinear algorithm response to structured, finite objects such as lesions. By processing wavelet objects in the spatial domain, the wavelet transform can be used to investigate changes in the spatial frequency content of those wavelets making them amenable to distortion analysis in much the same way as sinusoidal signals. While sinusoids may provide some indication of nonlinear response to textures and extensive patterning in images, wavelets may provide more information about other diagnostically relevant signals including punctate objects, masses, and other localized structures.

In conclusion, nonlinear processing may fundamentally change the information content of medical images through the modulation of signal power at non-principle frequency components. Furthermore, just as object contrast, noise magnitude, noise correlation, and background anatomical signal affect human observer performance,[146-148] nonlinear algorithm resolution performance is likewise affected. This implies that the
nonlinear resolution and distortion properties specific to particular imaging tasks are most accurately measured in the context in which they naturally appear. Therefore, the first- and higher-order resolution effects of medical image processing algorithms should be routinely assessed in a task-specific manner against natural (anatomical) backgrounds within CNR ranges expected in clinical practice, especially as nonlinear processes become more pervasive in medical imaging. The metrics described in this chapter provide a promising avenue for assessing the resolution and distortion effects of nonlinear algorithms.
5. CPNR Application to Computed Tomography

It was stated in the first chapter that CT is the single largest contributor of medical imaging radiation dose to the US population as a whole. [3] Radiological CT procedures number over 67 million per year, and multi-detector CT (MDCT) is capable of delivering some of the highest clinical radiation exposures per examination. [1, 4] Some routine radiological CT procedures exceed 15 mSv per study. [2] In terms of the lifetime risk of radiogenic cancer induction associated with a single high-dose CT examination, chances range from 1 in 14,680 (60 year-old male undergoing routine head CT study) up to 1 in 150 (20 year-old woman undergoing coronary CT angiography) with all manner of risk in between. [149] Much higher risks have been estimated in children [150] where up to a ten-fold increase in lifetime cancer mortality from CT can be expected for pediatric patients compared to adults.

Although the added lifetime cancer risk to the individual receiving a single high dose CT examination is in general minimal, the accumulated risk to the population cannot be ignored. According to the US National Cancer Institute’s Surveillance Epidemiology and End Results (SEER) Database, the average US male has a lifetime risk of 43.92% and the average US female has lifetime risk of 38.00% for the development of cancer (all invasive sites included). [151] However, certain vulnerable subsets of the population are at higher risk for medically-induced radiogenic cancers (e.g. children and patients receiving multiple scans), and these patients may especially benefit from radiation dose reduction in medical imaging procedures.

In this chapter, CT is identified as a primary target for dose reduction through algorithmic post-processing of lower dose procedures. Two CT applications will be
considered for preliminary CPNR testing: radiographic MDCT and radiotherapy on-board patient positioning cone-beam CT (CBCT). The radiation risks associated with MDCT use have been outlined above. Radiation therapy patients, on the other hand, represent a special subset of the population of people who are the recipients of CT studies. Patients undergoing radiation therapy treatment regimens may receive as many as 42 CBCT examinations at an effective dose of 10-24 mSv per scan. [152] Although highly beneficial, the dose levels associated with daily CBCT for patient positioning have been associated with an estimated 2-4% increase in secondary cancer risk on top of that already assumed through healthy tissue exposure to the treatment beam. Therefore, algorithmic denoising is of potential interest in both CT settings.

To test the efficacy of CPNR in CT, this chapter opens with an XCAT simulation study of the initial investigation of CPNR application to MDCT. The geometry of a clinical MDCT device is used to simulate projection data similar to that obtained through standard radiological chest and abdomen studies. Projection data are denoised with CPNR and reconstructed using a filtered back-projection (FBP) algorithm. [153] NPS measurements from reconstructed data will show the extent of noise reduction achievable by CPNR. A second investigation will study the impact of CPNR denoising on clinically acquired CBCT data from a radiation therapy treatment device. Scans of a quality assurance phantom at different exposure levels will provide data used to measure the NPS and resolution effects of CPNR application in CBCT projection space.

Some of the preliminary results in this chapter were previously presented at the 2013 International Society for Optics and Photonics (SPIE) Annual Meeting followed by published conference proceedings. [154] A second proceedings paper for the same conference is currently in preparation for the 2014 meeting.
5.1 Preliminary Simulation Studies of CPNR Applied to MDCT

To explore the potential for CT dose reduction with CPNR, XCAT simulation studies were designed to emulate clinical MDCT examinations of the chest and abdomen. Although advanced CT scanner simulation software has recently become available (CATSIM, GE Healthcare, Waukesha, WI), that software was not accessible at the time these simulation were conducted. Instead, this work used dedicated XCAT simulation software and in-house reconstruction algorithms.

5.1.1 MDCT and XCAT Simulation

MDCT projection images were simulated using the XCAT phantom and XCAT CT projector. [48, 50] Scanner geometry was based on that of the GE Discovery 750 HD CT scanner (GE Healthcare, Waukesha, WI). The image quality characteristics of this scanner are described in the literature. [155] The third generation curved detector array contained 64 rows and 888 columns with integrating detection elements of size 1.0915 mm × 1.0239 mm in the row and column directions, respectively. Detector elements had a geometric fill factor of 0.8 in both directions. The source-to-image distance was 947 mm, and the source-to-axis distance was 539 mm. In a slight departure from the typical scan protocol, axial scans were simulated as opposed to the more common helical scan geometry due to the current limitations of the XCAT CT projector. 984 views per 360° rotation provided the complete set of CT projections.

Projection image intensity was directly proportional to exposure, and each projection was simulated with the same average exposure, hence an mA modulation scheme was not implemented. To produce images with noise levels matching the clinical protocols and applications, clinical noise levels from thoracic and abdominal CT studies were
obtained from consultation with a clinical medical physicist. Based on the physicist’s experience with FBP reconstructed data under standard reconstruction conditions (standard apodization and 5 mm reconstructed slice thickness), noise standard deviation measurements in normal-sized patients average 13-14 HU in the heart region and 15-20 HU in the liver region. A 120 kVp spectrum was simulated and the beam intensity was adjusted to provide identical noise levels in the reconstructed XCAT data. A bowtie filter was not simulated, and no scattered radiation was included. Projection datasets were generated for lung and abdomen studies at normal and half dose.

5.1.2 CPNR Optimization in MDCT Projection Space

In CT imaging, denoising can be performed either in the projection image space, the CT reconstruction space, or both. Other authors have previously reported on their experiences comparing denoising algorithm applications in these two spaces. In particular, Xia et al. [38, 156] reported that denoising of dedicated breast CT data was most successful when applied in the CT projection space. Compared to denoising in the CT reconstruction space, projection space denoising achieved better noise magnitude reduction with better residual noise texture while also preserving the resolution of anatomical structures. Furthermore, projection space denoising avoided the confounding effects of reconstruction artifacts (such as streak and beam hardening artifacts) which can remain after denoising due to their highly structured appearance. Overall, up to 60% dose reduction was reported using Xia’s partial (anisotropic) diffusion equation-based techniques.

Still other authors have pursued CT projection space denoising from the perspective of sinogram denoising. [27, 39, 157-162] By incorporating information from the angular acquisition dimension, image denoising can be further improved by exploiting redundancies
in the anatomical detail which only slowly changes through the angular dimension. Nonlinear denoising paradigms can be used to exploit this redundancy leading to better suppression of the random noise component while preserving the desired anatomical information. To successfully perform sinogram denoising, a 3-D version of the CPNR algorithm will need to be developed as part of future work. Therefore, the investigation in this chapter will focus exclusively on the 2-D projection space image denoising paradigm.

According to work done in a previous publication, [154] the CPNR settings needed to be re-optimized for denoising the larger (1.0915 mm × 1.0239 mm) pixels used in MDCT simulation. Use of the optimized settings from Chapter 2 for radiographic image denoising resulted in some blurring of anatomical structures when used to denoise the larger pixels in the MDCT projection data, and this was to be avoided. CPNR settings were re-optimized for larger pixels using the techniques outlined in section 2.2 Polarity Estimation, and it was determined that optimum performance could be achieved using \((p, \ell, t_{EST}, t_W, t_{MAJ}) = (4,9,0,0.75,0.6)\). The CPNR algorithm was run for four iterations to achieve total noise variance reduction of 41% in the projection space data with minimal degradation of the anatomical information.

5.1.3 FBP Reconstruction from Cylindrical Detector Data

Simulated projection data were reconstructed using the filtered back-projection algorithm of Feldkamp, David, and Kress with geometric adaptations for a cylindrical detector. [153, 163-165] Projection data were first preprocessed to transform the intensity data into line integrals via the logarithm transform:

\[
R_\beta = \log_n \left( \frac{l_\theta}{l_\beta} \right). \tag{5.1}
\]
In Eq. (5.1), \( I_\beta \) is the original intensity image at projection angle \( \beta \) (proportional to exposure). \( I_0 \) is incident (background) exposure, and \( R_\beta \) is the log transformed image (typically obtained by setting the logarithm base to \( n = e \)). Data were then reconstructed using the following core algorithm for cylindrical detectors:

\[
V(x,y,z) = \int_0^{2\pi} \frac{1}{L} \int_{-\gamma_m}^{\gamma_m} R_\beta(\gamma) g(\gamma' - \gamma) \frac{D^2 \cos \gamma}{\sqrt{D^2 + v}} dy \, d\beta, \tag{5.2}
\]

where \( D \) is the source-to-axis distance, \( v \) is the axial- or \( z \)-location of the projected point, \( L \) is the distance from the source to the reconstructed point, \( \gamma \) are the fan beam ray angles, and

\[
g(\gamma) = \frac{1}{2} \left( \frac{\gamma}{\sin \gamma} \right)^2 h(\gamma), \tag{5.3}
\]

where \( h(\gamma) \) is the Ram-Lak (ramp) filter with optional apodization.

One method for noise reduction currently implemented in clinical FBP reconstruction is the use of apodized filters. Apodization or “removing the foot” is a technical term used to describe a change made to the shape of a mathematical function or signal. In the case of CT, an apodization window is used to suppress high frequency data which is often corrupted by noise and amplified by the ramp filtration step. Figure 5.1 shows some common CT reconstruction filters obtained using different apodization windows.
Figure 5.1: Ramp and apodized reconstruction filters.

The ramp filter is required for accurate CT reconstruction. The ramp filter is often apodized to decrease the amount of high-frequency noise in reconstructed images.

The clinical reference noise levels used to set the XCAT exposure were estimated from clinical images reconstructed with a proprietary “standard” filter. The mathematical definition for this filter was obtained from software licensed to Duke University (CATSIM, GE Healthcare, Waukesha, WI). However, there are clinical scenarios where the standard filter is exchanged for a sharper “detail” filter. The detail filter does not suppress the high frequency content since scans requiring a sharp filter are used for finding fine features such as bone fractures. Images reconstructed with a sharp filter typically have higher noise due to the absence of apodization. This is one scenario where CPNR could have a great impact on noise reduction, so both ramp filtration and standard apodization reconstructions were investigated.

Images from the XCAT MDCT simulation study were reconstructed using a nearest neighbor interpolation scheme onto a 512×512 pixel\(^2\) lattice within a 40×40 cm\(^2\) field of view (0.781×0.781 mm\(^2\) pixels). 32 slices were reconstructed with 0.625 mm slice
thickness. Following reconstruction, four sets of eight adjacent slices were averaged to form four final slices with 5 mm thicknesses (typical slice thickness according to standard clinical protocols). At full dose, the noise standard deviation in the reconstructed XCAT images with standard filtration matched the clinical reference levels.

5.1.4 Preliminary Results

Unprocessed and processed XCAT projection datasets at half and full exposure were reconstructed with ramp and standard filtration. To analyze the impact of noise reduction, the NPS is reported below. Artifacts and edge blurring were analyzed by comparing processed and unprocessed images side-by-side in addition to investigations of difference images.

5.1.4.1 NPS Analysis

The 2-D NPS was measured using Eq. (2.19) and the techniques outlined in section 2.4.1 NPS Analysis. NPS was measured from subtracted images obtained by reconstructing two XCAT datasets with different noise realizations and subtracting the reconstructed images. This was done for half dose, CPNR-processed half dose, and normal dose data. The NPS was estimated from an ensemble of 16 measurements made in the heart region using 32×32 pixel ROIs. Data from all four reconstructed slices in a given study were combined to improve the precision of NPS results.

There was notable anisotropy in the 2-D NPS measured from the XCAT phantom data due to the non-uniform (anisotropic) shape of the phantom cross section. This is because the NPS varies in a manner governed by the path length traversed by the beam through the object in the FOV at each projection angle. [166] Due to the anisotropy of the NPS, only vertical 1-D profiles are reported. In Figure 5.2, the vertical 1-D NPS are reported
for half dose, CPNR-processed half dose, and normal dose reconstructed images with ramp filtration and also with standard apodization. Noise measurements from ramp filtered reconstructions with CPNR show 40% noise variance reduction as assessed by the ratio of the integral 2-D NPS with and without processing. The noise reduction benefits of CPNR were somewhat diminished under the apodized reconstruction paradigm where only 33% noise variance reduction was achieved. Since CPNR performs best at mid and high frequencies, suppression of high frequency data by apodization reduces the overall impact of CPNR contributions to noise reduction in this frequency range.

The shape of the CPNR-processed NPS was encouraging. The NPS curves measured from CPNR-processed data in Figure 5.2 have retained the general shape of the original (half dose) NPS. This means that the noise texture in the CPNR-processed images should generally match that of the half and normal dose images (with noise amplitude suppressed to near normal dose levels). The texture of the CPNR residual noise print can be appreciated in Figure 5.3 where the heart detail is compared between the CPNR-processed half dose reconstructions and the normal dose reconstructions.
Figure 5.2: NPS measured from reconstructed XCAT liver images.

(a) NPS measured from the liver region of ramp-filtered XCAT images. CPNR processing provides a 40% reduction in total pixel noise variance. (b) NPS measured from the liver region of XCAT images which included standard apodization. CPNR processing provides a 33% reduction in noise variance.
Comparison of unprocessed normal exposure, CPNR-processed half exposure, and half exposure images with tight windowing. Ramp-filtered images exhibit sharper anatomical detail at the expense of higher noise. Apodized reconstruction offers improved noise suppression at the expense of some anatomical blur. Apodization produces a noise print with predominantly mid-frequency noise; the CPNR images show noise which is comparable to that in the unprocessed normal dose images. All images are equally windowed.
5.1.4.2 Artifact Analysis

Reconstructed lung images are shown in Figure 5.4. The ramp-filtered reconstruction from CPNR-processed data shows good noise reduction with little impact on image edges. Specifically, the fine lung detail shows no apparent blurring, and the crispness of the bony anatomy is retained after CPNR processing. Although the application of an apodizing filter reduces the total noise variance reduction due to CPNR from 40% to 33%, the edge preserving benefits of CPNR are retained as edge effects due to CPNR processing were unobjectionable in both the ramp filtered and apodized images. Only slight edge suppression near the aorta and the vertebral body can be detected in the difference images. Otherwise the anatomical structure is very nicely preserved after appreciable noise suppression by CPNR.
Images are compared with and without CPNR processing under two different filtration schemes. CPNR applied in the projection image space prior to reconstruction provides 33%-40% total pixel noise variance reduction in the final images with little impact on anatomical edges. Minimal blurring of the aortic and vertebral structures can be observed.
5.2 CPNR Application to Cone-Beam CT for Patient Positioning in Radiation Therapy

After seeing the benefit of CPNR applied to simulated conventional MDCT data, this work also aims to evaluate CPNR applied to physically acquired data. In particular, cone-beam CT (CBCT) application to daily patient positioning for radiation therapy (RT) was chosen as a target for CPNR testing. For nearly a decade, CBCT has been investigated as a clinical tool for daily positioning of patients undergoing RT with medical linear accelerators. [167-169] Volumetric imaging by way of kV CBCT has improved image guidance techniques, [170] and the use of gantry-mounted FPDs for kV imaging has facilitated the integration of advanced imaging systems which provide lower dose to the organs at risk compared to MV CBCT imaging. [171-174]. Although the dose of daily imaging procedures has been lowered through the use of kV imaging technology, the dose per procedure can still be quite high compared to radiological CT applications.

Wen et al. [175] studied the dose delivered by a Varian OBI device for a 42 fraction prostate cancer regimen. Although 78 Gy is typically prescribed to the tumor target, the treatment beam delivers far less to the organs at risk. Daily CBCT positioning only contributes ≈2% in additional dose due to imaging, but this dose is spread throughout the entire imaged volume. For example, Wen et al. measured cumulative CBCT doses of ≈130 cGy (central) up to ≈200 cGy [176] with estimated dose to the femoral heads exceeding 400 cGy (about 12% of the 3400 cGy delivered to the femoral heads by the treatment beam). Other authors also report that it is worth evaluating the costs and benefits of daily CBCT imaging, especially where bony anatomy is concerned. [152, 177] Although the dose due to kV imaging is relatively small compared to the RT treatment dose, there is still considerable interest in the literature for the management of RT imaging dose, [173, 175, 177-180] and
CPNR is investigated here as a competitive method for CBCT dose reduction in image guided radiotherapy.

### 5.2.1 CBCT Data Acquisition

To investigate the impact of the CPNR algorithm on clinical image quality and the potential for imaging dose reduction in radiation oncology CBCT patient positioning scans, CBCT images of a quality assurance phantom were obtained using a Varian OBI device (Varian Medical Systems, Inc., Palo Alto, CA). The Varian OBI image quality characteristics have been described in detail by Cheng et al. [178] The system uses a kV x ray source with nominal tube voltage of 150 kVp with optional bowtie filter. It has a source-to-axis distance of 1000 mm and a source-to-image distance of approximately 1500 mm. The detector is a 397.312 mm x 297.984 mm [512×384 (binned) pixels²] indirect-detection FPD with the long dimension perpendicular to the axis of rotation. A scatter rejection grid is installed to improve image contrast. A photograph of the Varian Novalis Tx system to which the OBI device is mounted is provided in Figure 5.5. A schematic of the scan geometry is also provided in Figure 5.6.
Figure 5.5: Varian OBI system.

The gantry-mounted kV imaging system is shown with the Catphan phantom in place. The MV treatment head is positioned on top, the kV x ray source is to the left, and the FPD is on the right.

Figure 5.6: Full fan (half scan) acquisition geometry.

Using a full fan beam and (full) bowtie filter, data are acquired through 180° plus the fan angle to reduce patient dose. Projection data must be correctly weighted to avoid artifacts due to the short scan acquisition. Sample beam profiles are illustrated to demonstrate the effect of bowtie filtration.
The Catphan® 504 quality assurance phantom (shown in Figure 5.5) was scanned to provide several measures of image quality performance. [181] The Catphan phantom is a standard piece of quality assurance equipment selected by Varian Medical Systems to accompany those linear accelerators equipped with on-board kV imaging capability. The phantom contains four image quality modules: high contrast resolution module; a module for slice width, sensitometry and pixel size; subslice and supra-slice low contrast resolution module; and solid image uniformity module. Each module can be used to assess a different measure of image quality. Images of the phantom were obtained using the default clinical imaging protocols outlined in Table 5.1. Two acquisitions were made using each protocol so that subtracted images could be used for NPS measurements.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Low Dose Head</th>
<th>Standard Dose Head</th>
<th>High Dose Head</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan Type</td>
<td>Short Scan</td>
<td>Short Scan</td>
<td>Short Scan</td>
</tr>
<tr>
<td>Voltage (kV_p)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Current (mA)</td>
<td>10</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>Pulse length (ms)</td>
<td>20</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Recon. FOV (mm²)</td>
<td>250x250</td>
<td>250x250</td>
<td>250x250</td>
</tr>
<tr>
<td>Recon. Size (pixels²)</td>
<td>512x512</td>
<td>512x512</td>
<td>512x512</td>
</tr>
<tr>
<td>Longitudinal Extent (mm)</td>
<td>180</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>Slice Thick. (mm)</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Convolution Type</td>
<td>RamLak</td>
<td>RamLak</td>
<td>RamLak</td>
</tr>
<tr>
<td>Convolution Filter</td>
<td>Standard</td>
<td>Sharp</td>
<td>Sharp</td>
</tr>
</tbody>
</table>

5.2.2 Bowtie Filter Images

In CT imaging, compensators (bowtie filters) have been used to reduce patient dose and improve image quality. [18, 19] The bowtie filter, aptly named due to its bowtie shape, is a block of attenuating material which modulates the beam intensity across the projection
FOV. The filter selectively reduces x ray flux by attenuating the x ray beam over areas of the FOV where objects (e.g. patient anatomy) are expected to be thinnest (i.e. less attenuating) and vice versa. Doing so provides three primary benefits. One, patient dose is reduced by preventing over-exposure of the skin and extremities. Two, scattered radiation is reduced by reducing the total amount of radiation incident on the patient. And three, the full dynamic range of digital detectors can be better utilized by reducing the maximum beam intensity in those parts of the beam left otherwise unattenuated by objects in the FOV.

A bowtie filter is regularly used in daily CBCT patient positioning, so one was also used for test data acquisition. This required a second set of images to be acquired with only the bowtie filter in the beam for each imaging procedure listed in Table 5.1. These bowtie filter images were then used to correct for the gross pixel intensity changes across the FOV which resulted from the nonuniform x ray intensity profile created by the filter. The general shape of the bowtie filter and its effect on the x ray beam profile can be appreciated in Figure 5.6 and Figure 5.7. The bowtie correction procedure is explained in full detail in 5.2.4. Bowtie Filter and Crescent Artifact Correction.

Figure 5.7: Bowtie filter image.

Sample image of a (full) bowtie filter. X ray transmission through the filter is highest at the white pixels and lowest at the black pixels.
5.2.3 CPNR in CBCT Projection Space

Both CPNR optimization settings derived earlier in this dissertation were investigated in application to CBCT projection data: the image blending scheme from Chapter 2 and the CT optimization in section 5.1.2 CPNR Optimization in MDCT Projection Space. The raw projection images were denoised using each CPNR optimization, and it was found that the optimization for MDCT outperformed the optimization from Chapter 2. To eliminate some remaining blur, the $t_w$ parameter was given a value of $t_w = 1$ and the algorithm was run for three iterations with settings $(p, t, t_E, t_w, t_{MA}) = (4, 9, 0, 1, 0.5)$. Note that the $t_{MA}$ becomes irrelevant since only a single polarity estimate is made at each pixel when $t_w = 1$. Therefore, $t_{MA} = 0.5$. Data acquired using the Low Dose Head protocol (Table 5.1) were denoised in projection space (prior to the bowtie correction described later). Noise variance reduction was estimated by taking the ratio of pixel variance in a $16 \times 16$ pixel$^2$ ROI measured at the center of subtracted images before and after processing. Noise variance reduction of 50% was achieved by CPNR in projection space.

5.2.4 FBP Reconstruction from FPD Data

Reconstruction of CBCT images in clinical RT practice continues to routinely employ the fast and efficient algorithm of Feldkamp, David, and Kress. [153, 168, 171, 182] An in-house MATLAB implementation of the algorithm was developed in conjunction with other projects involving the development of a lower cost CT system with similar FPD system geometry. [183, 184]

CT reconstruction is most conveniently performed in a rotated coordinate system. The conventional Cartesian coordinate system is simply rotated about the z-axis to orient
the system according to the acquisition angle of each projection image as it is back-projected into the reconstruction matrix according to the following equations

\[
\begin{align*}
s &= -x \sin(\beta) + y \cos(\beta), \\
t &= x \cos(\beta) + y \sin(\beta),
\end{align*}
\]

where \(x\) and \(y\) are the spatial coordinates and \(\beta\) is the projection view angle. The algorithm core is similar to Eq. (5.2) and is as follows:

\[
V(x, y, z) = \int_0^{2\pi} \frac{\rho^2}{(\rho - s)^2} \int_{-\infty}^{\infty} R_\beta(p, \xi) W(\theta) f \left( \frac{\rho}{\rho - s} t - p \right) \frac{\rho}{\sqrt{\rho^2 + p^2 + \xi^2}} dp \ d\beta.
\]

The reconstruction volume \(V(x, y, z)\) is computed using the following terms. First, projection data are pre-weighted by the location-dependent factor \(\frac{\rho}{\sqrt{\rho^2 + p^2 + \xi^2}}\) where \(\rho\) is the source-to-axis distance, \(p\) is the projection sample location, and \(\xi\) is the location in the axial \((z)\) direction. Log-transformed data \(R_\beta(p, \xi) [\text{Eq. (5.1)}]\) must then be filtered by a reconstruction kernel \(f \left( \frac{\rho}{\rho - s} t - p \right)\). As discussed previously, this is typically either a Ram-Lak (ramp) filter or an apodized ramp filter. To emulate the apodization of clinical CBCT data, a cosine filter was chosen. Filtered projection data may then be weighted by a beam weighting function \(W(\theta)\). Finally, the data are back-projected with weights \(\frac{\rho^2}{(\rho - s)^2}\) which are dependent upon the distance of the reconstruction voxel from the x ray source. Although reconstruction with Eq. (5.5) is straightforward, several corrections to the data needed to be made.

### 5.2.4.1 Bowtie Filter and Crescent Artifact Correction

Due to the use of a bowtie filter, projection images required bowtie gain correction prior to reconstruction. According to Matsinos et al., [169] the images generated by the
Varian OBI CBCT reconstruction software (Varian Medical Systems, Inc., Palo Alto, CA) uses only a single bowtie filter image for bowtie correction at all angles. This is problematic for several reasons. It has been known for some time that the Varian OBI system is prone to “bowtie wobble” or “crescent” artifacts which can be attributed to the use of a single bowtie correction image (Figure 5.8). This artifact has been attributed to detector-source misalignment due to system sag and mechanical instability in the bowtie filter assembly. [185, 186] Both of these issues can cause the default bowtie correction image to be misaligned with the actual bowtie filter position relative to the other imaging system components causing very strong artifacts to appear near image regions where the bowtie filter gradient is steepest.

To solve this problem, Giles, et al. [185] proposed the use of many bowtie filter correction images to account for system instabilities which influence bowtie filter positioning. Following their recommendations, 380 bowtie filter images were acquired corresponding to each of the gantry angles used to acquire data in the current study. To account for fluctuations in detector exposure from image-to-image, the average pixel intensity was measured using a 20x20 pixel$^2$ ROI at field center in each image. The plot of intensities as a function of projection angle was then smoothed using local quadratic fitting. Then each image was normalized through division by the smoothed value. To reduce the influence of noise in the correction images, every bowtie filter image was averaged with its 16 closest neighbors. Once the bowtie filter data were normalized and averaged, every raw projection image requiring bowtie correction was divided by the bowtie filter image acquired at the closest angle. This ensured that system sag and bowtie filter shift properties were very similar between the paired images. The High Dose Head protocol was used to
perform bowtie correction for all reconstructed datasets since those data had the highest SNR.

Comparing reconstructed images from the Varian OBI system to those produced using in-house reconstruction software, it can be seen in Figure 5.8 that the crescent artifacts have been virtually eliminated. By following the recommendations provided above, the use of acquisition angle-dependent bowtie filter correction images accounted for detector-source sag and bowtie filter wobble, both major contributors to crescent artifacts in other more simplistic bowtie correction schemes.

(a) (b) (c)
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**Figure 5.8: Bowtie and crescent artifact correction.**

(a) Reconstructed image without bowtie correction. (b) Reconstructed image with simplistic bowtie correction which results in crescent artifacts (indicated by arrows). (c) Reconstructed image with improved bowtie correction which greatly reduces the appearance of crescent artifacts.

5.2.4.2 Short Scan Weighting Function

The OBI short scan geometry requires 180° plus the full fan angle to be scanned for complete angular coverage of the scanning FOV. Whereas full (360°) scanning results in the acquisition of two complete projection datasets, short scanning results in the acquisition of one complete and one partial projection dataset. Therefore, redundant data (data collected along the same projection line but in opposite directions) must be appropriately weighted.
so that the sum of their weights is unity. Several authors have reported on short scan beam weighting functions. [187-189] In this work, the original short scan weighting scheme of Parker was implemented: [190]

\[
W(\theta) = \begin{cases} 
\sin^2 \left( \frac{\pi(\theta - \gamma_m)}{2\Delta} \right), & \gamma_m \leq \theta < \gamma_m + \Delta \\
1, & \gamma_m + \Delta \leq \theta < \gamma_m + \pi \\
\cos^2 \left( \frac{\pi(\theta - \gamma_m - \pi)}{2\Delta} \right), & \gamma_m + \pi \leq \theta < \gamma_m + \Delta + \pi \\
0, & \text{otherwise.}
\end{cases}
\] (5.6)

\(W(\theta)\) is the data weighting function, \(\theta\) is the projection angle, \(\gamma_m\) is the maximum fan beam half angle, and \(\Delta\) is the acquisition angle in excess of 180° plus the fan angle. The sinusoidal weighting functions produce a weight which smoothly transitions between redundant and single acquisitions which are given unit weight.

**5.2.4.3 Rudimentary Scatter Nonuniformity Correction**

Due to the use of half scan protocols and the lack of a projection space-based scatter correction, there was asymmetric scatter artifact in the short scan reconstructions. This caused differences in the apparent material density at opposite ends of the phantom in the reconstructed images. To correct this, a 2-D first order polynomial (planar) correction was applied to the data. The 2-D function was fit to 4096 sample points from the center portion of a reconstructed slice through the uniform phantom module. Once the fit was obtained, it was subtracted from all reconstructed slices from the same phantom scan. Figure 5.9 depicts the process by which sample points were selected, fit, and how the correction improved the uniformity of the scatter artifact throughout the reconstructed image. Although this did not correct for the radial component of the scatter artifact [still remaining in Figure 5.9(d)], it did improve the uniformity of the scatter artifact. It is not anticipated
that the residual scatter in the reconstructed images will negatively affect the measurements associated with denoising algorithm performance.

![Image](image.png)

**Figure 5.9: Rudimentary scatter anisotropy correction.**

(a) Scatter artifact is not radially symmetric due to the short scan acquisition. (b) 4096 points within the central region are selected at random for plane fitting. (c) The first order correction derived from polynomial fitting. (d) The scatter anisotropy has been corrected leaving only the radial component of the scatter artifact.

### 5.2.5 Catphan Analysis

Images were reconstructed using a nearest neighbor interpolation scheme onto a 512×512 pixel² lattice within a 25×25 cm² field of view (0.488×0.488 mm² pixels). For each slice to be reconstructed, thin slices were reconstructed with 0.5 mm slice thickness and five adjacent thin slices averaged to form a 2.5 mm final slice which matched the thickness typically used in the clinic. Several slices were reconstructed through different image quality modules within the Catphan phantom. The uniform, high-contrast, and sensitometry modules were selected to perform NPS and resolution analysis.

#### 5.2.5.1 Radial NPS

NPS was assessed in the uniform region of the Catphan phantom. Although the actual phantom was comprised of a uniform fill material, pixel gain nonuniformities in the FPD produced ring artifacts which corrupted the apparent uniformity of the reconstructed images. In spite of extended efforts to eliminate the ring artifacts, they persisted. According
to other investigators, this problem is not uncommon. To prevent structured noise components such as ring artifacts from contaminating NPS measurements, the 2-D NPS was measured from subtracted images.

Since the Catphan phantom has radially symmetric cross section, the 2-D NPS does not exhibit the anisotropies observed in NPS measured from the XCAT phantom. Therefore, since the 2-D NPS measurements [Eq. (2.19)] taken from the CATPHAN phantom appeared to be radially symmetric, measurement precision was improved through radial averaging of the 2-D NPS: [191]

\[
NPS(f) = \frac{1}{N_f} \sum_{f \leq \sqrt{u^2 + v^2} < f + \Delta f} NPS(u, v).
\] (5.7)

In Eq. (5.7), \(u\) and \(v\) are the respective horizontal and vertical spatial frequency components of the 2-D NPS \(NPS(u, v)\); \(f\) is the radial frequency component; \(\Delta f\) is the radial sample spacing; and \(N_f\) is the number of points within the interval \(f \leq \sqrt{u^2 + v^2} < f + \Delta f\). The 2-D NPS \([NPS(u, v)]\) was assessed using 16, 32×32 pixel⁰ ROIs in the center of the uniform Catphan module as shown in Figure 5.10. Noise measurements from ramp filtered reconstructions showed 49% noise variance reduction as determined by comparing the integral of the 2-D NPS in the reconstructed images before and after processing with CPNR. With apodization, CPNR was able to achieve 42% noise variance reduction with only modest excess of low-frequency noise.

Plots of the 1-D radially averaged NPS measurements are provided in Figure 5.11. They show that CPNR-processing has generally retained the noise texture while providing a possible two-fold reduction in dose. Although there is a small amount of excess low frequency noise left after CPNR-processing, the sample images in Figure 5.12 show that
such a modest change is not objectionable. The residual noise texture in the CPNR-processed Low Dose Head data looks very similar to that in the Standard Dose Head images in the case of both ramp filtered and cosine apodization.

In a bit of a sidebar, the author would like to comment on the NPS plots in Figure 5.11. The ramp filtered results [Figure 5.11(a)] share some similar properties with the measurements made on ramp filtered XCAT data in Figure 5.2(a) with the exception that the plots generated from ramp filtered CBCT data show some apparent suppression at high frequencies. In other words, the plots in Figure 5.11(a) do not exhibit the characteristic ramp shape that is demonstrated by the data in Figure 5.2(a). The reason for this difference is that the noise in the OBI CBCT projections is correlated according to the NPS associated with the indirect-detection FPD whereas the noise in the simulated XCAT MDCT projection images is spatially uncorrelated. The correlations in the OBI projection data propagate through the reconstruction process and into the reconstructed images. The ramp shape may however be restored by prewhitening the projection data. Regardless, the CBCT noise reduction results are very positive and very promising for both ramp and cosine apodization schemes.
Figure 5.10: 2-D NPS measurement from Catphan data.

(a) The NPS was measured using the red ROIs in the center of the uniform phantom module. Subtracted images were used to avoid the confounding influence of ring artifacts. (b) The 2-D NPS as measured from apodized data is radially symmetric due to the radial symmetry of the phantom.

Figure 5.11: NPS measured from uniform module of Catphan phantom.

(a) NPS measured from the uniform module of ramp-filtered Catphan images. CPNR processing provides a 49% reduction in total pixel noise variance. (b) NPS measured from the uniform module of cosine-filtered Catphan images. CPNR processing provides a 42% reduction in noise variance.
### Figure 5.12: Catphan noise textures.

Reconstructed slices from the uniform module of the Catphan phantom show differences in the noise texture as a result of differences in dose, CPNR processing, and apodization. CPNR processing has left a slight excess of low-frequency noise in the residual noise print which is evident in the reconstructed images. All images are equally windowed and leveled.
5.2.5.2 High Contrast Resolution

An axial slice was reconstructed through the high contrast resolution module of the Catphan phantom with and without CPNR processing. The high contrast resolution module provides a simple measure of resolution performance through the use of metal bar phantoms with different bar thickness and spacing ranging from 1 line pair (lp) per cm to 21 lp/cm. Reconstructed images with and without CPNR processing can be compared in Figure 5.13 with ramp and cosine filtration. The baseline performance of the system was determined to be 10 lp/cm with ramp filtration and 8 lp/cm with cosine filtration. After CPNR processing, the 10 lp/cm insert was resolved with ramp filtration. Only 7 lp/cm was resolved after CPNR processing with cosine apodization indicating modest loss of high contrast resolution performance. To ensure the accuracy of high contrast resolution results, reconstructed slices from multiple CPNR-processed low dose studies should be averaged to ensure that stochastic noise does not negatively influence the interpretation of results.
Images show the 7, 8, 9, and 10 lp/cm bar phantoms. Using ramp filtration, 10 lp/cm was resolved for both the unprocessed High Dose Head protocol and the CPNR-processed Low Dose Head (11 lp/cm was unresolved in both instances). With cosine apodization, 8 lp/cm is resolved in the unprocessed image while only 7 lp/cm is clearly resolved after CPNR processing.
### 5.2.5.3 Task Transfer Function

To further measure the effects of denoising on resolution, the task-based modulation transfer function or task transfer function (TTF) was employed. Richard et al. [118] showed that a contrast-dependent measure of the radially symmetric ESF can be readily obtained from the sensitometry disks implanted in most quality assurance phantoms; such disks are available in the Catphan phantom. The TTF is derived from radially averaged measures of the ESF according to the equation

$$ ESF(r) = \frac{1}{N_f} \left[ \sum_{r \leq \sqrt{(x-x_0)^2+(y-y_0)^2} < r+\Delta r} E_{\text{DISK}}(x,y) \right]. \tag{5.8} $$

$ESF(r)$ is a finely-sampled estimate of the 2-D disk edge function $E_{\text{DISK}}(x,y)$. In a manner similar to Eq. (5.7), the $E_{\text{DISK}}(x,y)$ samples are organized using a binning operation wherein $x$ and $y$ are the respective horizontal and vertical spatial coordinates; $(x_0,y_0)$ denotes the disk center (obtained from a center-of-mass calculation); $r$ is the distance of each pixel to the disk center; $\Delta r$ is the radial sample spacing; and $N_f$ is the number of sample points within the interval $r \leq \sqrt{(x-x_0)^2+(y-y_0)^2} < r+\Delta r$. Once obtained, $ESF(r)$ is a rebinned and finely sampled 1-D ESF estimate which can be processed according to the detailed instructions contained in section 3.2.3.4 Edge Image Processing. This includes all denoising considerations and correction factors derived for edge signal processing in Chapter 3.

When measured as a function of different task parameters (e.g. object diameter, noise magnitude, object contrast), the TTF has been shown to vary under nonlinear image processing paradigms such as nonlinear CT reconstruction. [192] By taking ESF measurements of the different material inserts in the Catphan phantom, the TTF can be
determined as a contrast-dependent function of nonlinear algorithm resolution performance. Table 5.2 provides the material identities and associated HU estimates from each insert, and Figure 5.14 shows the TTF measured for three Catphan material inserts.¹

The TTF measured from CPNR-processed Low Dose Head reconstructions was nearly equal to the TTF measured from High Dose Head reconstructions for the air and Teflon inserts. At half the cutoff frequency \(f_c = 1 \text{ mm}^{-1}\), the TTF of CPNR-processed data measured only 1% and 5% lower than the TTF of unprocessed data measured from air and Teflon inserts, respectively. These percentages represent the average TTF reduction due to CPNR from both ramp and cosine reconstructions. To measure the TTF of a lower contrast material, the Delrin insert was selected. The CPNR-processed data showed 13% reduction in TTF at the cutoff suggesting that CPNR performance is indeed contrast dependent. Overall, the TTF measured from CPNR-processed data showed excellent TTF response with contrast-dependent characteristics that merit further investigation.

¹ Due to the relatively high noise in the Low Dose Head scans combined with the availability of only two datasets, several of the low contrast TTF measurements were simply too noisy to report.
Table 5.2: Catphan material definitions.

Materials were listed in the Catphan user manual. HU estimates were obtained from clinical quality assurance protocols.

<table>
<thead>
<tr>
<th>ID</th>
<th>Material</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Air</td>
<td>-1000</td>
</tr>
<tr>
<td>B</td>
<td>Teflon</td>
<td>990</td>
</tr>
<tr>
<td>C</td>
<td>Delrin</td>
<td>340</td>
</tr>
<tr>
<td>D</td>
<td>Acrylic</td>
<td>120</td>
</tr>
<tr>
<td>E</td>
<td>Polystyrene</td>
<td>-35</td>
</tr>
<tr>
<td>F</td>
<td>LDPE</td>
<td>-100</td>
</tr>
<tr>
<td>G</td>
<td>PMP</td>
<td>-200</td>
</tr>
<tr>
<td>H</td>
<td>Background</td>
<td>≈90</td>
</tr>
</tbody>
</table>
The TTF was measured from (a) Teflon, (b) Delrin, and (c) Air sensitometry inserts. Only slight differences were observed between TTF measurements from different materials without CPNR processing. TTF measured from CPNR-processed data showed excellent TTF response with contrast-dependent characteristics. At half the cutoff frequency ($f_c = 1 \text{ mm}^{-1}$), the TTF of CPNR-processed data measured only 1%, 13%, and 5% lower than the TTF of unprocessed data measured from air, Delrin, and Teflon inserts, respectively. These percentages represent the average between ramp and cosine reconstructions.
5.3 Discussion

Preliminary application of CPNR to simulated MDCT data showed great promise. When denoising was applied in projection space, pixel noise variance in the reconstructed images was reduced by 40% with almost no blurring of anatomical structures. After reviewing images with and without CPNR processing, no new artifacts were observed. When apodization of the ramp-filtered projection data was applied, noise variance reduction dropped to 33%, still with only minor edge blurring. Although the NPS (Figure 5.2) measured from CPNR-processed images showed modest residual low frequency noise, this was not objectionable in comparisons of processed and unprocessed images in Figure 5.3.

One major area of research in MDCT to which CPNR has not yet been applied is iterative reconstruction. Iterative reconstruction methods such as Adaptive Statistical Iterative Reconstruction [193] and Model-Based Iterative Reconstruction (MBIR) (GE HealthCare, Waukesha, WI) have been commercially popularized, and reports indicate that techniques like ASIR have the ability to practically reduce imaging dose by 23-66% with some authors reporting dose reductions of up to 82%. [22, 194] Other authors have even reported on resolution improvements with the use of iterative and model-based reconstruction methods. [23, 118] There is interest in exploring how projection space denoising and iterative reconstruction methods might be used in combination to provide multiplicative noise reduction benefits since the two methods approach the noise reduction problem from two different perspective. However, such work is left to future endeavors.

In another application, CPNR was used to denoise RT quality assurance phantom data obtained using CBCT. CPNR achieved a 49% reduction in noise variance with ramp filtration and 42% reduction in noise variance with cosine apodization. These noise
reduction levels were accompanied by only minimal edge blurring with no apparent artifacts. High contrast resolution analysis revealed no apparent loss of high contrast resolution under ramp filtration with CPNR and the loss of only 1 lp/cm when cosine apodization was applied. Further resolution analysis using the TTF showed excellent CPNR resolution preservation based measurements made from air and Teflon inserts while the TTF measurement from the lower contrast Delrin insert revealed modest TTF suppression of about 13% due to CPNR processing. Therefore, these results show great promise for CPNR as a possible means of reducing the daily radiation burden from CBCT imaging in RT by a factor of two.

There is reason to believe that a 3-D CPNR implementation could improve upon the proposed projection space denoising paradigm. By including the angular dimension in the denoising process, image denoising could be improved by exploiting redundancies in the anatomical detail which slowly changes through the angular dimension. So called sinogram denoising may have the two-fold effect of improving anatomical edge preservation and improving low frequency noise reduction. Low frequency noise performance might be improved since the noise in the angular dimension is uncorrelated from projection to projection, and the inclusion of this extra information stands to improve the integrity of the noise reduction process. The same can be said for 3-D spatial denoising as well which further emphasizes the need to develop a 3-D CPNR implementation as part of future investigations.
6. Concluding Remarks

This dissertation has thoroughly explored the novel CPNR concept in application to radiography and CT. It was developed in the first chapter from fundamental principles into an effective medical image noise reduction tool. In application to digital radiography, CPNR reduced stochastic image noise variance by a factor of three at mid and high frequencies with more modest noise reduction achieved at low frequencies. Its performance was shown to be on par with other noise reduction algorithms in terms of noise variance reduction, but CPNR showed marked benefits in terms of other image quality characteristics. CPNR reduced the amount of edge artifacts and blurring, improved low contrast resolution preservation, and produced a residual noise print with “normal” appearance.

This work provided a new set of tools for assessing the frequency response and distortion properties of nonlinear algorithms. Whereas other more traditional resolution assessment tools fail to explicitly assess the effects of algorithm nonlinearity, this novel contribution to the field of image metrology independently analyzes signal distortion and contrast resolution effects. The work in Chapter 4 showed that, for nonlinear algorithms, this tool can provide a means of quantifying the extent of algorithm nonlinearity through measurement of the nonlinear distortion imposed on sinusoidal signals of interest. A figure of merit (DI) was proposed as a means of quantifying the degree to which nonlinear algorithm effects will impact algorithm performance compared to algorithm contrast resolution effects in the context of normal clinical application – a very important achievement.

Finally, the last chapter showed that CPNR can be used for noise reduction in CT. Through a simulation study of MDCT, 40% reduction in noise variance was demonstrated
with minimal negative effect on reconstructed image resolution. In combination with ramp filter apodization, CPNR reduced noise variance by an additional 33% over the use of apodization alone. In application of CPNR to CBCT data, the algorithm reduced total pixel noise variance by 49% with ramp filtration and 42% with cosine apodization. An investigation of high contrast resolution effects showed minimal resolution degradation. This observation which was supported by TTF analysis of phantom sensitometry inserts in reconstructed CBCT images which revealed only 1%-13% reduction in TTF after CPNR processing. Further optimization of the CPNR parameter space in addition to the development of a 3-D CPNR algorithm may help to further improve the performance of CPNR in CT.

CPNR represents a new noise reduction paradigm which has contributed some improvements to medical image denoising. It represents a substantial leap in the way noise reduction is understood and performed by suggesting that noise polarity assessment combined with random number subtraction can be used to reduce image noise by a factor of two to three with minimal impact on resolution. By subtracting random noise from a suitable distribution, CPNR accomplished the noise reduction objectives set out at the beginning of this dissertation. Overall, resolution was well preserved after CPNR application. It was used to demonstrate improved low-contrast resolution performance over other advanced denoising algorithms. The residual CPNR noise print was also shown to have “normal” characteristics in terms of the residual noise distribution and texture. Although there are improvements which can be made in terms of low-frequency noise processing, this issue is endemic to nearly all noise reduction algorithms applied in the spatial domain. A 3-D implementation of CPNR may help in this regard.
Ultimately, the hope is that the use of denoising algorithms will improve the performance of clinicians in detection, assessment, and quantification tasks. While this work has gone to great lengths to analyze numerical algorithm performance, it has not yet reflected upon observer performance effects. Observer performance studies needed to be conducted to validate the claims and predictions made using analytical metrics. Such studies are left to future endeavors.
Appendix A: Synthesis of Digitized Slit and Edge Objects with System Blurring Effects

To predict the accuracy of MTF estimates generated from arbitrarily angled resolution test devices, a generalized model was developed for computer simulation purposes. Ideally, 1-D MTF analysis would be conducted using a Dirac delta line impulse object of the form

\[ \delta_\ell(x, y) = \delta(x \cos \theta_0 + y \sin \theta_0 - \ell). \]  \hspace{1cm} (A.1)

The Dirac delta line impulse is alternatively defined in the following limit derived from the definition of an angled and shifted rectangular function:

\[ \delta_\ell(x, y) = \lim_{\omega \to 0} \frac{1}{\omega} \text{rect} \left( \frac{x \cos \theta_0 + y \sin \theta_0 - \ell}{\omega} \right). \]  \hspace{1cm} (A.2)

The test signal is parameterized by width \( \omega \), unit normal at angle \( \theta_0 \), and distance \( \ell \) from the origin in the direction of the unit normal. For small \( \omega \), Eq. (A.2) approximates an ideal physical slit imaged using ideal parallel beam geometry (illustrated in Figure A.1). For sufficiently large \( \omega \), the same model may be used to approximate an edge test function assuming proper assignment of \( \ell \) such that only a single edge is visible in the relevant field of view.

The rectangular function (square strip) of infinite extent \( f(x, y) \) is defined such that the volume per unit length in the “long” dimension is unity in order to ensure that, in the limit as \( \omega \to 0 \), the integral of the Dirac delta function [Eq. (A.2)] is also unity. Therefore, the unsampled, unblurred signal in the spatial domain is defined as
Modification of $f(x,y)$ by some system PSF is modeled as the convolution of $f(x,y)$ with the PSF to produce $g(x,y)$. To avoid the computational complexities associated with convolution, the signal is converted to its frequency space representation by the Fourier transform as outlined by the convolution theorem (* denotes convolution):

$$
\mathcal{F}_{2D}\{f \ast \text{PSF}\}(x,y)(u,v) = \mathcal{F}_{2D}\{g\}(x,y)(u,v) = G(u,v) = F(u,v)\text{MTF}(u,v).
$$

(A.4)

$F(u,v)$ is the FT of $f(x,y)$, and it is presented in expanded detail below:

$$
F(u,v) = \text{sinc}\left(\frac{u\omega}{\cos \theta} \right) e^{-\frac{2\pi u\ell}{\cos \theta} \delta(v - u \tan \theta)}.
$$

(A.5)

The Dirac delta line impulse in Eq. (A.5) may be modified for computational convenience: [195]
\[ F(u, v) = \text{sinc} \left( \frac{u \omega}{\cos \theta_0} \right) e^{-2\pi i u t / \cos \theta_0} \delta(v \cos \theta_0 - u \sin \theta_0). \]  
(A.6)

The sifting property of the Dirac delta impulse in Eq. (A.6) can be exploited to greatly simplify the equation, especially when converted to representation in polar coordinates:

\[ F(\rho, \theta_0) = \text{sinc}(\rho \omega) e^{-2\pi i \rho \ell}. \]  
(A.7)

To incorporate the effects of system blur, \( F(\rho, \theta_0) \) must be modified by the MTF to produce \( G(\rho, \theta_0) \). In turn, \( G(\rho, \theta_0) \) must undergo a 1-D inverse FT to return the problem to the spatial domain via

\[ g(x, y) = \mathcal{F}_{1D}^{-1}(G)(\rho, \theta_0)(x, y) = \int_{-\infty}^{\infty} \text{sinc}(\rho \omega) \text{MTF}(\rho, \theta_0) e^{2\pi i \rho (x \cos \theta_0 + y \sin \theta_0 - \ell)} d\rho. \]  
(A.8)

It should be noted that the MTF in Eq. (A.8) involves all (linear) components of detector blur (including signal integration across finite pixel apertures). If the MTF of the system is expressed in analytical form, Eq. (A.8) lends itself readily to straightforward calculation. However, the MTF of real systems are typically computed from measured data which may lack a convenient analytical form. In either case, Simpson’s rule for numerical integration can be used to conduct the 2-D inverse FT of \( G(\rho, \theta_0) \). To verify the accuracy of this derivation, the inverse FT is performed without loss of generality by assuming unit MTF:

\[ g(x, y) = \int_{-\infty}^{\infty} \text{sinc}(\rho \omega) e^{2\pi i \rho (x \cos \theta_0 + y \sin \theta_0 - \ell)} d\rho \\
= \frac{1}{\omega \text{rect} \left( \frac{x \cos \theta_0 + y \sin \theta_0 - \ell}{\omega} \right)} = f(x, y) \]  
(A.9)
Appendix B: Plane Wave Windowing, Sampling, and Integration Over a Rectangular Aperture

In this appendix, the formulation for a 2-D integrated, sampled, and windowed sinusoidal waveform is derived. Analysis begins with the definition of a continuous plane wave of infinite extent:

\[ f(x, y) = A \cos[2\pi(u_0 x + v_0 y + \varphi)]. \] \hspace{1cm} (B.1)

In Eq. (B.1), \( A \) is the sinusoid amplitude, \( u_0 \) and \( v_0 \) are the horizontal and vertical spatial frequencies (in cycles per unit distance), respectively; \( x \) and \( y \) are Cartesian coordinates in the spatial domain; and \( \varphi \) is the phase shift (in cycles). Such a sinusoid may be sampled on a 2-D digital lattice of infinite extent. The sampling step is modeled as the function

\[ s(x, y) = \frac{1}{|\Delta x_s \Delta y_s|} \overline{\text{comb}}\left(\frac{x}{\Delta x_s}, \frac{y}{\Delta y_s}\right) = \delta_s(x, y; \Delta x_s, \Delta y_s), \] \hspace{1cm} (B.2)

which is referred to as a 2-D Dirac comb or Shah function with sample spacing \( \Delta x_s \) in the horizontal direction and \( \Delta y_s \) in the vertical direction. Multiplication of \( f(x, y) \) by \( s(x, y) \) is the discretization of the continuous function \( f(x, y) \). However, since \( f(x, y) \) and \( s(x, y) \) are both infinite in extent, they must be windowed to permit practical analysis. This is accomplished through multiplication by the 2-D rectangular function

\[ w(x, y) = \text{rect}\left(\frac{x - x_0}{X}, \frac{y - y_0}{Y}\right). \] \hspace{1cm} (B.3)

The function \( w(x, y) \) is a rectangular window with width \( X \) and height \( Y \) centered at \( (x_0, y_0) \).

In general, it is sufficient to assume a rectangular pixel aperture function defined as

\[ a_p(x, y) = \frac{1}{\Delta x \Delta y} \text{rect}\left(\frac{x}{\Delta x}, \frac{y}{\Delta y}\right). \] \hspace{1cm} (B.4)
The sampling aperture width $\Delta x$ is made distinct from the horizontal sample spacing $\Delta x_s$ since the two values are not necessarily equal in all systems. The same distinction is made between aperture height $\Delta y$ and vertical sample spacing $\Delta y_s$. The sampling aperture function is used to integrate $f(x, y)$ via convolution in the spatial domain. This process is combined with the sampling and windowing steps to form the following equation which describes the digital representation of an integrated, sampled, and windowed 2-D sinusoid function in the spatial domain:

$$g(x, y) = [a_p(x, y) * f(x, y)]w(x, y)s(x, y).$$  \hfill (B.5)

In Eq. (B.5), $*$ denotes convolution. Using substitution and expansion of the convolution, $g(x, y)$ can be represented in a form which is easily programmed using a personal computer. This expansion is provided in detail in Appendix C. By the convolution theorem, Eq. (B.5) can be easily represented in the spatial frequency domain as

$$G(u, v) = \mathcal{F}_{2D}[g](x, y)(u, v) = [A_p(u, v)F(u, v)] * W(u, v) * S(u, v).$$  \hfill (B.6)

The FT of the sinusoidal function is

$$F(u, v) = \frac{A}{2} \left[ e^{-2\pi i\varphi} \delta(u - u_0, v - v_0) + e^{2\pi i\varphi} \delta(u + u_0, v + v_0) \right].$$  \hfill (B.7)

Eq. (B.7) is the generalized form of the FT of a plane wave with arbitrary phase shift $\varphi$. $F(u, v)$ is multiplied by the FT of the aperture function, represented in frequency space as

$$A_p(u, v) = \text{sinc}(\Delta xu, \Delta yv).$$  \hfill (B.8)

If the sampling aperture in the spatial domain is very small (i.e. $\Delta x$ and $\Delta y$ approach zero such that $a_p(x, y)$ approaches a Dirac Delta function), then $A_p(u, v)$ approaches unity at all frequencies.$^1$ Otherwise, $A_p(u, v)$ imposes a multiplicative decrease in signal

---

$^1$ In the text, it is assumed that the aperture function $a_p(x, y) = \delta(x, y)$ unless otherwise noted.
amplitude according to Eq. (B.8). \( G(u, v) \) is therefore characterized by the convolution of \( F(u, v) \) by \( S(u, v) \) and \( W(u, v) \) with multiplicative scaling by \( A_p(u, v) \). For completeness, \( S(u, v) \) is defined here as the FT pair of \( s(x, y) \):

\[
S(u, v) = \text{comb}(\Delta x_s u, \Delta y_s v). \tag{B.9}
\]

In Eq. (B.9), the scaling property of the FT has been implemented to yield \( S(u, v) \). Convolution by \( S(u, v) \) replicates the function \( F(u, v) \) at regular intervals of \( 1/\Delta x_s \) in the \( u \)-direction and \( 1/\Delta y_s \) in the \( v \)-direction (which indicates the need for band-limitation of the imaged signal to avoid aliasing in accordance with the Nyquist-Shannon Sampling Theorem). Stated another way, any frequency with absolute value exceeding \( 1/2\Delta x_s \) in the horizontal direction or \( 1/2\Delta y_s \) in the vertical direction will be aliased since those frequencies will be undersampled. These replicates add constructively at all frequencies to produce a result which is replicated at the same intervals. Therefore, it is sufficient to measure the frequency response in the range of \( |u| \leq 1/2\Delta x_s \) and \( |v| \leq 1/2\Delta y_s \) for complete resolution characterization of the system. Although this measure will include the effects of aliasing when frequencies beyond the cutoff contribute to the measured signal, it nonetheless represents the real frequency content of the image. And since our work is not concerned with the realization of a presampled function, the real impact of sampling on the performance of imaging and image processing algorithms can be studied using these methods.

To complete the analysis, the window function is described in frequency space as

\[
W(u, v) = |XY| \text{sinc}(Xu, Yv) e^{-2\pi i(x_0u+y_0v)}. \tag{B.10}
\]

After substituting values into Eq. (B.6), the complete result in frequency space is
\[ G(u, v) = \frac{A|XY|}{2} \text{sinc}(\Delta xu, \Delta yv) \left[ e^{-2\pi i \varphi} \delta(u - u_0, v - v_0) + e^{2\pi i \varphi} \delta(u + u_0, v + v_0) \right] \ast \left[ \text{sinc}(Xu, Yv) e^{-2\pi i (x_0 u + y_0 v)} \right] \ast \text{comb}(\Delta x, \Delta y, v). \]
Solving for the convolution with the window function yields

\[
G(u, v) = \frac{A|XY|}{2}\left\{e^{-2\pi i\phi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \text{sinc}[\Delta x(u - \xi), \Delta y(v - \eta)] \delta(u - u_0 - \xi, v - v_0 - \eta) \text{sinc}(X\xi, Y\eta) e^{-2\pi i(x_0\xi + y_0\eta)} d\xi d\eta \\
+ e^{2\pi i\phi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \text{sinc}[\Delta x(u - \xi), \Delta y(v - \eta)] \delta(u + u_0 - \xi, v + v_0 - \eta) \text{sinc}(X\xi, Y\eta) e^{-2\pi i(x_0\xi + y_0\eta)} d\xi d\eta \right\}
\]

* \text{comb}(\Delta x_s u, \Delta y_s v).

The separability of functions in Eq. (B.12) yields

\[
G(u, v) = \frac{A|XY|}{2}\left\{e^{-2\pi i\phi} \int_{-\infty}^{\infty} \text{sinc}[\Delta x(u - \xi)] \delta(u - u_0 - \xi) \text{sinc}(X\xi) e^{-2\pi i x_0\xi} d\xi \\
\int_{-\infty}^{\infty} \text{sinc}[\Delta y(v - \eta)] \delta(v - v_0 - \eta) \text{sinc}(Y\eta) e^{-2\pi i y_0\eta} d\eta + \\
e^{2\pi i\phi} \int_{-\infty}^{\infty} \text{sinc}[\Delta x(u - \xi)] \delta(u + u_0 - \xi) \text{sinc}(X\xi) e^{-2\pi i x_0\xi} d\xi \\
\int_{-\infty}^{\infty} \text{sinc}[\Delta y(v - \eta)] \delta(v + v_0 - \eta) \text{sinc}(Y\eta) e^{-2\pi i y_0\eta} d\eta \right\}
\]

* \text{comb}(\Delta x_s u, \Delta y_s v).

Because of the sifting property of the delta function in each integral, the problem is simplified:
\[
G(u, v) = \frac{A|XY|}{2} \left\{ e^{-2\pi i \varphi \sin(\Delta x u_0, \Delta y v_0)} \sin[X(u - u_0), Y(v - v_0)] e^{-2\pi i x_0[(u - u_0) + (v - v_0)]} \\
+ e^{2\pi i \varphi \sin(-\Delta x u_0, -\Delta y v_0)} \sin[X(u + u_0), Y(v + v_0)] e^{-2\pi i x_0[(u + u_0) + (v + v_0)]} \right\} 
\]

\[
\text{comb}(\Delta x u, \Delta y v).
\]

Using the “replicating property” of the comb function, Eq. (B.14) can be rewritten as

\[
G(u, v) = \frac{A|XY|}{2|\Delta x_s \Delta y_s|} \left\{ e^{-2\pi i \varphi \sin(\Delta x u_0, \Delta y v_0)} \\
\times \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \sin\left[X\left(u - u_0 - \frac{n}{\Delta x_s}\right), Y\left(v - v_0 - \frac{m}{\Delta y_s}\right)\right] e^{-2\pi i \left[x_0(u - u_0 - \frac{n}{\Delta x_s}) + y_0(v - v_0 - \frac{m}{\Delta y_s})\right]} \\
\times \sin\left[X\left(u + u_0 - \frac{n}{\Delta x_s}\right), Y\left(v + v_0 - \frac{m}{\Delta y_s}\right)\right] e^{-2\pi i \left[x_0(u + u_0 - \frac{n}{\Delta x_s}) + y_0(v + v_0 - \frac{m}{\Delta y_s})\right]} \right\}
\]
The accuracy of the frequency space derivation can be tested by comparing its computation (and subsequent inverse FT) to the direct simulation of sinusoids in the spatial domain [Eq. (C.5)]. Due to Gibbs ringing artifact, the 2-D inverse FT of the above equation will contain some error near the boundaries of the window function \( w(x, y) \) when sinusoids at arbitrary frequencies are simulated. This error can be minimized by increasing the number of replicates \( n \) and \( m \). Figure B.1 shows that the accuracy of Eq. (B.15) increases with the inclusion of more frequency space replicate pairs for sinusoids of arbitrary frequency.

Extensive efforts have been taken to represent Eq. (B.15) in frequency space in order to show the importance of sinusoid frequency selection. Since \( g(x, y) \) is discretized through sampling in the spatial domain, \( G(u, v) \) is also discretely represented at all combinations of the following frequencies (measured in cycles per image dimension):

\[
u_d = \left\{ \left[ 1 - \left\lceil \frac{N_x + 1}{2} \right\rceil \right]/X, \left[ 2 - \left\lceil \frac{N_x + 1}{2} \right\rceil \right]/X, \ldots, \left[ N_x - \left\lceil \frac{(N_x + 1)}{2} \right\rceil \right]/X \right\}
\]

(B.16)

\[
v_d = \left\{ \left[ 1 - \left\lceil \frac{N_y + 1}{2} \right\rceil \right]/Y, \left[ 2 - \left\lceil \frac{N_y + 1}{2} \right\rceil \right]/Y, \ldots, \left[ N_y - \left\lceil \frac{(N_y + 1)}{2} \right\rceil \right]/Y \right\}
\]

(B.17)

In Eqs. (B.16) and (B.17), \( u_d \) and \( v_d \) are the discretized spatial frequency locations, \( N_x \) and \( N_y \) are the respective horizontal and vertical image dimensions (measured in pixels), and \( \lceil \cdot \rceil \) is the ceiling operator. If the original sinusoid from Eq. (B.1) is not simulated with frequency \((u_0, v_0)\) matching one of the specified frequencies \((u_d, v_d)\), then the digital representation of that sinusoid cannot be purely represented (i.e. the sinusoid will be represented as an ensemble of superimposed sinusoids of various other
frequencies). This is due to spectral leakage resulting from the window function. If the zeros of \( W(u, v) \) do not align with the sampling lattice, then the sinc function associated with the image window will produce non-zero values at frequencies not equal to \((u_0, v_0)\): this constitutes corruption of the representation of the pure sinusoidal signal. Figure B.1 demonstrates this phenomenon by comparing the error associated with computations of Eq. (B.15) for sinusoids at arbitrarily and judiciously selected frequencies.
Both figures show the absolute error associated with comparisons of the results from Eqs. (B.15) and (C.5) using the following parameters: $A = 1, \Delta x = \Delta y = 1, \Delta x_s = \Delta y_s = 1, X = Y = 32, x_0 = y_0 = -0.5,$ and $\varphi = 0.$ (a) Error associated with the simulation of a sinusoid with frequencies $u_0 = 1/15, v_0 = 2/15$ which do not belong in the subsets defined by Eqs. (B.16) and (B.17). Due to spectral leakage, the simulated sinusoid is not pure, and some error is associated with its simulation. (b) Error associated with the simulation of a sinusoid with frequencies $u_0 = 1/16, v_0 = 1/8$ which belong to the subsets defined by Eqs. (B.16) and (B.17). No spectral leakage has occurred, and the only source of error is due to the precision limits of the double number type. (c) FT of the sinusoid associated with (a). (d) FT of the sinusoid associated with (b). Plots (c) and (d) show logged intensities.

Figure B.1: Absolute error of sinusoid simulations using Eq. B.15.
Corruption of the sinusoidal signal will also occur if either $u_0$ or $v_0$ is outside of the ranges specified by Eqs. (B.16) and (B.17), respectively. This would constitute a violation of the Nyquist criterion, and aliasing would occur. It is evident from Eq. (B.15) that a single sinusoid with frequency exceeding the cutoff takes on the alias found in the frequency space replicate which results from the convolution by $S(u, v)$. However, if the original input is band-limited in such a way that it satisfies the Nyquist criterion [i.e. its frequency exists within the ranges specified by Eqs. (B.16) and (B.17)], then it can be safely assumed that no aliasing has occurred, and the sampled signal sufficiently characterizes the presampled function. Since real medical images may contain the effects of undersampling and aliasing, this work is not necessarily concerned with uncovering the presampled function. The effects of undersampling and aliasing impact the performance of image processing algorithms, and these effects are of high importance in determining the real impact of image processing on real images.
Appendix C: Expansion of Digital Plane Wave Representation in the Spatial Domain

The equation for an integrated, sampled, and windowed sinusoid has already been derived [Eq. (B.5)]. However, this equation does not readily lend itself to easy computation in its current form. In particular, the convolution in Eq. (B.5) must be expanded:

\[
g(x, y) = [a_p(x, y) * f(x, y)] w(x, y) s(x, y)
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} a_p(\xi, \eta) f(x - \xi, y - \eta) d\xi d\eta w(x, y) s(x, y).
\]  

(C.1)

Substitution of values from Appendix B yields

\[
g(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{A}{\Delta x \Delta y} \text{rect}\left(\frac{\xi}{\Delta x}, \frac{\eta}{\Delta y}\right) \cos\{2\pi [u_0(x - \xi) + v_0(y - \eta) + \varphi]\} d\xi d\eta
\]

\[
\times \frac{1}{|\Delta x_s \Delta y_s|} \text{rect}\left(\frac{x - x_0}{X}, \frac{y - y_0}{Y}\right) \text{comb}\left(\frac{x}{\Delta x_s}, \frac{y}{\Delta y_s}\right).
\]

(C.2)

The rect function within the integral modifies the integration bounds. Along with some simple rearrangement of terms, Eq. (C.2) is rewritten as

\[
g(x, y) = \frac{A}{\Delta x \Delta y |\Delta x_s \Delta y_s|} \text{rect}\left(\frac{x - x_0}{X}, \frac{y - y_0}{Y}\right) \text{comb}\left(\frac{x}{\Delta x_s}, \frac{y}{\Delta y_s}\right)
\]

\[
\times \int_{-\Delta y/2}^{\Delta y/2} \int_{-\Delta x/2}^{\Delta x/2} \cos\{2\pi [u_0(x - \xi) + v_0(y - \eta) + \varphi]\} d\xi d\eta.
\]

(C.3)

By the integration rule for cosine,
\[ g(x, y) = \frac{A}{2\pi\Delta x\Delta y|\Delta x_s\Delta y_s|} \text{rect}\left(\frac{x-x_0}{X}, \frac{y-y_0}{Y}\right) \text{comb}\left(\frac{x}{\Delta x_s}, \frac{y}{\Delta y_s}\right) \]
\[
\times \int_{-\Delta y/2}^{\Delta y/2} \sin\left\{2\pi\left[u_0(x - \Delta x/2) + v_0(y - \eta) + \varphi\right]\right\} d\eta.
\]
\[ - \sin\left\{2\pi\left[u_0(x + \Delta x/2) + v_0(y - \eta) + \varphi\right]\right\} d\eta. \tag{C.4} \]

And by the integration rule for sine,
\[
g(x, y) = \frac{A}{4\pi^2\Delta x\Delta y|\Delta x_s\Delta y_s|} \text{rect}\left(\frac{x-x_0}{X}, \frac{y-y_0}{Y}\right) \text{comb}\left(\frac{x}{\Delta x_s}, \frac{y}{\Delta y_s}\right) \]
\[
\times \left(-\cos\left\{2\pi\left[u_0(x - \Delta x/2) + v_0\left(y - \Delta y/2\right) + \varphi\right]\right\}\right) \]
\[
+ \cos\left\{2\pi\left[u_0(x - \Delta x/2) + v_0\left(y + \Delta y/2\right) + \varphi\right]\right\} \]
\[
+ \cos\left\{2\pi\left[u_0(x + \Delta x/2) + v_0\left(y - \Delta y/2\right) + \varphi\right]\right\} \]
\[
- \cos\left\{2\pi\left[u_0(x + \Delta x/2) + v_0\left(y + \Delta y/2\right) + \varphi\right]\right\}. \tag{C.5} \]

In the special case where \( u_0 = 0 \), the integral over \( d\xi \) reduces to unity yielding
\[
g(x, y) = \frac{A}{2\pi\Delta x\Delta y|\Delta x_s\Delta y_s|} \text{rect}\left(\frac{x-x_0}{X}, \frac{y-y_0}{Y}\right) \text{comb}\left(\frac{x}{\Delta x_s}, \frac{y}{\Delta y_s}\right) \]
\[
\times \left(\sin\left\{2\pi\left[v_0\left(y - \Delta y/2\right) + \varphi\right]\right\}\right) - \sin\left\{2\pi\left[v_0\left(y + \Delta y/2\right) + \varphi\right]\right\}, \tag{C.6} \]

and in the special case where \( v_0 = 0 \), the integral over \( d\eta \) reduces to unity yielding
\[
g(x, y) = \frac{A}{2\pi\Delta x\Delta y|\Delta x_s\Delta y_s|} \text{rect}\left(\frac{x-x_0}{X}, \frac{y-y_0}{Y}\right) \text{comb}\left(\frac{x}{\Delta x_s}, \frac{y}{\Delta y_s}\right) \]
\[
\times \left(\sin\left\{2\pi\left[u_0\left(x - \Delta x/2\right) + \varphi\right]\right\}\right) - \sin\left\{2\pi\left[u_0\left(x + \Delta x/2\right) + \varphi\right]\right\}. \tag{C.7} \]
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