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Abstract 

Traditional radar imaging systems are implemented using the focal plane 

technique, steering beam antennas, or synthetic aperture imaging. These conventional 

methods require either a large number of sensors to form a focal plane array similar to the 

idea of an optical camera, or a single transceiver mechanically scanning the field of view. 

The former results in expensive systems whereas the latter results in long acquisition time. 

Computational imaging methods are widely used for the ability to acquire information 

beyond the recorded pixels, thus are ideal options for reducing the number of r adar 

sensors in radar imaging systems. Novel antenna designs such as the frequency diverse 

antennas are capable of optimizing antennas for computational imaging algorithms. This 

thesis tries to find a solution for improving the efficiency of radar imaging using a method 

that combines computational imaging and novel antenna designs. This thesis first 

proposes two solutions to improve the two aspects of the tradeoff respectively, i.e. the 

number of sensors and mechanical scanning. A method using time-of-fligh t imaging 

algorithm with a sparse array of antennas is proposed as a solution to reduce the number 

of sensors required to estimate a reflective surface. An adaptive algorithm based on the 

Bayesian compressive sensing framework is proposed as a solution to minimize 

mechanical scanning for synthetic aperture imaging systems. The thesis then explores the 

feasibility to further improve radar imaging systems by combining computational 
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imaging and antenna design methods as a solution. A rapid prototyping method f or 

manufacturing custom -designed antennas is developed for implementing antenna 

designs quickly in a laboratory environment. This method has facilitated the design of a 

frequency diverse antenna based on a leaky waveguide design, which can be used under 

computational imaging framework to perform 3D imaging. The proposed system is 

capable of performing imaging and target localization using only one antenna and 

without mechanical scanning, thus is a promising solution to ultimately improve the 

efficiency for radar imaging.  
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1. Introduction  

Radar (radio detection and ranging) was originally invented for detecting the 

range of a target by using the echo-location method [ 1]. Over the past decades, radar 

technology has been developed to perform not only ranging but also 3-D imaging. Radar 

can perform both active and passive imaging, regardless whether it be during the daytime 

or nighttime, and provide accurate depth informa tion of the scene because of its ranging 

ability. Unlike imaging with visible light, radar imaging is not constrained by weather 

because its long wavelengths (1mm-1m) can penetrate cloud, smoke, fog, clothes, etc. The 

ability to penetrate these media makes radar a great tool for imaging under severe weather 

conditions [2], through -the-wall imaging [3], contraband detection at the airports [4 -7], etc. 

However, as the wavelengths are much longer than visible light, the scattering 

microwaves detected by radar systems are sensitive to objects whose dimensions range 

from centimeters to meters. Although it is sufficient for many applications such as remote 

sensing, the resolution falls short for imaging applications when the target is small, such 

as concealed weapons at the airport.  

High -resolution imaging technique for radar imaging has emerged from the 1950s 

to increase both the range and the cross-range resolution. High range resolution can be 

achieved by increasing the microwave bandwidth [8]. Cross -range, which translates to 

spatial resolution in optical imaging terminology, can be improved by increasing the size 
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of the physical aperture. However, under most situations, there is a limit on the size of the 

physical aperture. Multi -dimensional radar imaging requ ires an array of sensor antennas, 

i.e. focal plane arrays (FPA) to perform imaging [9] similar to cameras for visible 

wavelengths. However, achieving a large enough aperture in this fashion is accompanied 

by high costs especially for high-frequency applications. As frequency increases, the solid-

state circuitry becomes much more expensive, thus making an array of antennas very 

expensive. An alternative approach by synthesizing a large aperture, i.e. synthetic 

aperture radar (SAR) methods, is developed to overcome the difficulties of building a 

large array of antennas by scanning a single aperture along a path to synthetically form a 

large aperture [10]. Mechanical scanning is a solution that comes at a much lower cost. 

However, the relative motion between th e sensor and the target introduces artifacts in the 

final images [11]. In addition, scanning SAR methods are slow and often require a target 

to be stable. For example, the millimeter waves scanners being used at the U.S. airports 

collect holographic data of the person under inspection from every angle. The efficiency 

of this process can be drastically improved with the computational method and utilizing 

non-scanning, large effective aperture antenna, such as frequency diverse antennas [11-

13]. 

The inefficiency is due to the requirement of a large number of sensors to cover a 

large aperture or otherwise the conduct of raster scanning as a tradeoff between system 

cost and acquisition time. The reason behind the problem is that a simple radar sensor 
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provides on ly range and reflectivity information. Novel antenna designs have made it 

possible to achieve multi-dimensional sensing. Another approach to improve the 

efficiency is to incorporate advanced sampling and processing algorithms, such as 

computational imaging  methods, to reduce the scanning time. A combination of these two 

approaches, i.e., novel antenna design and computational imaging methods, and how this 

combination can improve the efficiency of high -resolution radar imaging will be the focus 

of this thesis. 

Previous research has shown it is possible to apply compressed sensing [14,15] to 

minimize the amount of data to be acquired. Compressed sensing has been widely used 

in the field of imaging and sampling as it enables reconstructing with much fewer sampl es 

than what is required by the Shannon sampling theorem [16]. For compressed sensing to 

work for radar imaging, it is necessary to have knowledge of the structural complexity of 

the target so that we can indicate a compression rate for the algorithm. However, for radar 

imaging applications such as detecting a hidden object, it is impossible to obtain prior 

knowledge on the structural complexity of the target. As a result, no indication of correct 

compression rate can be made prior to taking the measurement. Adaptive sensing has 

been proposed to answer the question of how to design an adaptive sampling strategy 

and has stopping criteria [17]. A radar imaging system that utilizes adaptive sensing 

sequentially measures the scene from a distinct perspective. Each new measurement is 

formed by stepping the sensor to the next location. The choice of the next location is made 
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by the adaptive sensing algorithm to prioritize a new measurement that could contribute 

the most new information. By using an adaptive sensing  algorithm, the total acquisition 

time can be reduced because non-contributing measurements are skipped. In this thesis, 

an adaptive method using Bayesian compressive sensing framework is discussed in detail. 

The other approach to improving the efficiency of radar imaging is to jointly 

design custom, complex antennas with a corresponding computational imaging method 

[18-21]. As mentioned earlier, traditional sensors can only detect the range and reflectivity 

of a target by detecting and echoed pulse. Achieving 2D or 3D imaging without scanning 

comes at a large cost due to the expensive sensor array. Thus, there is a great need for an 

efficient single detector system or a sparse detector array system. The root of this problem 

is essentially how to reconstruct a two-dimensional signal with a one -dimensional sensor. 

Computational imaging combines digital processing algorithms with the physical design 

of imaging systems to extract information beyond the limit posed by the number of 

samples. By employing corresponding encoding and multiplexing techniques, researchers 

have realized that information and pixels are not the same things. Although the 

informational content cannot be increased by digital processing, it has been shown with 

compressive sensing algorithms that pixels can be retrieved beyond the number of 

measurements. This is especially necessary for signals that are multi-dimensional because 

computational imaging methods make it possible to reconstruct higher dimensional data 
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from lower dimensional integrate d measurements with proper encoding or multiplexing 

[21]. 

Imaging in the radial frequency (RF) domain can benefit from computational 

imaging in a similar fashion, where the 2D information pertaining to the cross -range are 

integrated by the sensor. Frequency diverse antenna [11] becomes a popular tool among 

others such as reconfigurable arrays [22, 23] to multiplex the spatial domain radiation 

pattern so that it is possible to unfold the spatial structure of the target using the 

computational method briefly described above. Unlike other antennas such as phased 

array antennas for beam steering, the radiation pattern for a frequency diverse antenna is 

a function of cross-range, range, and frequency, thus the term frequency diversity [24]. 

Frequency diverse antennas thus make it possible to encode the sampling scheme by 

illuminating the scene with different radiation pattern at a different frequency. Frequency 

diverse antennas can be implemented using phased arrays, resonant structures such as 

metamaterials and resonant cavities, or folded leaky waveguides, which are all 

structurally more sophisticated compared to common antenna apertures such as horn 

antennas and open-ended waveguide. Another concern is that dielectric loss affects the 

amount of diversity such an tennas could achieve, thus making air-filled waveguides and 

cavity based FDA structures much preferable. Therefore, designing and prototyping of 

frequency diverse antenna become the challenge as simulating these sophisticated 

antennas require forbidding co mputation power, and manufacturing complicated air -
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filled antennas require high precision machining of custom made geometries. Rapid 

prototyping using additive manufacturing methods such as 3D printing provides a 

solution to easily manufacture custom antenna designs which lower the cost of materials 

and saves manufacturing time. Traditional machining methods start with a bulk piece of 

raw material and cut away unwanted parts. An experienced technician has to devise a 

computer -generated tool path dictating h ow the machine cuts the piece to achieve desired 

results. A 3D printer starts with an empty tray and fills the material into every voxel of 

the desired parts according to a 3D CAD design in a layer by layer fashion. The advantage 

of 3D printing is that str uctural complexity does not add to the complexity of 

manufacturing, i.e. the process of a complicated antenna is similar to the process of 

making a simple square block. Using 3D printing to facilitate antenna design has been 

explored by several groups around the world [25 -30]. This thesis addresses this issue by 

introducing a new way of manufacturing complicated antennas using 3D printing 

technology and how we have used this method to prototype a frequency diversity 

antenna that is able to perform radar imaging. 

1.1 Radar imaging basics 

In this section, the basics and current methods of radar imaging are introduced 

and summarized as background for understanding how radar imaging can be improved 

using computational method jointly with a custom antenna design.  The topics cover from 

the most basic function of a radar sensor, i.e. ranging detection, to more advanced 
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techniques such as 2D radar imaging and synthetic aperture radar imaging. The 

discussion highlights the design tradeoff between cost and acquisition time, thus the space 

for improvement using the method proposed in this thesis in the later chapters.  

1.1.1 One-dimensional ranging and detection 

The most basic form of radar imaging is detection and ranging. It is done by 

transmitting an electromagnetic w ave and measuring the reflected field using a 

transceiver. Assume a short pulse signal is transmitted at time t=0 and travels at the speed 

of light c. It travels a certain range R upon a reflecting target and returns to the transceiver 

ÈÛɯÛÐÔÌɯϧȭɯ6ÌɯÊÈÕɯÛÏus determine the range where the target is located by using the 

relationship Ὑ ὧ†Ⱦς. A single transceiver thus is able to help us locate the target on a 

circle with radius R originating from the transceiver. The fact that the transmitted wave is 

origina ted at the same location as where the reflected wave is received is referred to as 

monostatic radar. The counterpart of monostatic radar is bi -static radar, where the emitter 

is at the different location than the receiver location. Similarly, the receiver measures the 

time of flight (ToF) of the signal to calculate the range R of the reflecting target. However, 

unlike monostatic radar, the conclusion is that the target lies on an ellipse where the foci 

are the locations of the transmitter-emitter pair. The difference between the two types of 

setups is illustrated in Figure 1.1. The time of flight measurement, which indicates 

reflectivity along the range dimension, has multiple peaks when imaging a complicated 

scene and thus can be seen as a one-dimensional p rojection of a two-dimensional scene. 
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Figure 1.1 Illustration of basic radar imaging system   

(a) Monostatic system and (b) bi -static system 

A high range resolution can be achieved using a broadband signal. The time-domain 

measurement and the frequency-domain measurement are related by the Fourier 

transform. In principle, the range resolution of a radar with bandwidth B is given by the 

equation 

 ῳὶ  (1.1) 

1.1.2 2D radio frequency imaging methods  

Going beyond simple one-dimensional ranging, 2D imaging with radar sensors 

and using radio frequency wavelengths, in general, is appealing because of its ability to 

add range information on top of reflectivity strength and the ability to penetrate 

occlusions. Two-dimensional RF imaging methods can be categorized into three major 

categories, focal plane array (FPA) imaging, phased array imaging, and synthetic aperture 
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radar imaging (SAR) methods. Figure.1.2 compares the differences between these 

common methods. 

 

Figure 1.2 Comparison between common RF imaging methods  

The most direct method for imaging at millimeter wavelength is to use a focal 

plane array (FPA), which is analogous to optical imaging using CCD or CMOS arrays. 

One advantage of using FPA imaging is that all image elements are viewed 

simultaneously, which increases the frame rate and sensitivity limitations. An earlier 

effort by Yujiri et al. described in [9] presented a prototype of a W -band passive millimeter 

wave camera aimed to image through obscurant in the atmosphere such as fog and smoke 

for aviation applications. A later design by Richard and Huguenin [31] features a 

millimeter wave FPA imager at 94 GHz with up to 48 x 64 pixels, where each channel of 

the FPA is a wide band, double sideband super heterodyne receiver with nominal 94G Hz 

center frequency. Another important aspect regarding FPA imaging is the optics of the 

system. At millimeter wavelengths, normal optics would not work because the 
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wavelength is too long compared to visible light. Therefore, zoned lenses are used to focus 

the beam to the millimeter wave FPA. The system described in [31] utilizes a zoned 

aplanatic lens with a f/# of 1.1 and 30cm diameter. Figure 1.3 demonstrates the structure 

of the imager developed by Yujiri et al. The advantage of FPA imaging is the diversity in 

terms of an illumination source. It can be used as either active imaging or passive imaging. 

In addition, the ability to perform high frame rate imaging is m uch desired by many 

monitoring applications. However, the cost of FPA systems is usually high due to the 

complicated circuitry and the need to utilize a large number of sensors to achieve high 

enough pixel resolution.  

 

Figure 1.3 FPA imaging system and sample FPA images [9] 

Another type of array imaging is provided by the phased array antenna [32, 33]. 

A phased array is a group of single antennas, each connected with a phase shifter. Each 

subsequent array eleÔÌÕÛɯ ÎÌÛÚɯ ÈÕɯ ÐÕÊÙÌÔÌÕÛɯ ×ÏÈÚÌɯ ËÌÓÈàɯ ÖÍɯ ͖ͅȭɯ !àɯ ÊÏÈÕÎÐÕÎɯ ÛÏÌɯ

incremental phase delay, the array can form a beam pointed in a different direction. Figure 

1.4 shows the configuration of an example linear phase array. The phased array antennas 
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can steer the beam from one direction to another at a relatively fast speed, at a scale of 

microseconds, thanks to the ability to electrically control the phase delay. In addition, 

phased array can form high gain and high directivity beams simply by having more 

radiating el ements, which is known as the array effect [34]. The disadvantages of this type 

of phased array antennas are that the coverage is limited to +/- 60 degrees from broadside, 

in addition to the still complicated and expensive circuitry and structure.  

 

Figure  1.4 Illustration of a linear phased array antenna performing beam steering with 

phase shifting [35]  

Another type of phased array antenna, frequency scanning array, utilizes a fixed 

phase difference between the radiating elements and performs beam scanning by 

sweeping the frequency. Frequency scanning arrays are often based on wave propagation 

in waveguides. An example of frequency scanning array is the slotted leaky waveguide 

[34]. A slotted leaky waveguide i s usually an air-filled waveguide with the TE10 mode as 

the fundamental mode. Periodic slots are cut on the broad wall on of the waveguide so 
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that the induced current on the wall has to circulate around the slot and thus become a 

radiating dipole [34]. The  constant separation between neighboring slots provides a fixed 

phase delay between each radiating slot. When frequency sweeps, the main beam from 

the antenna steers to different directions under the same principle as the phase-shifting 

phased arrays. Folded waveguides are sometimes used to increase the phase delay 

between radiating elements while maintaining a compact physical presence. In Chapter 5 

of this thesis, we will discuss a novel design for a frequency diverse antenna based on this 

method. Figure 1.5 illustrates the slotted leaky waveguide and the folded waveguide as 

examples of the frequency scanning antennas. 

 

Figure 1.5 Leaky waveguide antenna as beam -steering waveguide [36 ]  
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In optical imaging , the imaging resolution is diffraction limited [37]. Fine 

resolution for an optical imaging system can be achieved by having a large numerical 

aperture, which is obtained by employing a physically large lens or introducing an 

immersion medium with a highe r refractive index, such as oil. In radar imaging, the 

principle is the same, except that the wavelengths are much longer than visible light. Thus, 

it is impossible to have a single aperture that is physically large enough and even more 

impossible to immer se the space between the aperture and the target with oil. A synthetic 

aperture radar (SAR) is the solution to this problem that dates back to more than 60 years 

ago [38]. The idea is quite simple, moving the single radar aperture along while taking the 

reflectivity measurement serially at each spatial sampling point. Figure 1.6  (a) shows an 

illustration of an airborne SAR system taking measurements of the scattered waves along 

the path of its flight. Its principle is similar to Gabor's theory for holograph y. With the 

advantage of the ability to sample both the amplitude and the phase of the reflected field, 

thanks to the longer wavelengths, the SAR measurement is equivalent to sampling the 

wavefront of the scattering object. The effective aperture is essentially the distance that 

the flight has covered, rather than the size of the physical aperture of the single transceiver 

(except for azimuthal resolution, which is one -half of the physical aperture length [8]. 

Having the field measurement allows us to propa gate the field to any distance or focus 
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the field to an image as a post process. Figure 1.6 (b) shows an example of the SAR image 

of Washington DC (Courtesy of Sandia Natl. Laboratory).  

 

 

Figure 1.6 Illustra tion explaining basic synthetic aperture radar imaging and 

demonstration of a sample image  

(a) diagram  showing the idea of synthesizing a large aperture using SAR method (b) 

Sample aerial SAR image of Washington DC, created by Sandia National Laboratories  

radar system 

The theory for SAR imaging has been greatly simplified here as there are many 

different types of SAR imaging modalities and processes to consider, such as spotlight 

SAR, stripmap SAR, and inverse synthetic aperture radar (ISAR), and complications such 

as the Doppler effect and so on. 

1.2 Computational imaging method with novel antenna design 

Computational imaging rises as a tool that combines the physical design of 

imaging systems and digital processing to extract information beyond the pixels  that have 
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been measured by traditional imaging systems. Computational imaging methods have 

been popular in optical imaging under visible light regime because of its ability to 

overcome the limit posed by sampling and the ability to reconstruct signals tha t are multi -

dimensional i n nature with fewer dimensions.  One good example of computational 

imaging is combining compressed sensing algorithms with physical designs of imaging 

systems that allow appropriate coding strategies to multiplex multi -dimensional signals. 

Under visible light where the 2 -D sensor array is easily accessible, research has been done 

to expand the sensible dimension into spectrum domain [39], time domain [40], and 

polarization states [41]. These are all made possible by using coded apertures that 

multiplex the signals in the extra dimension and are reconstructed using carefully 

calibrated forward models. In the radio frequency scheme, computational imaging has 

been playing an increasing role because radar imaging systems are moving toward fewer 

sensors and faster acquisitions. This thesis introduces and discusses how computational 

imaging methods can be used in combination with physical aperture design to improve 

imaging efficiency.  

1.3.1 Compressed sensing and adaptive sensing in radar imaging 

 

Over the last decade, there have been significant advances in compressive sensing 

(CS) and applying CS in imaging applications [14]. The CS algorithm deals with signals 

that can be represented as N-dimensional real vectors so that the required measurements 
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to represent the signal are much fewer than N. Instead of measuring the signal directly 

and making N separate measurements, CS theory implies that one may only need to make 

a small number of related measurements due to the assumption that the original signal is 

sparse in some linear basis B, such as the wavelet basis. The reconstructed signal thus 

represents the original signal as a sparse linear combination of the orthonormal basis B. 

CS overcomes the Shannon sampling limit and greatly simplifies t he sampling and 

sensing of large dimension signals.  

SAR imaging can benefit the most from compressive sensing because the most 

significant drawback of a synthetic aperture is the large number of measurements and 

wide bandwidth required for high resolution . The SAR measurement data can be 

reconstructed using the traditional CS algorithm because the signal under reconstruction 

is sparse in the wavelet basis (another basis might also apply). The question then comes 

to how to model the SAR imaging geometry and  what sampling strategies can be made 

based on the linear-regression-based compressive sensing, i.e. designing the projection 

matrix. Yigit et al. [42] have proposed three main sampling strategies based on random 

sampling, spatial -frequency domain sampling , frequency domain sampling, and spatial 

domain sampling.  

One major concern about applying CS algorithm to SAR/ISAR is that the 

compression rate depends on the sparsity of the scene and the performance of CS 

reconstruction needs to be compensated by increasing the number of samples. Therefore, 
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determining the necessary number of random samples becomes impossible when the 

estimation of the complexity of the target is unavailable. One solution to the problem of 

unknown complexity is to develop an adaptive alg orithm based spatial sampling that can 

estimate the next best location to probe on the fly. The algorithm should stop once the 

error between consecutive reconstructions begins to converge and diminish. 

Mrozack et al. [17] have demonstrated a special case of adaptive SAR 

measurement imaging a wire as a single point scatterer. The method is based on the 

adaptive classification procedures first specified in [43], which relies on specifying the 

measurement model and existing data to specify the next step location. The searching of 

the next step is based on maximizing the determinant of the precision matrix of the 

Gaussian posterior distribution. However, the method is limited to sparse point scatterers 

modeled as a single point. Increasing the number of scatterers essentially enlarges the 

parameter space and thus requiring inversion of huge matrices. Another drawback of this 

method is that the model has to be indicated exactly, meaning the number of sparse 

scatterers has to be known before investigation. In this thesis, a new method based on 

compressive sensing in a Bayesian framework is proposed. The proposed method solves 

the adaptive sensing problem without needing prior knowledge of the target and stops 

after the iteration error starts to converge. 
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1.3.2 Computational imaging with frequency diverse antenna  

SAR imaging achieves high-resolution imaging by mechanical scanning to 

synthesize a large aperture. Ultimately, the reason for increased resolution is diverse 

illumination; that is, for a single target withi n the scene, it is illuminated by the radar 

footprint at multiple locations, thus equivalent to collecting the scattered wave at a wide 

collection of angles. The better alternative to achieving diverse illumination by mechanical 

scanning is electronic scanning, which is much faster. However, electronic scanning 

requires large quantities of active components such as amplifiers and switches in the 

circuitry and thus increases the cost and complexity of the system. Active components are 

able to control the current flow and gain of the signal with energy from an external source, 

whereas passive components like resistors, capacitors, and antennas are only capable of 

storing or dissipating energy and do not introduce much complexity in the circuitry. The 

desire of simple electronic scanning systems has inspired the development of passive 

electromagnetic components such as metamaterial antennas [18]. The goal is to have 

different radiation patterns at different frequencies, thus the term frequency diverse 

antenna. Simple passive electromagnetic components such as dipole antennas do not 

change their response by much when tuning the excitation frequency. Resonators, on the 

other hand, have a dramatic frequency response at their resonant frequencies. The 

metamaterial antennas [18] are networks of resonators that switch their radiation pattern 

while tuning excitation frequencies, similar to mechanical scanning. However, the 
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frequency-diverse capability is not limited to resonant structure networks. The Echelle 

grating mil limeter beam scanner [5] has demonstrated the ability to map a frequency 

sweep to a 2-D scene. The same principle has also been used widely for steering beams 

using leaky waveguides [44] and phased arrays [32]. 

Marks [11] has rigorously modeled the theory of imaging using frequency diverse 

antennas and has explained the reason why using frequency diverse antennas is capable 

of increasing the imaging resolution and efficiency. The interrogation of the object by 

transmitting a beam and receiving the reflectio n with receivers corresponds to 

multiplying the two aperture functions in the spatial domain. Thus, in the Fourier space, 

the interrogation corresponds to the convolution of the two aperture functions. Since the 

spatial resolution is inversely related to t he spatial frequency bandwidth, a large 

bandwidth is preferred to achieve high resolution. It requires the interrogation beam to 

illuminate a large collection of angles, i.e. the q vectors, which results in a large spatial 

bandwidth. Figure 1.7 shows the comparison of a non-frequency-diverse system and a 

frequency diverse antenna system. Figure 1.7 (a)-(c) shows the spatial frequency space, 

the q-space, representation of an imaging scheme with discrete transmitter and receivers. 

In Figure 1.7 (b), ή illustrates the q-vector representations of the transmitting w ave, and 

ή represents the receiver q-vectors. Figure 1.7 (c) shows the convolution of the two in the 

Fourier space. Figure 1.7 (d)-(f) shows the Fourier space coverage of imaging using a 

frequency diverse antenna. As shown in Figure 1.7 (d), using frequency diverse panel 
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provides a wider collection of illumination and receiving angles; thus, the Fourier space 

coverage is a much larger area than when using discrete antennas. The resulting 

convolution in the Fourier space compared to using discrete antennas is thus much larger. 

The ideal case is to cover the whole Fourier space, i.e. the Ewald sphere. However, that 

requires an infinitely large aperture and imaging from both sides, such ÈÚɯÛÏÌɯƘϣɯ

microscopy [45]. 

 

Figure 1.7 Comparison between traditional bi -static antenna pairs and frequency 

diverse imaging antennas [11]  
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1.4 Rapid prototyping passive radio frequency components 

The growing  interest in novel antenna design such as frequency diverse antennas 

[11-13, 24] has motivated research in additive manufacturing passive microwave 

components and devices. Traditionally, microwave waveguide assemblies are 

constructed by connecting various components with waveguides, which often results in 

a large number of joints that degrade the performance. In addition, these components are 

made using high-precision machining of metal materials. With the size of features on the 

components' scales with the wavelengths, i.e. for higher frequencies, the features become 

smaller and require higher manufacturing precision, which translates to manufacturing 

cost, complexity, and the need for high precision tools such as the computer numerical 

controlled (CNC) machines.  

A more efficient way to manufacture such components and assemblies is using 

additive manufacturing methods such as three -dimensional (3D) printing. Waveguide 

components, such as antennas and waveguides, can be integrated into a single part 

without the need for additional interfaces, eliminating adapters. Current 3D printing 

ÛÌÊÏÕÖÓÖÎàɯÏÈÚɯÈÊÏÐÌÝÌËɯÓÈàÌÙɯÙÌÚÖÓÜÛÐÖÕɯÜ×ɯÛÖɯƕƙȃƖƔɯϟÔȮɯÈɯÍÐÕÌɯÌÕÖÜÎÏɯÙÌÚÖÓÜÛÐÖÕɯÍÖÙɯ

simple W-band components operating at the 75-100GHz range. Furthermore, 3D printed 

waveguides and antennas are light-weight and low -cost compared to machined metal 

components. Previous efforts [26-29, 46-53 ] have demonstrated 3D printing radio 

frequency components with various methods.  
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In this thesis, polymer jetting (PJ) 3D printing is chosen as the primary method to 

rapid -prototype passive components because of its resolution, surface smoothness, 

production time, and cost compared to other capable methods. Figure 1.8 provides a 

reference to the 3D printing technology terminologies, listing 3D p rinting methods 

currently used for prototyping radio frequency passive components. An overall 

comparison and analysis for the chosen method are provided in this section as an 

introduction to understanding the challenge and requirement for the rapid prototy ping 

of unique and novel antennas for imaging purposes.  

 

Figure 1.8 General resolution vs. price comparison of major 3 -D printing methods  

The first challenge to face is the conductivity of the material. For passive 

components, such as waveguides and antennas, to guide and radiate electromagnetic 

waves at the gigahertz range, the surface must be conductive. Three-dimensional metal 
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printing methods, such as laser sintering (LS), binder jetting (BJ), and electron beam 

melting (EBM), provide a direct solution to prototype any arbitrary structure in metal. It 

has been shown in [ 49,50] that successful prototypes have been made using EBM and LS 

3D printing. However, the cost of such machines and materials is expensive. Another 

approach to overcoming the conductivity challenge is to modify plastic 3D printing 

technology with customized conductive material. As discussed in [25, 51], a mixture of 

ABS with conductive nanoparticles has been used as the printing material. The mixed 

material is conductive but still has low conductivity compared with pure metal. However, 

for radio frequency components, such as waveguides, high conductivity is required to 

minimize transmission loss. To satisfy the conductivity requirement for guiding radio 

frequency, the components only need a layer of conductive metal that is thicker than the 

ÚÒÐÕɯ ËÌ×ÛÏȮɯ ÞÏÐÊÏɯ ÐÚɯ ËÌÍÐÕÌËɯ ÈÚɯ ϗǻƕɤȹϣÍϟϦȺɯ ÞÏÌÙÌɯ ϟɯ ÐÚɯ ÛÏÌɯ ×ÌÙÔÌÈÉÐÓÐÛàȮɯ Ϧɯ ÐÚɯ ÛÏÌɯ

conductivity of the material, and f is the operating frequency. For inst ance, at 10GHz, the 

ÚÒÐÕɯËÌ×ÛÏɯÍÖÙɯÊÖ××ÌÙɯÐÚɯÈÉÖÜÛɯƔȭƚɯϟÔȭɯ3ÏÌÙÌÍÖÙÌȮɯÐÛɯÐÚɯËÌÚÐÙÈÉÓÌɯÛÖɯ×ÙÖÛÖÛà×ÌɯÜÚÐÕÎɯ×ÓÈÚÛÐÊɯ

printing methods such as polymer jetting (PJ), stereolithography (SL), and fused model 

deposition (FDM), and deposit a thin layer of pure metal  on the surface. [ 48, 52 ] has 

demonstrated using 3D printed antenna with a dielectric substrate and conductive spray 

paint on the surface. The method of using conductive spray or mixed material can produce 

sufficient conductivity for antenna applications ; however, components such as 

waveguides require higher conductivity.  
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The next challenge to consider is the resolution and surface roughness of these 3D 

printing technologies. Although low -cost plastic methods such as FDM are capable of 

prototyping the str uctures, as demonstrated by [25], yet the resolution is currently limited 

to 0.2~0.3 mm, and the surface has to undergo acetone vapor polishing procedures. This 

is because the FDM technology uses a wire-feeding method to feed the printing nozzle 

with ABS r aw material in wire shape. Thus, the resolution is limited by the thickness of 

the ABS feed. The resolution is key to producing a prototype true to the desired shape and 

structure and is essential to applications with higher frequencies, such as in the mil limeter 

wave frequency. For example, at K-band (18GHz-26.5GHz), the narrow wall for a 

waveguide is 4.3 mm; thus, for K-band applications discussed in this thesis, the FDM 

methods are not able to produce sufficient resolution. Polymer -based methods, i.e., 

polymer jetting and stereolithography are more attractive because the resolution is 

ÉÌÛÞÌÌÕɯƕƙϟÔɯÛÖɯƖƔϟÔȰɯÛÏÌɯËÐÍÍÌÙÌÕÊÌɯÐÚɯÐÕɯÛÏÌɯÔÌÛÏÖËɯÖÍɯËÌ×ÖÚÐÛÐÖÕȭɯ/ÖÓàÔÌÙ-based 

methods utilize the polymerization process where liquid polymer solidifies under UV 

light.  Polymer jetting technology uses a fine nozzle to deposit small droplets of the liquid 

polymer under UV light whereas stereolithography technology builds the prototype in a 

liquid polymer tank by shining a focused UV laser onto the surface of the liquid. P olymer -

based methods also result in a much smooth surface, as the liquid polymer naturally tends 

to level the surface, especially for stereolithography where parts are pulled out from a 

liquid polymer tank. It has been demonstrated in [53] that stereolitho graphy -printed 
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waveguides are able to operate up to the W-band frequencies. However, compared to 

polymer jetting methods, stereolithography printed parts require longer post processing 

time, i.e. hours of UV curing. In addition, when printing parts with st raight -tube 

structures such as straight waveguide sections, stereolithography printers tend to avoid 

focusing its UV laser at the same location over a long time and potentially degrade the 

glass plate, which is unavoidable when building a straight tube. Th is is the reason most 

SL printed waveguides are not printed upright but slanted, causing the waveguide 

channel to suffer from printing lines.  

In consideration of all the above-mentioned challenges and characteristics of each 

printing technology, the polyme r jetting method is chosen as the primary method for the 

works in this thesis. In Chapter 4, the detailed method by which pure copper is deposited 

on the polymer surface is proposed as an addition to current methods of additive 

manufacturing passive radio frequency components. 

1.5 Thesis outline 

  

Radar imaging is limited by the simplicity of the sensor and the lack of 

computational methods to improve the efficiency. This thesis discusses the possibility of 

improving radar imaging efficiency using an appr oach of using computational imaging 

methods in combination with novel antenna designs. The thesis first proposes two 

methods improving the efficiency using only computational methods. Chapter 2 discusses 

an algorithm for using a sparse set of simple antenna transceivers to perform reflectivity 
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and surface profile reconstruction. This algorithm allows reconstruction using a small 

number of sensors in contrast to using a large array of transceivers or using a single 

transceiver scanning the whole scene. In chapter 3, an adaptive sampling algorithm based 

on the Bayesian compressive sensing algorithm is introduced to improve the efficiency of 

millimeter wave ISAR imaging. Traditionally, ISAR imaging in a lab environment is 

performed by mounting the target on a r otational stage while rotating a single transceiver 

antenna around the stage. Measurement is taken at each angle around the stage to 

reconstruct the object on the stage. With adaptive sensing, the process can be improved 

because the algorithm selectively chooses to perform measurements at angles that 

contribute more information, thus improving the acquisition time and reducing 

mechanical movements. 

The thesis then discusses the impact of novel antenna design when applied to 

computational imaging methods, by  first introducing a method of rapid prototyping 

custom antenna designs that facilitates novel designs. In chapter 4, a method to 3D print 

and metalize passive radio frequency components with polymer -based printing 

technology is proposed. This method makes it easy to rapid prototype any custom -made 

antenna in a laboratory environment, without the need of industry -level, high-precision 

machining facilities. Chapter 5 demonstrates how novel antennas designed for 

computational imaging can perform imaging beyon d single dimensional range detection. 

The antenna designed is a novel frequency diverse antenna based on a single leaky 
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scanning waveguide. The image acquired with this antenna is reconstructed using the 

computational method after carefully calibrating the  diverse radiation pattern for each 

frequency. This method opens up future possibilities of designing an antenna to optimize 

measurements according to its computational imaging forward model. The final chapter 

summarizes the work presented in this thesis and discusses the impact and future work 

on improving radar imaging using these methods.   
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2. Surface profile and reflectivity reconstruction using 

sparse array millimeter wave time-of-flight imaging   

One of the most popular applications for millimeter wave im aging is concealed 

weapon detection for security reasons. The first millimeter wave imaging system 

designed to detect concealed weapons was proposed by Farhat and Guard [54], and it was 

composed of a stationary source and a scanning film-based receiver. The technique was 

then improved with digital sensors and digital reconstruction by Collins et al. [55]. The 

state-of-the-art method uses holographic reconstruction, which is similar to the backward 

wave reconstruction algorithm for acoustic holography descri bed by Boyer [56]. However, 

the method in [56] employs Fresnel's approximation and thus limits the resolution for 

near-field imaging systems. Sheen et. al [4, 58] has extended the algorithm developed by 

Soumekh [59, 60] for SAR and proposed the holographic reconstruction algorithm for 

near-field 2D and 3D imaging reconstruction with millimeter wave. Nowadays, security 

scanners based on this technology are widely used in airports for security measures; 

however, these methods require scanning arms populated with sensors and, as a result, 

they are slow and expensive. In this section, a new method for millimeter wave imaging 

that enables surface profile reconstruction and reflectivity estimation with a time -of-flight 

(ToF) imaging algorithm is proposed using onl y a sparse array of sensors and no 

mechanical scanning required. 
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2.1 Introduction  

Time-of-flight imaging is a widely used technique in optical imaging to estimate 

the range and location of a target. ToF measures the total round-trip time for  the light 

signal to travel between the device and the target. From the measured travelling time and 

the known speed of light, the distance between the device and the reflecting target can be 

easily deduced; thus, ToF imaging has been the ideal solution for range detection and 3D 

imaging in optical wavelengths. Range detection in radio frequency is fairly easy,  as 

compared to optical range detection, as it is the basic functionality of a simple sensor. This 

is because, at microwave frequencies, the electronics can operate fast enough to capture 

the phase of the signal, whereas the optical sensors, such as CMOS and CCDs, are only 

capable of capturing the intensity. Hence, imaging with radio frequency transceivers 

utilizing the range information can be treated as time -of-fl ight imaging and can  thus be 

optimized with ToF imaging techniques.  

Mechanical scanning has always been involved in ToF imaging, such as the push-

broom scanning involved in the Lidar system for ocean floor profiling [61] and the 

scanning mirror method invo lved in landscape imaging applications [62]. It has been 

mentioned in the earlier chapter that the scanning method is rather slow and inefficient. 

However, since the beam is focused on a spot corresponding to a single pixel, a non-

scanning method requires a large array of such sensors to cover the whole field of view. 
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In this chapter, the proposed millimeter -wave ToF imaging method uses a divergent beam 

to eliminate the need for mechanical scanning. 

The divergent beam radar imaging is similar to the traditi onal SAR imaging 

method, which achieves high resolution by synthesizing a large effective aperture. SAR 

imaging works under the assumption that the entire volume of the target is scattered and 

thus requires dense measurement in both the spatial and frequency domain [42]. The goal 

is to reduce the number of sensors needed so as to decrease the cost of such systems, which 

is equivalent to the problem of reconstructing an image with few measurements. 

Compressed sensing [14, 15] has been the ideal framework for solving such a problem as 

it states that the number of samples can be much fewer than the limit required by the 

Shannon sampling theorem [16] if the signal is sparse in some basis. 

When imaging extended objects, traditional SAR always assumes the objects take 

a certain amount of space in the object space, making them not sparse objects. However, 

the objects of interest are specular to electromagnetic waves up to the GHz range. 

Therefore, the targets can be seen as surface objects in the object space. Using this 

condition as the prior knowledge enables taking advantage of the sparsity and essentially 

reducing the number of measurements required to reconstruct the target surface shape 

and reflectivity.  

2.2 Algorithm Overview   

The method proposed in this chapter employs the sparse nature of the reflecting 
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surface object, which enables the use of only a few transceivers and eliminates mechanical 

scanning. The imaging system consists of a sparse array of bistatic antennas, meaning that 

the transmitters and receivers are not the same antenna. The bi-static arrangement is 

advantageous over mono-static arrangement because for a given number of transceivers, 

bi-static pairs are able to retrieve more sets of ToF measurement. The demonstrated 

system operates at K-band, 18GHz to 26.5 GHz; however, it can be easily scaled to other 

frequency ranges. 

 

Figure 2.1 The proposed imaging system scheme of surface constrained imaging 

reconstruction  

The ToF measurement is equivalent to the range measurement, which is made by 

Fourier transforming frequency domain measurement, i.e., reflected amplitude and phase 

at each frequency. The time-of-flight measurement is then analyzed by the algorithm 

described below to extract the surface reflectivity information.  

Figure 2.2 shows the algorithm overview of the proposed method. The time -of-

flight data contains peaks that correspond to the roundtrip distance from the transceiver 
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to the point that is reflecting. Therefore, each of these peaks maps to an ellipse in the two-

dimensional space that contains all the possible locations that could have reflected to the 

receiver. However, with many sets of bi -static measurement and only a small subset of 

the ellipses corresponds to the true location of the reflecting points on the surface. The 

prior knowledge that the target is a surface reflecting object helps with selecting which 

part of the ellipses corresponds to the true reflecting area. 

 

Figure 2.2 Overview for proposed ToF millimeter wave imaging algorithm  

A prior estimation of the target surface is acquired by using the depth camera from 

Microsoft Kinect. The surface acquired by the depth camera is not necessarily the surface 

that reflects the millime ter wave signal transmitted by the transceiver because the depth 

camera sensor is operating in the IR range. However, in the case of imaging people for 

security purposes, it is acceptable to assume the surface seen by the depth camera is close 

enough to the surface that reflects the millimeter wave. With this surface priority, we are 
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able to narrow down to a smaller subset on each ellipse and form an estimation of the 

surface. 

2.3 Method 

To form the ToF measurement, the antenna pairs perform range detection in 

frequency stepping mode driven by a vector network analyzer (VNA). The network 

ÈÕÈÓàáÌÙɯÊÙÌÈÛÌÚɯÈɯÚÐÎÕÈÓɯÈÛɯÈɯÊÌÙÛÈÐÕɯÍÙÌØÜÌÕÊàɯȹϬƕȺɯÈÚɯÈɯÝÖÓÛÈÎÌɯÞÈÝÌÍÖÙÔɯÖÕɯÛÏÌɯÖÜÛ×ÜÛɯ

port, which excites the antenna to radiate. The scattered wave is then collected by the 

receiving antenna on the input port (same as the output port for monostatic radars), and 

the voltage is stored. The network analyzer then continues to generate the next waveform 

ÈÛɯÍÙÌØÜÌÕÊàɯȹϬƖȺɯÈÕËɯÚÖɯÖÕȭ ÕɯÐÔ×ÖÙÛÈÕÛɯÈÚ×ÌÊÛɯÖÍɯÛÏÌɯÚÛÌ××ÌË-frequency systems is the 

intermediate bandwidth (IF bandwidth). The IF bandwidth decides how far  ‫  is 

separated from ‫ , i.e. how many steps to take to cover the whole bandwidth B. The 

benefit of having a large IF bandwidth is faster acquisition as there are fewer samples to 

take than in the case of a small IF bandwidth. However, with a small IF bandwidth, the 

signal-to-noise ratio is much higher than the acquisition time.  

An important first step to reconstruct the surface from the time -of-flight 

measurement is to define the ellipses that contain the reflecting point. This requires 

knowing the location of the peaks in the time -of-flight measurement. To accurately find 

out the peak locations, we apply a basis pursuit denoising (BPDN) [63] algorithm to the 
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measured signal. The BPDN algorithm is a mathematical optimization problem with the 

form of  

 ÍÉÎ᷆ώ Ὀὼ᷆ ‗᷆ ὼ᷆  (2.1) 

where y represents the measurement vector, x is the solution vector, and D represents the 

ÍÖÙÞÈÙËɯÔÈÛÙÐßȭɯ3ÏÌɯϞɯ×ÈÙÈÔÌter controls the quality of the optimized solution in favor of 

either accuracy, i.e. the least square error, or sparsity of the solution. The BPDN method 

can also be seen as a basis pursuit method with an L1 norm regularizer to penalize 

complex solutions [64]. 

For a reflected frequency signal over a bandwidth of B, an overcomplete dictionary 

D with a frequency response from the sub-resolution distance is constructed. The BPDN 

problem is then solved to extract the peaks in the time-of-flight measurement. Each of 

these peak distances then makes up an ellipse around the transmitter and receiver because 

the sum of the path lengths from both transceivers to the reflector remains the same for 

all possible points. Figure 2.4 demonstrates the result of using the BPDN method to find 

the peak in the time-of-flight measurement.   
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Figure 2.3 Demonstration of time -of -flight measurement simulated by method 

of moments, with peak detectio n and the corresponding ellipse  

The next part of this method is to figure out which part of the ellipses actually 

coincide with the real surface. This returns one or several patches on each ellipse and 

should collectively represent the part of the surface that is reflective.  

Without a prior kn owledge of the surface, the best patches are found by testing 

each point of the ellipse that formed each bistatic pair. To test whether a point is a possible 

reflector for a specific bistatic pair, an imaginary half circle can be drawn tangent to the 

ellip se at that point and oriented to the normal of incidence. The test then simulates the 

time-of-flight measurement with all bistatic pairs, as if this circle is the target surface. This 

is done by finding the points that reflect under the bistatic pair geome trically, and then 

calculating the path length of that point for that bistatic pair. The error of simulated 

measurement with the original measurement is then computed to give weight to the point 

being tested. The assumption taken here is that if this point really lies on the reflecting 

surface, which is a continuous surface and is represented as a half circle, then the 
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simulated time -of-flight using this imaginary circle should have the highest correlation 

among simulated time -of-flight at other points. The  test results are in patches on the 

ellipse and are estimated reflectors. Fig. 2.4 (a) and (b) show the testing schemes for two 

different points along an ellipse where in (a), the point being tested is on the actual surface, 

but the point in (b) is not. Fi g. 2.4 (c) and (d) show the simulated measurements with all 

transceiver pairs. Fig. 2.4 (e) and (f) show the real measurement compared to the two 

simulated measurements. Therefore, the point being tested in Fig. 2.4 (a) has much higher 

weight than the one tested in Fig.2.4 (b). 

 

Figure 2.4 Testing scheme for surface estimation  

 (a)-(b) Testing scheme for a point that is one the surface vs point not on the surface. (c) -

(d) Simulated measurement of the testing circles. (e)-(f) real time -of flight measurement 

of the surface 
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Here we show a simulation result of testing points on time -of-flight ellipses with 

the above method. The target object surface for the simulation is a 2D curve, as shown in 

Fig. 2.5 (a). The time-of-flight measurements from a set of 5 randomly placed bi -static 

transceivers are simulated numerically using the 2D method of moments (MOM) [65, 66]. 

The goal is to find an estimation of the 2D curve from these simulated measurements. The 

incident fie ld is simulated as a tapered Gaussian beam with E-polarization at near field. 

The induced current on the surface structure is solved, and the reflected signals at the 

receiver locations are simulated. The patches of ellipses that are the closest estimation of 

the surface have been highlighted and shown in Fig 2.5 (a) and (b). In this experiment, the 

red curve is the target surface, and the time-of-flight measurement is simulated with the 

method of moments. The transmitter locations are labeled with blue dot s, and receivers 

with red dots. Fig 2.5 (a) shows the results of finding patches by testing points on each of 

the labeled ellipses. Fig 2.5 (b) shows the final result of the reconstruction where the green 

curve is the truth, and the red curve is the reconstruction. It can be seen from the selected 
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patches of the ToF ellipses that a reliable reconstruction of this 2D curve can be acquired. 

 

Figure 2.5 Results of elliptical patch selection algorithm  

(a) Result of patch selection for three ellipses. (b) Final result after smoothing all 

selected patches 

However, this method is computationally inefficient because the test has to be 

done at every point on the ellipse and for each bistatic pair. If a system utilizes N 

transceivers that make N! bi-static pairs, discretizing the reconstruction space into M 

pixels results in M×N! forward simulation and tests to be made, which is unrealistic for 

real-world applications, such as 3D surface reconstruction. The following imp roved 

method is much faster, but uses a surface prior to constrain the reconstruction. The goal 

is still searching for the patches of ellipses that can represent the surface collectively. With 

the surface constraints, this can be done by minimizing the distance and angle between 

the ellipses' points and the surface prior. 

For each point ὴ on the surface prior, the total time -of-flight to each bistatic pair 

is being calculated and a weight characterizing the difference between the path length to 

ὴ and the pathlength to the reflecting point, i.e.,  
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  (2.2) 

where ToF is the sum of the time-of-flight distances. The terms LTX and LRX denote the 

distance from point ὴ ÛÖɯÛÏÌɯÛÙÈÕÚÔÐÛÛÌÙɯÈÕËɯÙÌÊÌÐÝÌÙɯÙÌÚ×ÌÊÛÐÝÌÓàȭɯϞɯÐÚɯÈɯÙÌÎÜÓÈÙÐáÈÛÐÖÕɯ

ÛÌÙÔȮɯÈÕËɯϕɯËÌÛÌÙÔÐÕÌÚɯÞÏÐÊÏɯÖÙËÌÙɯÖÍɯÛÏÌɯËÐÍÍÌÙÌÕÊÌɯÛÏÌɯÞÌÐÎÏÛÐÕÎɯÍÜÕÊÛÐÖÕɯËÌ×ÌÕËÚɯÖÕȭɯ

Similarl y, we make another weighting function to enforce the point to satisfy the reflecting 

condition, and to constrain the curvature of the surface prior, we add another weight 

related to the difference of the slope: 

  (2.3) 

where ῳ— is the difference betw een the tangent angle at point ὴ and the angle of the 

incident plane if point  ὴwere to reflect with the ά  bi-static pair. Thus, when the points 

are close enough to match the time-of-flight measurement, the ones that do not have the 

same slope as the surface prior will be discarded. We can also choose to weigh the two 

functions differently by multiplying with coefficients a and b to favor each aspect. 

Therefore, the total weight put onto a point pi on the surface prior for a certain bist atic 

pair m is  

       (2.4)  
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Figure 2.6 shows the scheme of selecting a patch of an ellipse to represent point p on the 

surface prior.

 

Figure 2.6 Improving the testing scheme by using a prior estimation of the surface 

(a) The testing scheme for point pi with two bi -static pairs. (b) The ellipse patch with 

most weight has been selected for point p i 

 

After the estimation has been made, it can be optimized iteratively to converge 

closer to the exact surface. The first step of optimizing the solution is to represent the 

solution with splines. The best method here is the Catmull -Rom spline representation [67] 

where the surface passes all the control points and is C1 continuous, i.e., the first order 

derivatives at  the control points are all continuous. This satisfies our requirements of 

matching the time -of-flight measurement at the control points and having a smooth 

surface. The control points are set as the center of the selected patches. The general idea 

of the optimization step is to calculate the time -of-flight with the estimated spline surface, 

and then minimize the difference with the measured time -of-flight by taking steps to 

move each control point to the optimal position. The optimization steps are necessary 

because although the points are on the ellipse, the first surface estimation is not the exact 
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surface. Therefore, when minimizing the difference of time -of-flight, the selected patch 

might be off, making it necessary to optimize the control points.  

Assume the time-of-flight measurement is g(m,k) for each bistatic pair m and 

frequency k. A measurement calculated from the surface estimation is denoted as Ὣ. It can 

be calculated by geometric optics, i.e. looking for points that would reflect the bistatic pair 

and calculate the time-of-flight according to these points. We denote the forward model 

as 

   (2.5) 

where x denotes the vector that contains all the control points x iȮɯÈÕËɯ̈́ɯËÌÕÖÛÌÚɯÛÏÌɯ

ÊÖÙÙÌÚ×ÖÕËÐÕÎɯÙÌÍÓÌÊÛÐÝÐÛàɯÝÌÊÛÖÙɯÊÖÕÛÈÐÕÐÕÎɯ̈́i.  ὼȡῲ  ÐÚɯÛÏÌɯÊÖÕÊÈÛÌÕÈÛÌËɯÝÌÊÛÖÙɯÖÍɯßɯÈÕËɯ̈́ȭ 

The merit function for the optimization is defined as the difference between the calculated 

measurement and the real measurement, thus  

   (2.6) 

where l is the number of measurement, and L=M×K is the total number measurement, i.e. 

for each pair and each frequency. We take the derivative of the merit function,  

  (2.7) 

where ‬Ὢ●ȡ◔ is essentially the Jacobian J, whose elements can be written as  
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  (2.8) 

The merit function is minimized by using the Levenberg -Marquardt algorithm [68, 

ƚƝȼȮɯÞÏÌÙÌɯÈÕɯÐÕÐÛÐÈÓɯÌÚÛÐÔÈÛÐÖÕɯßɯÐÚɯÎÐÝÌÕȭɯ-ÖÛÌɯÛÏÈÛɯßɯȯɯ̈́ɯÏÈÚɯÉÌÌÕɯÙÌ×ÓÈÊÌËɯÞÐÛÏɯßɯÍÖÙɯ

notation simplicity. The algorithm calculates  the step that x needs to take to converge: 

   (2.9) 

ÞÏÌÙÌɯϔɯÐÚɯÈɯÙÌÎÜÓÈÙÐáÈÛÐÖÕɯÛÌÙÔȭɯ3ÏÌɯÚÜÙÍÈÊÌɯÐÚɯÛÏÌÕɯÜ×ËÈÛÌËɯÞÐÛÏɯÛÏÌɯÕÌÞɯÊÖÕÛÙÖÓɯ×ÖÐÕÛÚȮɯ

and then iterates until the merit function converges below criteria.  

     

 

2.3 Simulation and experimental results 

To validate our algorithm, we experiment with the simulated surface object and 

time-of-flight measurements to reconstruct the surface shape and reflectivity. When used 

as a personnel screening technique, the interest is focused on finding the metal pieces 

under clothing. The target for this simulation is a sectional slice of a human torso and arm, 

as shown in Figure 2.7 (a), and eight transceivers are placed surrounding the phantom 

surface, providing 28 bistatic measurements and eight monostatic measurements. The 

reflectivi ty simulations, as shown in Figure  2.7 (b)-(d) are done with part of the surface 

having a different reflectivity corresponding to different situations when imaging a 



 

43 

person for a concealed weapon. 

 

Figure 2.7 Diagram showing the s imulation scheme  for ToF surface imaging  

 (a) torso and arm - no reflector, (b) small reflector hidden under arm; inset shows the 

detailed location of the reflector, (c) large reflector in front of the chest , and (d) small 

reflector under arm and large reflector in  

The result is shown in Figure 2.8 (a)-(d). Figure 2.8 (a) shows the result of the surface 

reconstruction with no reflector.  Figure 2.8 (b) shows the reconstruction with a small 

reflector. The result recovers the location of the reflector, showing a bright spot between 

the arm and the torso. The large reflector on the torso is reconstructed and shown in (c), 

as the high-intensity part represents the large reflector. (d) shows the reconstruction with 

both reflectors. Since the large reflector piece results in a broader peak with higher 


















































































































































































