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Abstract

The field of quantum transport studies electron motion at low temperatures in nanos-

tructures. Exciting electron phenomenon can be engineered by combining device

designs like quantum dots, Josephson junctions, and interferometers with materials

which host physics such as various quantum Hall effects and superconductivity. Com-

binations of these ingredients can be mixed to design a device which is then cooled

down and has its I � V curves measured while tuning key physical parameters, such

as magnetic field, temperature, and gate electrode voltages.

These time independent (DC) measurements can provide a wealth of information,

but ultimately they can only access highly averaged physical properties. Fortunately,

this is not a fundamental constraint. By measuring the emission of and response to

higher frequency signals, we are able to access additional properties of our devices.

This dissertation explores two projects related to time oscillating (AC) measure-

ments of graphene devices with superconducting contacts. The first project is related

to the measurement of “Shapiro steps” in graphene based Josephson junctions. By

applying a gigahertz drive to the junction, it becomes possible to probe the dynamics

of the phase difference of the junction. The work presented here explores the effects

of the RF environment on the Shapiro step pattern, and on a bistability observed in

this system.

The second project addresses the noise measured downstream of a superconduct-

ing contact for a device in the quantum Hall regime. Recent work has observed the
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coupling of superconductivity to a quantum Hall edge, a promising test-bed for mix-

ing superconductivity with topological physics. However, the signal in real devices

remains fairly small compared to the ideal limit. Noise measurements should allow

us to probe the microscopics in these devices, but we find indications that signals

seemingly related to contact heating obscure the desired signal. Additional devices

which should show a tunable signal amplitude show only very small signal variation,

opening questions about what physical phenomena may be suppressing this noise.
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1

Introduction

The last two decades have seen remarkable advancements in condensed matter physics.

Theorists have proposed many new, exciting systems, particularly in terms of topo-

logical behavior [1]. Experimentally, many of these systems have been realized, show-

ing results consistent with theory [2, 3], while other systems are showing promising

preliminary results [4].

A large number of these studies are performed via electrical transport measure-

ments. In such studies, a sample has electrical contacts deposited so that one can

measure I-V curves as a function of various parameters such as gate voltages, applied

magnetic �elds and sample temperature. This is a versatile and powerful technique

but ultimately only provides access to averaged properties. Interpreting such mea-

surements is often also very challenging, given that condensed matter systems do not

allow one to know their Hamiltonian exactly.

Studying these materials with higher frequency techniques allows for direct ob-

servation of properties that are otherwise challenging to study or unobservable. Ex-

amples include thermal conductivity [5], the charge of emergent quasiparticles [6, 7],

and fractional statistics [8]. There are a number of engineering challenges associated
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with radio and higher frequency measurement techniques in a cryogenic environment.

Typical transport measurements utilize lossy microcoaxes which e�ectively �lter the

lines from high frequency noise, while also being resistive and therefore having low

heat conductivity according to the Wiedemann-Franz law. In contrast, high fre-

quency lines must be very conductive and RF matched, but carefully designed to not

be too thermally conductive so as to not couple cryostat stages of di�erent tempera-

tures. Lines used for absorption spectroscopy must be carefully attenuated so as to

prevent high frequency noise from outside of the dilution refrigerator from coupling

to the system while still allowing the desired signal to reach the sample. Emission

lines must be carefully designed to avoid back action on the sample and typically

include a large heat load cryogenic ampli�er which must be thermally decoupled

from the sample. Despite these challenges, high frequency techniques are beginning

to show exceptional probing and manipluation of condensed matter systems [9].

This PhD is primarily focused on probing graphene superconducting devices with

non-DC techniques. The �rst portion addresses RF driven graphene Josephson junc-

tions. Such RF drive can give rise to \phase locking" and quantized DC voltage

steps in the IV curve of a junction. This technique also allows one to probe the cur-

rent phase relationship of a device and thus the material properties of the weak link.

While graphene should generally have a relatively standard CPR, work described

in Chapter 3 shows that the electromagnetic environment can e�ect the observed

pattern of quantized voltage steps in signi�cant ways, which can obscure the ability

to measure the desired physics. We also �nd that the system forms a very tun-

able bistable system, with rich switching behavior that is not described by standard

activation e�ects. Experiments utilizing this bistability are addressed in Chapter 4.

The second part of this text addresses measurements of the intrinsic noise of a

quantum Hall superconducting contact. Measurements of the voltage 
uctuations

in a mesoscopic sample can tell us a great deal of information about the way in
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which heat and charge are 
owing. However, given the signi�cant impedance of the

conductance quantum, few channel samples typically have their 
uctuations �ltered

before they can be measured outside of the cryostat. To escape this issue, we follow

a common path and use a homemade cryogenic HEMT ampli�er with a tank circuit

resonator to measure this noise. The construction and calibration of this setup are

detailed in Chapter 6.

Finally, we address the noise that is measured downstream of a superconducting

contact in the quantum Hall regime in Chapter 7. Recent work from our group has

shown that this system can exhibit chiral Andreev edge states, where by Andreev

re
ections cause an incoming electron to be converted to hybridized electron-hole

states [10]. Building on this result, another group has found that there is a signif-

icant noise signal can be measured at a superconductor - quantum Hall interface

which was attributed to shot noise[11]. However, we �nd that similar noise can be

observed downstream of a normal metal contact, indicating that for short contacts

to a graphene device at low �eld it is possible that the edge state is not totally ther-

malized. Further, when we measure the noise as a function of gate voltage on a given

plateau, we observe minimal variation of the noise signal, which is in stark contrast

to the non-local resistance which is signi�cantly oscillating. This seems to indicate

that there must be certain equilibration processes at play leading to the suppression

of the shot noise.
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2

Theory I: Superconductivity and Josephson E�ects

2.1 Superconductivity

Shortly after liquifying helium, Kamerlingh Onnes �rst discovered superconductivity

in mercury, observing a sudden drop in resistance as a function of temperature. This

was followed by similar observations in tin and lead, as well as observations of perfect

diamagnetism.

It would ultimately take more than 40 years to develop an understanding of

the microscopics of the most basic superconducting materials. During this time,

several phenomenological models were developed, such as the London equations and

Ginzberg-Landau theory. The details of the failed microscopic models proposed

during the time are quite interesting[12]. Both Bloch and Landau proposed theories

in which the ground state was a �nite momentum state[13, 14], although Bloch later

developed a theorem showing that ground states in electronic systems are by necessity

zero net momentum states[15] (although �nite momentum superconductivity has

recently reemerged in more nuanced contexts, for example [16]). Kronig developed

a theory where coulomb repulsion of an electron gas is very large compared to the
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kinetic energy, and current was then carried by the sliding of the electron solid. This

theory predated Wigner's work on electron crystallization by two years[17].

Ultimately, Bardeen, Cooper and Shrie�er developed the BCS theory of super-

conductivity. This work began with what is now known as the Cooper problem[11],

where it was shown that electron phonon interaction could lead the formation of a

bound state between two electrons.In BCS theory, it was shown that below a critical

temperature, electrons within a certain range of the Fermi surface readily form such

pairs, giving rise to a superconducting gap in the density of states � within which

there are no single particle states.

While many of these properties can be lengthy to derive, we note several proper-

ties of superconductivity that are worth understanding phenomenologically [18]

� Superconducting materials are predicted to be truly dissipationless. While

many precise measurements have placed a minimal upper bound on the actual

resistance of a superconductor, there can be complications in real systems, such

as �nite dissipation aboveHC1 in a type II superconductor (see below).

� In additional to a critical temperature, superconductors also have a critical

current density and critical magnetic �eld, above which they transition back

to a normal state.

� Superconductors are categorized based o� of the ratio of two length scales. The

�rst is the London penetration depth � L which is the distance over which the

superconductor screens magnetic �elds. The second is the Ginzberg-Landau

coherence length� . In Ginzberg-Landau theory, a macroscopic superconductor

can be described locally by a complex order parameter �eld. The correla-

tion function of this complex order parameter at two di�erent points depends

exponentially on the distance between the points, with length� being the
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characteristic length. The ratio of these two values� � � L
� is known as the

Ginzberg-Landau parameter.

We can naturally consider two limits of behavior here. The �rst is if� L is

the relatively small length (or more strictly �   1?
2
). In this situation, if we

take such a superconductor and begin applying magnetic �eld, it is energet-

ically favorable for the superconductor to expel the �eld and keep the order

parameter smooth, up to thermodynamic considerations potentially leading to

macroscopic normal regions [18]. Ignoring such details, the superconductor

will expel magnetic �eld until the �eld exceeds HC , at which point the entire

superconductor transitions to the normal state. Superconductors of this type

are known as type-I, and it includes most simple elemental superconductors.

In the opposite limit, it can be energetically favorable for the superconduc-

tor to form miscroscopic normal regions and have the order parameter wind

around such regions. More concretely, above a certain magnetic �eldHC1 the

superconductor will allow tubes of magnetic �eld to 
ow through it. These

tube regions are known as vorticies[19], and play an important role in the ex-

periment in Chapter 7. Superconductors of this type are known as type-II.

Eventually, the magnetic �eld will exceed a valueHC2 such that the entire

superconductor transitions to the normal state.

2.2 Bogoliubov-de-Gennes

While Ginzberg-Landau theory is typically su�cient to understand a great deal

about Josephson junctions and superconducting device physics, in work on meso-

scopic physics we often need more signi�cant theoretical tools. In particular, we

would like to understand the excitation spectrum, and we would like to be able to

understand the e�ects of an external potential in our system.
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We begin by writing our electron systems in terms of real space electron cre-

ation and annihilation operators, which are related to the standard second quantized

operators by

	 pr; � q �
¸

k

eik �r ak�

	 : pr; � q �
¸

k

e� ik �r a:
k�

(2.1)

with � denoting a spin index

We can easily write a generic Hamiltonian in terms of these parameters, with

just a kinetic energy and a pointlike interaction of electrons (we know that the BCS

interaction can be written in this form because the BCS interaction is of constant

strength, so upon Fourier transforming it becomes a� function)

H kin �
¸

�

»
d3r 	 : pr ; � qĤe	 pr ; � q (2.2)

H int � �
V
2

¸

�;�

»
d3r 	 : pr ; � q	 : pr ; � q	 pr ; � q	 pr ; � q (2.3)

As usual, terms which are fourth order in electron operators are quite complicated.

The most straightforward thing we can do is to perform a mean �eld approximation

and rediagonalize our new e�ective Hamiltonian. Applying Wick's theorem to our

fourth order term and considering that our BCS attractive interaction pairs opposite

spins we �nd[20][21]

H ef f �
»

d3r
¸

�

�
	 : pr ; � qĤe	 pr ; � q � Uprq	 : pr ; � q	 pr ; � q

�

�
»

d3r
�
� prq	 : pr ; Òq	 : pr ; Óq � � � prq	 pr ; Óq	 pr ; Òq � H0prq

�
(2.4)
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which when diagonalized takes the form

H ef f � Eg �
¸

n;�

� n 
 :
n;� 
 n;� ; (2.5)

It is worth noting that di�erent speci�cs of the superconductor and the attractive

interaction may modify Hef f , but the general procedure presented will be valid (for

example, see [22]).

Following diagonalization, our new operators
 and our electron operators are

related by a unitary transformation

	 : pr Òq �
¸

n

�

 :

nÒu�
nprq � 
 nÓvnprq

�

	 : pr Óq �
¸

n

�

 :

nÓu�
nprq � 
 nÒvnprq

� (2.6)

where the opposite spin pairing in the unitary transformation follows from the

opposite spin pairing in the e�ective Hamiltonian. The corresponding annihilation

operators can be easily identi�ed by taking the Hermitian conjugate. We would like

to solve for un , vn in order to understand the quasiparticles in our system. We can

do this by considering the commutators ofHef f with the two sets of operators

rH ef f ; 	 pr ; Òqs� � �
�
Ĥe � Uprq

�
	 pr ; Òq � � prq	 : pr ; Óq

rH ef f ; 	 pr ; Óqs� � �
�
Ĥe � Uprq

�
	 pr ; Óq � � prq	 : pr ; Òq

(2.7)

rH ef f ; 
 n;� s� � � � n 
 n;�

�
H ef f ; 
 :

n;�

�
�

� � n 
 :
n;�

(2.8)

Expressing our electron position operators in terms of the diagonal operators we

�nd
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�
Ĥe � Uprq

�
uprq � � prqvprq � �u prq

�
�
Ĥ �

e � Uprq
�

vprq � � � prquprq � �v prq
(2.9)

which can naturally be expressed as a matrix equation in an electron hole basis

�
Ĥe � U �

� � �
�
Ĥ �

e � U
�

� �
un

vn

�
� � n

�
un

vn

�
(2.10)

This now allows us to solve for the elementary excitations in the presence of

arbitrary U. It is also a very helpful formulation for considering proximity coupling,

which is addressed in the next section. Lastly, we note that this formulation is

particle hole symmetric { for
�

un

vn

�
with energy � n ,

�
v�

n
u�

n

�
is a valid solution with

energy -� n . This symmetry is a key ingredient which is often utilized in proposals for

Majorana fermions[23], although there exists interesting work on the ways in which

the subtlties of BDG may e�ect these results[24].

2.3 From SIS to SNS

Shortly after the development of BCS theory and the understanding of the micro-

scopic mechanisms at play in superconductors, Brian Josephson realized that if two

separate superconductors are connected by an insulating layer (as is shown in Figure

2.1) remarkable e�ects can be observed. A fairly informal derivation can be con-

sidered as follows[21][25]: we begin with a superconducting lead which we associate

with a single complex order parameter . This is a consequence of Ginzberg-Landau

theory with a long coherence length, and this \macroscopic quantum coherence" is

the fundamental element of our circuit.

By itself the lead obeysi~d 
dt � E . Now we consider two such leads, with a very

thin insulator in between. While initially the leads are decoupled, the thin insulator

9



Figure 2.1 : A side pro�le of a standard SIS junction. A very thin (� 5 nm) oxide
layer allows for Cooper pairs to tunnel directly across the junction.

allows some tunneling of Cooper pairs between the two leads. We can suppose that

this coupling is simply proportional to the order parameter in the other lead. To

be slightly more speci�c, we can refer to the coupling parameter between the two

leads asK . This is connected to the properties of the tunnel barrier. We will take

the energy of the lead to be� qV for some voltage di�erence 2V. This leads to the

matrix equation

�
qV K
K � qV

� �
 1

 2

�
� i~

� d 1
dt

d 2
dt

�
(2.11)

We can now rewrite as  �
?

Nei� which gives the di�erential equations

hdN1
dt � � 2K

?
N1N2 sinp� 2 � � 1q

hdN2
dt � 2K

?
N1N2 sinp� 2 � � 1q

(2.12)

and

~N2
d� 2
dt � eV N2 � K

?
N1N2 cosp� 2 � � 1q

~N1
d� 1
dt � � eV N1 � K

?
N1N2 cosp� 2 � � 1q

(2.13)

The �rst two equations give us the DC Josephson relation

I � I c sin� (2.14)

as the current which can 
ow through the junction in the absence of a volt-

age. Here� is the relative phase di�erence between the leads andI C is a constant

parameter of the device. The second set of equations give the AC Josephson e�ect

10



~
B�
Bt

� 2eV (2.15)

which relates the instantaneous voltage across the junction to the derivative of

the phase di�erence with respect to time.

Josephson junctions have become a remarkable tool in technology, from the volt-

age standard[26], to sensing[27], to circuit quantum electrodynamics and quantum

computing[28]. Microscopically, these Josephson junctions with an insulating link are

believed to still follow the above reasonably simple picture. However, it is also pos-

sible to engineer Josephson junctions with other types of weak links. One such weak

link considered throughout this dissertation is the semiconducting or normal metal

weak link. These junctions are typically referred to as SNS for superconducting-

normal metal - superconducting, in contrast to the SIS superconducting-insulating-

superconductor junctions. These devices host much richer microscopic physics. To

emphasize how di�erent these two devices are, note that standard laboratory SIS

junctions can only mediate a supercurrent through an insulating layer of 5 nm. At

longer length scales the tunneling probability simply becomes too low. However,

SNS junctions can easily mediate a supercurrent over distances of microns. This is a

strong indication that the supercurrent is not mediated by the tunneling of Cooper

pairs, so how does it arise?

To answer this question, we must �rst take a step back and answer an even

simpler question regarding what physically happens at a superconductor normal

metal interface. Naturally the metal or semiconductor transports charge by electrons

or holes, while the superconductor does so by Cooper pairs, but it is not immediately

clear how these carriers are microscopically converted into one another.

We will consider a simple superconductor normal metal interface illustrated schemat-

ically in Figure 2.2. We begin with the BDG equations, and make a semiclassical
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Figure 2.2 : A schematic of Andreev re
ection. On the left we see the density of
states of the superconductor. When an electron with an energy within the gap is
incident on the superconducting interface, it is completely transmitted and a hole is
formed so that a Cooper pair can be formed within the superconductor.

approximation

�
u
v



� ei k �r

�
Upxq
Vpxq



(2.16)

where |k| � kF . Upxq and Vpxq are smoothly varying functions on the length scale

1{|k| (note that these are unrelated to the potential energyUpxq discussed earlier).

This can be plugged into the BDG equations. We can assume second order derivatives

of Upxq; Vpxq are small and neglect them. If we also assume a system without

magnetic �eld than we �nd

� i~vx
dU
dx � � V � �U

i~vx
dV
dx � � � U � �V

(2.17)

wherevx is the component of velocity in the x direction for a given Fermi surface

wave vector. Generically inside the superconductor our solution will be of the form
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�
Upxq
Vpxq




R

� cei� S x

�
U0

V0



(2.18)

with � S �
?

� 2 �| � |2

~vx
. Inside the normal region we can solve these same equations while

setting � � 0. We are particularly interested in what happens when an electron is

incident on the superconducting region, but it is immediately clear that the only

way to match the wavefunctions at the interface and match currents is to have a

retrore
ected hole.

The fact that an electron gets retrore
ected as a hole and a Cooper pair is formed

in the superconducting lead is the primary result we are looking for. This process

is known as Andreev re
ection and it was only explored several years after the for-

mulation of BCS theory[29]. While we can already appreciate this point, we can

proceed formally and con�rm that the above intuition works. The solution in the

normal state to Upxq; Vpxq must be

�
Upxq
Vpxq




L

� ei� N x

�
1
0



� ae� i� N x

�
0
1



(2.19)

with � N � �
~vx

Generically, we must match these two equations and solve fora and c,

the re
ection and transmission coe�ecients. For incident electrons with energy� ¡ �

it is possible to get somewhat more complicated results. However, we are most inter-

ested in electrons with energy�   � and here the results are rather straightforward.

In this case,� s is imaginary, soUpxq; Vpxqare exponentially suppressed as their are

no electron or hole states within the gap. Full solution does indeed con�rm that

|a|2 � 1

Now that we have studied a single SN interface we can examine an SNS structure

(Figure 2.3). This is essentially equivalent to doing the above problem twice, noting

that the phase of the electrons and holes in the normal region will evolve by� � nd
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Figure 2.3 : An SNS device. Cooper pair transport is mediated by successive
Andreev re
ections.

in the normal region, where d is the distance traveled by the particle from one

superconducting contact to the other.

More formally, we initially consider the right superconducting contact. Lets sup-

pose the junction has a phase di�erence� . Without loss of generality, we will say

the phase on the right contact is� {2 and the left contact is� � {2. If we are initially

considering an electron such that the momentum projection on thex axis is positive,

kx ¡ 0, the wave function in the right superconductorx ¡ d{2 is

�
Upxq
Vpxq




R

� d1e� ~� S x

� ~Uei� {4

~V e� i� {4



(2.20)

for some constantd1. This is fairly similar to before, with the additional phase

factor which we have split between the electron and hole components. In the left

contact, we have to note that the coherence factors~U; ~V are swapped because the

problem should be identical if we takex Ñ � x and apply a time reversal operator

so that the direction of current also 
ips

�
Upxq
Vpxq




L

� d1
1e� S x

� ~V e� i� {4

~Uei� {4



(2.21)

Matching with the same normal state function as before at both boundaries we

�nd

ae� i� N d �
~V
~U

e� i� {2 (2.22)

and
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aei� N d �
~U
~V

ei� {2 (2.23)

Dividing these two equations we thus arrive at

e2i p� N d� � {2q �
~U2

a~V 2
�

~U
~V

�
� � i

a
|� |2 � � 2

� � i
a

|� |2 � � 2
(2.24)

where we have made use ofa � ~U
~V

for a subgap state. Further simpli�cation ulti-

mately yields

� � � ~ |! x |
�

�
2

	 arcsin
�

|� |
� �

�
l �

1
2


�
(2.25)

with ! x � vx {d and l being an integer. The opposite sign solution comes from

reversing the direction of the particles in the normal region. This formula is initially

unsightly but gives way to two simple limits. If the junction is short, by which we

mean that d    ~vx { � then ~! x ¡¡ � ¥ � and we can simply �nd that � �

�| � |cosp� {2qThe opposite limit, a long junction, can be found by simply neglecting

the arcsin term. Here, there may be a signi�cant number of di�erent solutions for

di�erent l , as long as� for a given l is less than �.

This � p� qis the Andreev bound state spectrum which is depicted in Figure 2.4[29].

We see that a short junction has an oscillatory dependence on� while the long

junction is saw tooth. While it is possible to design a 0D or 1D weak link with few

modes, typically a 2D weak link like those studied in this dissertation will have many

such modes. We can very straightforwardly connect these modes to the macroscopics

of the junction. The total energy of this junction can be arrived at by summing over

the occupied Andreev bound states at a given� . On the other hand, we can also get

the change in energy of the junction between two phases by integrating IV from from

time t1 when the junction is at phase� 1 to time t2 when the junction is at phase
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Figure 2.4 : Top: the ABS spectrum for a single mode short device. The spectrum
is sinusoidal, with a phase shift depending on the direction of the current. Bottom:
the bound state spectrum for a longer device with two modes.

� 2. In this situation, V dt � d� owing to the AC Josephson relation. This procedure

ultimately yields

I Cp� q �
¸

i

�
2e
h

BE i

B�
(2.26)

(we can also arrive at this result by noting that for super
uid systems, phase and

particle number are canonically conjugate). This is known as a current phase rela-
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Figure 2.5 : Tilted washboard potential. The phase particle oscilates in a single
minima, until tilting and noise, be it quantum or thermal, allows the phase particle
to overcome the barrier.

tionship. While SIS junctions typically show a sinusoidal current phase relationship,

here we have seen that SNS devices can show more complicated relationships. While

this can arise from junction length, it may also arise from materials properties, as a

rigorous calculation requires analyzing the properties of the weak link. For example,

graphene weak link devices are predicted to give rise to a skewed CPR because of

the materials linear dispersion [30]. Devices with Majorana fermions are predicted

to host a 4� periodic current phase component[31].

While the picture presented above is useful, it neglects many important facts

related to Andreev bound states in real devices. Beyond the physics of the weak link,

it is also important to consider junction temperature, which e�ects ABS occupation,

contact transparency, which typically opens a gap in the subgap states, and scattering

within the weak link[32].

2.4 RCSJ and Shapiro Steps

In order to go from the Josephson relations and the CPR to the IV curve of a junc-

tion, we need to incorporate a few additional elements into our circuit. Actually,

it is almost surprising how few elements it takes to capture the basic behavior of a

junction. Typically, we consider a capacitor (which will naturally arise in junction

geometry due to coupling between the leads) and a resistor (to model any dissipative
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processes) in parallel with the junction. This is called the resistively and capacitively

shunted junction (RCSJ) or Stewart-McCumber model. By incorporating the two

Josephson relations and solving for the circuit we can completely solve for the dy-

namics of the phase variable. If this circuit is current biased, than the bias current

must be equal to the sum of the current through each element. This gives

I �
~C
2e

d2�
dt2

�
~

2eR
d�
dt

� I C sinp� q (2.27)

There are a few di�erent ways in which we can intuit this equation

� It is the equation for a damped pendulum. The mass here is proportional to

C, the damping is proportional to 1
R and the gravitational force is associated

with the critical current.

� We can think about this equation as a parallel RLC circuit with a nonlinear

inductor (inductance proportional to sinp� q). This picture can be useful for

internalizing how the junction will respond to changing our device parameters.

� Lastly, and also perhaps most usefully, we can consider the \tilted washboard"

picture (Figure 2.5). We associate the phase with a particle sitting in a sinu-

soidal well. This particle is initially localized to one well and has an intrinsic

small amplitude oscillation (! p �
b

2eIC
~C in analogy with the pendulum), and

also some noise 
uctuations. As we apply a DC current to the device, we begin

to tilt the well. At some point, we tilt the well enough that the particle can

escape its initial minima. What happens afterwards will depend on the system

parameters. In a simple picture, the device will either have huge inertia and

continue rolling down the well, or huge dissipation and just become localized

in the next well.
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This last picture is extremely helpful for explaining what is actually happening

in the IV curve of a Josephson junction. A sample IV curve is printed below (Figure

2.6).

As was eluded to in the discussion of the tilted washboard potential, if a junction

is underdamped (withQ � ! pRC ¡¡ 1, in perfect agreement with a parallel RLC

circuit) then the system has signi�cant inertia and small damping. This leads to

two signi�cant e�ects. First, the transition from superconducting to normal is very

sharp, because once the particle escapes the �rst well it is freely rolling down the well,

corresponding to the normal state. Secondly, there tends to be signi�cant hysteresis

in the IV curve, as the large inertia of the phase particle can cause the particle to

remain rolling even if the DC current is lowered once the particle starts running.

The other limit of overdamped junctions leads to a smoother transition between

the two states, as the low inertial particle can enter a sort of di�usive regime prior to

entering the true normal state. In our equations, this should also prohibit hysteresis,

but nanoscale SNS junctions can exhibit hysteresis even if they are overdamped.

There is some debate as to whether this arises from heating or from capacitance of

the Andreev bound states[33, 34].

We would like to know what happens if we apply an AC current to a Josephson

junction. Unfortunately this problem is not particularly analytically tractable, so

we instead consider an AC and DC voltage biasV � V0 � V1cosp! 1tq. By the AC

Josephson e�ect, this leads to a phase as a function of time

� ptq � � 0 �
2eV0

~
t �

2eV1

~! 1
sinp! 1tq (2.28)

We can plug this relation into the DC Josephson e�ect in order to getI t . Before

doing so, we note that this will involve a term involving sinpsinpxqqwhich can be

expanded in terms of Bessel functions using the identityeia sin x �
° �8

k��8 Jkpaqeikx

we �nd that
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Figure 2.6 : The VI curve for a standard graphene Josephson junction. Blue cor-
responds to the forward sweep direction, while orange corresponds to the backwards
sweep, showing signi�cantly di�erent switching and retrapping currents.

I � I s �
V0

R
� I c

8̧

k��8

p� 1qkJk

�
2eV1

~!



sin

�
� 0 �

2e
~

V0t � k! 1t



�
V0

R
(2.29)

Generically, the sin factor causes theI s portion to oscillate and average to zero.

However, forV0 � k~! 1{2e the two time dependent factors within the sin cancel out

for a given values ofk, resutling in a term with a DC average. While this might

initially seem like an e�ect that only matters for a measure zero set of bias voltage

values, if the junction has this voltage, than by changing� 0 we see that we can carry

a wide range of supercurrent. Specifcally the halfwidth of stepk is I CJkp2ev1{~! 1q.

When current biasing, we �nd that the device shows steps at well quantized

voltages (Figure 2.7). These steps are referred to as Shapiro steps. Essentially, the

Josephson junction is a near perfect frequency to voltage converter. This is actually

the basis of the modern voltage standards. This e�ect plays a central role in chapters

3 and 4. Chapter 3 presents a more intuitive picture of how these voltage steps arise.
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Figure 2.7 : Voltage as a function of current for an RF driven graphene Josephson
junction. This measurement was taken at relatively high RF power applied, as can
be seen from the large number of observable steps.
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3

Shapiro Steps in Encapsulated Graphene Josephson
Junctions

3.1 Introduction

As discussed in Chapter 2, Josephson junctions subject to an external RF radiation

demonstrate the inverse AC Josephson e�ect: the phase di�erence across the junction

locks to the external frequency [35]. As a result, the phase steadily ramps with time,

and the I � V curves form \Shapiro steps" of quantized voltageV � n~! {2e, where

n counts the number of periods by which the phase progressed over one period of

excitation [36]. The exact mechanisms of the phase locking and its stability were

investigated in detail in the 1980s [37]. The extremely precise voltage quantization

of the steps is presently utilized in primary voltage standards [38].

Recently, interest in topological Josephson junctions have reinvigorated the use of

the AC Josephson e�ect as a tool to probe a junction's current-phase relation [39, 40].

Missing steps and residual supercurrent associated with the anomalous CPR are some

of the signatures which have been explored [41, 42, 43, 44, 45]. Many of these studies

are performed at relatively low power and frequency; in this regime the measured
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maps may be signi�cantly di�erent from the textbook \Bessel function" patterns

even in topologically trivial junctions [37].

We studied the inverse Josephson e�ect in graphene-based superconductor-normal-

superconductor junctions. Shapiro steps in this topologically trivial material have

been previously explored [46, 47, 48, 49] and used as a reference in the study of topo-

logical junctions [42]. We show that a variety of patterns can be obtained within

the same junction by tuning the gate voltage and magnetic �eld. Both the Bessel

function regime and the strongly hysteretic regime with \zero crossing steps" are

observed. We directly simulate the observed patterns using an extension [50] of the

RCSJ model to explain the observed trends, showing some notable di�erences from

predictions based on the conventional model.

One of the unique properties of our junctions is that the superconducting leads

are made by sputtering molybdenum-rhenium alloy [51], which has a relatively large

gap of 1.3 meV. The sample is measured in a dilution refrigerator with the sample

holder temperature of approximately 100 mK, which depends weakly on the applied

RF signal. The actual sample temperature under the RF drive could be higher [52].

The GHz drive is coupled by an antenna placed approximately 1 mm away from

the sample. The exact value of the RF power reaching the sample is di�cult to

quantify because of the frequency-dependent coupling between the antenna and the

sample, which are not impedance matched. Therefore, we only list the nominal RF

power emitted by the generator at room temperature, which is a common practice

in similar experiments. To measure the DC voltage across the sample, we perform

multiple DC current bias sweeps while keeping the rest of the parameters �xed. The

resulting I � V curves are then averaged and numerically di�erentiated to obtain the

di�erential resistance R � dV{dI . 200 I-V curves are averaged for each linecut of

the AC Bias - DC Bias �gures in this chapter.

This chapter is adapted from Ref[53].
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Figure 3.1 : a) Measured di�erential resistance of the junction as a function of gate
voltage and bias. The central black region corresponds to supercurrent. The current
is swept from negative to positive, resulting in the large di�erence betweenI S and
I R . The green dashed line marks the primary gate voltage used throughout the
paper (Figures 3.2-3.4); blue dashed lines correspond to gate voltages used in Figure
3.5. b) Switching current as a function of small perpendicular magnetic �eld, for
VG � 0:45 V. This magnetic interference e�ect is used to tune the critical current of
the junction, while holding other parameters constant. Arrows indicate �eld values
used in Figure 3.2. c) Schematic of an encapsualted graphene Josephson junction,
subjected to RF irradiation.

3.2 Shapiro Maps

A schematic of the sample and standard characterization measurements performed

without RF excitation are presented in Figure 3.1. Figure 3.1a shows the di�erential

conductance measured as a function of bias and gate voltage. The dark region of the

map corresponds to supercurrent. As commonly observed in SNS junctions, there

is a large di�erence between the switching current from the superconducting state

to the normal state (I S) and the retrapping current from the normal state to the

superconducting state (I Rq [54, 55]. (The value ofI S is slightly lower than the true

value of the critical current of the junction, I C .) Figure 3.1b shows the dependence

of I S on a small magnetic �eld applied perpendicular to graphene { the \Fraunhofer

pattern" [19]. The sensitivity of I S to magnetic �eld allows us to conveniently tune

the critical current while holding other parameters constant.

In Figure 3.2, we compare patterns of Shapiro steps measured at frequencies of 3
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Figure 3.2 : The maps of di�erential resistance showing Shapiro steps as a function
of the DC bias current, I , and RF power, PRF . The gate voltage for this �gure
through Figure 4 is set atVG � � 0:45 V as measured from the Dirac peak (VD � � 10
mV is negligible in this sample). The maps are measured at two frequencies (top
row: 5 GHz, bottom row: 3 GHz) and di�erent switching currents (left to right: I S

= 650, 240, 80 and 35 nA), as tuned by perpendicular magnetic �eld). An important
dimensionless parameter controlling the overall behavior is 
� ! { ! P 9 ! {

?
I S. The

pairs of panels (a and f), (b and g), (c and h) correspond to roughy equal values
of 
 and therefore appear similar. We observe the expected trends, according to
which at high 
 (right panels) the plateaus are centered at �xed voltages and their
vertical extent is described by the Bessel functions. In the opposite limit of low 

(left panels), many features of the maps become hysteretic, and then � 0 plateaus
cross zero bias.

and 5 GHz and several values of magnetic �eld which are marked in Figure 3.1. The

maps in Figure 3.2 present the di�erential resistanceR; the dark regions correspond

to the Shapiro steps of constant voltage, for whichR � 0, and the narrow bright

lines correspond to the transitions between these steps. As in Figure 3.1a, the current

bias is swept from negative to positive, resulting in pronounced hysteresis in many

of the transitions between the Shapiro steps. Some of the negative steps are found

to cross zero and extend to positive currents, an e�ect referred to as \zero crossing

steps" [37].

Following Ref. [37], we introduce convenient dimensionless parameters, 
�
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! { ! P , and � � 1{Q, which are crucial in determining the pattern of Shapiro steps.

(Here, ! is the RF drive frequency,! P �
a

2eIC {~C is the bare plasma frequency,

and Q is the quality factor of the junction.) 
 grows left to right and bottom to

top in Figure 3.2; � grows right to left. Shapiro patterns measured at di�erent!

and I S but comparable 
, (see the three pairs (a and f), (b and g), and (c and h)

in Figure 3.2) demonstrate qualitative similarity, particularly in the region of zero

crossing steps. We further discuss how 
 and� in
uence the shape of the plateaus

in the supplementary.

For the smallest I S (highest 
, Figures 3.2c, d, and h), the pattern of Shapiro

steps follows the Bessel function dependence [19]. In this regime, the extent of the

steps in the bias direction is roughly equal toI CJnp2eVAC
~! q where Jn are the Bessel

functions. [56]. The steps are centered atI � Vn {Rj , where Rj is the e�ective DC

shunt resistance of the junction. Experimentally, we can extract the e�ective value

of the shunt resistance,Rj � 300 Ohms, independent ofI S through Figure 3.2. Note

that this value is comparable, but slightly smaller than the normal resistance of the

junction RN � 450 Ohms [19].

As the critical current increases on the left panels of Figure 3.2, the patterns

change due to the coexistence of multiple stable steps for a given bias value [49].

While some of the boundaries still resemble the Bessel functions, the plateaus start

to overlap, because the width of plateaus� I C becomes larger than the distance

between the centers of the plateaus,Vn {Rj . Eventually, the plateaus are no longer

centered around a �xed current bias ofVn {Rj , but instead emerge sequentially from

the normal state boundary and diagonally descend toward zero bias. At high RF

power multiple step boundaries intersect, resulting in an intricate net of transitions

(Figures 3.2a, b, f and g). Finally, for the lowest 
 (Figure 3.2e), the� 1 steps no

longer reach zero upon the �rst approach, and theI � V curves show a pronounced

region of non-quantized voltage close to zero bias (PRF between 0 and 3 dBm).
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Figure 3.3 : a) Di�erential resistance as a function ofI and PRF reproducing Figure
1a (f � 5 GHz, I S � 650 nA, sample holder temperatureT � 100 mK). b) A map
identical to (a) but measured atT � 1:5 K, at which point the hysteresis is largely
suppressed. c) A cut through the map (a) taken atPRF � 4 dBm (at the dashed
line), which shows the hysteretic switching between then � 1 and n � � 1 steps
depending on the sweep direction. d) A zoom of map (a), with the di�erent plateaus
labeled bypp; qq as described in the text.

We now concentrate on the parameters of Figure 3.2a which is reproduced in

Figure 3.3a. Figure 3.3c shows a line cut extracted from Figure 3.3a (blue), as well

as a similar line measured for the opposite sweep direction (red). This con�rms

that the asymmetric features seen in Figure 3.2 are indeed due to hysteresis, and

that for many parameter values multiple solutions are simultaneously stable. Figure

3b is taken under the same conditions, but at a higher temperature (T=1.5 K). At

this temperature, the hysteresis of the Shapiro features is nearly gone, and a regular
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pattern emerges, resembling a distorted honeycomb.

Ultimately, there is little reason to think that the e�ects observed here are at-

tributable to anything particularly special about the graphene, because Shapiro steps

should only be sensitive toI C and the CPR. However, attempts to model these results

numerically with the standard RCSJ simulations are ultimately fruitless { these simu-

lations show chaotic beavior with irregular transitions between voltage steps, leading

to maps that bear little resemblance to the experimentally observed pattern of steps.

The ingredients which are needed to correctly simulate these results are the subject

of the next section.

3.3 Simulations and Phase Space Trajectories

Figure 3.4 : Diagram of the circuit used to simulate the dynamics of the Josephson
junction. In practice, Cj is negligible and is omitted from further consideration.

To simulate the behavior of the junction, we use a modi�ed RCSJ model as

illustrated in Fig. 3.4 [57]. We start with a junction with critical current I C , which is

shunted by a resistorRj and a capacitorCj , whereRj represents the dissipation in

the Josephson junction andCj is the capacitance between the two superconducting

leads. In the experiment, the Josephson junction is further connected to four 150� m

� 100 � m bonding pads by Cr/Au leads. The capacitance of the bonding pads,C0,
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and the resistance of the leads,RL , must be taken into account to properly simulate

the junction dynamics. The four bonding pads are arranged such that the e�ective

capacitance is equal to that of one bonding pad to the back gate, which would

yield 1.8 pF for 280 nm thick SiO2. At room temperature, the capacitance between

two bonding pads and bonding wires connected to the chip carrier by bonding wire

was measured to be slightly higher, around 2.5pF, which was the value used in the

simulations. In practice, similar maps have been simulated using a range ofC0 values.

The resistance of the evaporated Cr (5 nm)/Au (45 nm) �lm was measured to

be 0.5 Ohm/l , from which we estimate thatRL is a few tens of Ohms for our typ-

ical devices. We use a reasonable value ofRL � 50 Ohms for our simulations The

estimated inductance of the leads for the sample is on the order of 30 pH, and thus

has a negligible e�ect at the relevant plasma and drive frequencies. Considering this

inductance may be important in other circumstances but also notably increases sim-

ulation time. Finally, Rj � 300 Ohms is determined from the current corresponding

to the center of the Shapiro plateaus in the Bessel function regime,I n � n~! {Rj . In

accordance with the experiment, we assume thatRj does not depend on magnetic

�eld. The same value ofRj � 300 Ohms is used to simulate all panels in Figure 3.5.

The microwave injection from the antenna can be modeled by an AC current,

I AC � I RF sin!t where I RF is the current amplitude and ! is the microwave fre-

quency. To achieve qualitative agreement with the experiment, we found it necessary

to add a noise source, which facilitates switching between the plateaus. We lump

the thermal noise of the resistors and any other possible noise in the system into a

broadband Gaussian noiseI N . The magnitude of the noise used in our simulations is

listed in the table and discussed at the end of this text. Overall, the current sourceI

contains three components, the bias current,I bias, the microwave radiation current,

I AC and the thermal noise,I N .
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I � I bias � I RF sin!t � I N ptq
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dV
dt
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~

2eRj
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dt

�
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2e
d2�
dt2
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2e

d�
dt
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�
I C sin� �

~
2eRj

d�
dt

�
~Cj

2e
d2�
dt2




(3.1)

The dynamics of the circuit in Fig. 3.4 is described by Eq. (4.2), where� is the

superconducting phase di�erence across the junction,V is the voltage across the

capacitor C0. Solving this third order di�erential equation numerically gives � ptq,

from which we can derive the DC voltage across the junction,Vj �



~
2e

d�
dt

�
. Note

that Cj is about 4 orders of magnitude smaller thanC0 for the device studied here.

We numerically con�rmed that Cj can be neglected under this condition, simplifying

the above to a second order di�erential equation. The experimental curves strongly

depend on the bias sweeping direction. To emulate the bias sweep, we use the steady

solution of � ptq at a given I bias as the initial condition for solving the di�erential

equation at the next value of bias,I bias � �I , where�I is the incremental bias step.

Figures 3.5a,b show numerical simulations which reproduce most of the features

in Figures 3.3a,b. These simulations allow us to trace the time evolution of the

phase within each cell of the Shapiro map. The examples of the� ptq are shown in

Figure 3.4c for several neighboring cells. By analyzing these traces, a rather simple

qualitative picture emerges, represented schematically in Figure 3.4d: For each cycle

of RF excitation, the phase progresses overp minima of the washboard potential

and then retracesq of them backward. The overall change of phase is 2� pp � qq,

and the index of the resulting Shapiro step isn � p � q. This behavior has been

previously identi�ed in the Bessel function regime [37, 58]. In Figure 3.3d, we zoom

in on the data of Figure 3.3a and label select cells by theirpp; qq indexes. Note

that in the resulting regular pattern, each cell in the central part of the map has six
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Figure 3.5 : a,b) Simulation of dV{dI for di�erent noise levels, to be compared to
RL � 50 Ohms,Rj � 300 Ohms,I C � 540 nA, C0 � 2:5 pF and f � 5 GHz. To
reproduce the experiment, the simulation starts at the lowest DC bias, averages over
500 RF cycles, and then uses the �nal values of� and d�

dt as the initial conditions
for the next value of bias. Ten bias sweeps are produced in this manner and then
averaged to reduce noise. c) Numerical traces of� ptq on various plateaus labeled
by the pairs of pp; qq (see text). d) Schematic of the washboard potential and the
four types of phase evolution corresponding to (c). The top two schematics represent
di�erent forms of n � 0, while the bottom two both shown � � 1.

neighbors. The two neighbors in the vertical direction have the same total number

p � q while n di�ers by two. The four neighbors on the left/right have either p or q

decreased/increased by one.

Figure 3.6 shows simulated Shapiro maps at several values of the critical current,

intended to be compared with the 5 GHz data of Figure 3.2. Remarkably, we are

able to reproduce the four experimental maps in Figure 3.2a-d by changing onlyI C ,
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