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 3 

ABSTRACT 4 

Humans are increasingly altering the Earth’s surface, and affecting processes that shape and 5 

reshape landscapes. In many cases, humans are reacting to landscape-change processes that 6 

represent natural hazards. Thus, the landscape is reacting to humans who are reacting to the 7 

landscape. When the timescales for landscape change are comparable to those of human 8 

dynamics, human and ‘natural’ components of developed environments are dynamically 9 

coupled—necessitating coupling models of human and physical/biological processes to study 10 

either environmental change or human responses. Here we focus on a case study coupling 11 

models of coastal economics and physical coastline change. In this modeling, coastline change 12 

results from patterns of wave-driven sediment transport and sea-level rise, and shoreline 13 

stabilization decisions are based on the benefits of wide beaches (capitalized into property 14 

values) balanced against the costs of stabilization. This interdisciplinary modeling highlights 15 

points that may apply to other coupled human/natural systems. First, climate change, by 16 

accelerating the rates of landscape change, tends to strengthen the coupling with human 17 

dynamics. In our case study, both increasing sea-level-rise rates and changing storm patterns 18 

tend to increase shoreline change rates, which can induce more vigorous shoreline stabilization 19 

efforts. However, property values can fall dramatically as erosion rates and stabilization costs 20 

rise, which can also lead to the abandonment of expensive stabilization methods as shoreline 21 

change rates increase. Second, socio-economic change can also strengthen the human/landscape 22 

coupling. Changing costs of shoreline stabilization can alter stabilization decisions, which in turn 23 



alters patterns of coastline change. The coupled modeling illuminates the long-range effects of 24 

localized shoreline stabilization efforts; communities arrayed along a coastline are unwittingly 25 

affecting each other’s erosion rates, and therefore each other’s economies. Our coupled modeling 26 

experiments show that spatial distributions of property values and erosion rates can jointly affect 27 

economic outcomes, resource allocation between communities, and patterns of shoreline change. 28 

These findings raise questions about coastal management strategies, and efficient and equitable 29 

allocation of scarce resources among coastal communities.  30 

 31 

I. Introduction 32 

In the past, researchers studying the processes that shape the Earth’s surface most often looked 33 

for pristine landscapes in nature—environments in which the physical and/or biological 34 

processes proceed without the complicating influence of human manipulations. However, human 35 

modifications of landscapes, and of the processes that change landscapes, have become so 36 

ubiquitous that opportunities for analyzing pristine landscapes are limited. To understand the 37 

evolution of much of the planet’s surface, Earth-surface-process studies increasingly need to 38 

address the human component of the system (e.g. (Haff 2003; Werner and McNamara, 2007)).   39 

Addressing the human component often requires more than just superimposing a model of 40 

human effects on some representation of a ‘natural’ system. Human actions and landscape 41 

change do not necessarily act independently but are often coupled in feedback loops. Feedbacks 42 

occur because: 1) many human actions are explicit reactions to landscape changes or to the 43 

processes that shape landscapes in the long term (e.g. arresting river bank or shoreline erosion, or 44 

trying to affect the course of debris flows that threaten alpine infrastructure and lives); and 2) 45 



human manipulations often affect future landscape changes. Humans react to landscape-change 46 

processes that are in part functions of human actions.   47 

Such couplings range from being local in time and space—flood control levees on a river lead to 48 

increased flooding and increased need for flood control immediately downstream (Criss and 49 

Shock, 2001)—to less local and less obvious—a dam constructed at one point along a river 50 

course will ultimately cause a wave of erosion to propagate downstream.  The longer the 51 

timescale considered the longer the distance over which the local human manipulation will affect 52 

riverine environments, human habitation, and use of these environments. Similarly, land use 53 

changes in mountainous environments that affect vegetation will ultimately change the shape of 54 

the landscape on the mountain-range scale (Collins et al., 2004; Istanbulluoglu and Bras, 2005). 55 

When thinking about large-scale landscape features such as mountain ranges and major river 56 

systems, the timescales of landscape change are often very long compared to those of human 57 

dynamics. In such cases, human actions might come and go so quickly that the landscape 58 

reactions to each one are insignificant—they are dynamically uncoupled from the human 59 

disturbances.  60 

On the other hand, when the timescales for human dynamics and landscape change are closer 61 

together, the coupling between the two can be strong (Werner and McNamara, 2007).  In such 62 

cases, the recursive adjustments of humans to landscapes and vice versa can lead to the 63 

emergence of phenomena that would be impossible to anticipate by studying either the physical 64 

landscape or human components in isolation (e.g.(McNamara and Werner, 2008; Magliocca et 65 

al., in press)).  66 

On sandy coastlines, large-scale changes can occur relatively rapidly. Shorelines and barrier 67 

islands can shift as much as a kilometer in the cross-shore direction over decades (e.g. (Dean and 68 



Perlin, 1977)), and the plan-view shape of a coastline can adjust over human timescales even on 69 

spatial scales of a hundred kilometers (Slott et al., 2006). McNamara and Werner (2008) coupled 70 

a numerical model of barrier island evolution to resort community development and found the 71 

emergence of temporal and spatial cycles of island stability and economic expansion alternating 72 

with periods of rapid island migration and property loss. The cycles arose neither from the 73 

patterns of forcing (sea level rise and storm statistics were constant) nor from the dynamics of 74 

either human or landscape components alone, but from the feedbacks between them.  75 

Here we present a case study involving shoreline erosion and the plan-view evolution of a sandy 76 

coastline which further illustrates that in a tightly coupled human/landscape system, we cannot 77 

understand either the human dynamics or the physical/biological system separately.  This model-78 

coupling endeavor also illustrates the synergistic benefits to multiple disciplines that result from 79 

thoroughly interdisciplinary interactions between researchers who ordinarily study the 80 

component parts separately. Rather than pasting together models developed independently within 81 

the respective disciplines, a deliberate melding of human and landscape processes in numerical 82 

models generates new insights about coupled human and coastal landscape change.   83 

 84 

In a numerical model addressing how patterns of wave-driven alongshore sediment transport 85 

shape coastlines, experiments have shown that even one localized shoreline-stabilization project, 86 

when maintained for decades, can affect coastline evolution over surprisingly long distances. 87 

Erosion rates change up to 100 kilometers away. Those early experiments, described briefly in 88 

section 2 below, lacked human dynamics; the shoreline stabilization was assumed to occur 89 

perpetually at one location in the form of beach nourishment, which adds sand to the nearshore 90 

system at a long-term rate sufficient to counteract erosion locally. However, beach nourishment 91 



is an expensive endeavor. Not all coastal communities choose to spend resources in this way, and 92 

communities that employ nourishment at one time may not maintain the practice forever as the 93 

costs and/or perceived benefits change. Thus, addressing how a developed coastline evolves 94 

requires a model of human dynamics. In section 3, we outline economic models that characterize 95 

the costs and benefits of beach nourishment and the resulting decision calculus of individual 96 

communities. The costs of nourishment depend in part on erosion rates that might change over 97 

time and are tied to the physical system. The benefits reflect increased property values (or 98 

avoided property losses) from wider (narrower) beaches. These economic models, in 99 

combination with the coastline change models, suggest that coastal property values depend 100 

strongly on how the coastline evolves. Section 4 illustrates how coastline evolution in turn 101 

depends on the distribution of coastal property values. Thus, fully coupled modeling is required 102 

to investigate the behaviors of either the human or landscape components of the system in this 103 

case.  104 

Our case study illustrates two other points that are also likely to apply more broadly.  Climate 105 

change, by accelerating landscape change, accentuates the coupling between humans and the 106 

environments they inhabit.  In our case, the intensified coupling arises because both increased 107 

rates of sea-level rise and changing storm climates tend to increase shoreline erosion rates. These 108 

increases tighten the connections between shoreline changes in different locations even when 109 

they are far apart in space.  Similarly, changes in socio-economic conditions can accentuate 110 

human/landscape coupling by accelerating changes in the patterns of land use and landscape 111 

manipulations. In our case, changes in the cost of nourishment (possibly related to dwindling 112 

resources of suitable sand for nourishment) precipitate abrupt changes in coastal economies and 113 

therefore patterns of coastline change.  114 



Our coupled coastline/economic modeling endeavor includes many facets, ranging from projects 115 

involving a little bit of economics integrated into landscape change models, to those involving a 116 

little bit of geomorphology woven into economics models, to more complete coupling involving 117 

increasingly complex economic and coastline-change components. We will outline examples of 118 

each after some of the background motivating this work. 119 

 120 

II. Background: Large-Scale Coastline Morphodynamics 121 

Gradients in wave-driven alongshore sediment transport play a key role in shaping sandy 122 

coastlines, especially on spatial scales of kilometers and greater (e.g. Komar, 1998; Lazarus and 123 

Murray, 2007; Lazarus et al., in press). Where net alongshore transport (averaged over 124 

timescales of years or longer) brings more sediment into a stretch of coast than it takes out, the 125 

convergence of sediment transport tends to produce a seaward progradation of the shoreline. On 126 

the other hand, a divergence of transport tends to drive shoreline erosion. This conservation of 127 

nearshore sediment is expressed by: 128 

(1)    
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where η is the cross-shore shoreline position, x is the alongshore coordinate (Figure 1), Qs is the 130 

alongshore sediment flux (m3/day), and D is the water depth (m) to which cross-shore wave-131 

driven transport processes redistribute sediment over the seabed (plus the height of the beach, or 132 

dunes if any are present). 133 

Alongshore sediment transport results from the combined action of breaking waves, which 134 

entrain sandy sediment, and a subtle alongshore current that advects the suspended sediment. 135 

Breaking waves deliver momentum into the nearshore water, and the alongshore component of 136 

that momentum flux drives the alongshore current. The strength of the current is related to the 137 



rate at which waves deliver alongshore momentum into the surf zone (Longuet-Higgins, 1972). 138 

Picturing waves approaching shore in relatively deep water (before shoaling and refracting over 139 

the nearshore seabed) (Longuet-Higgins, 1972; Ashton et al., 2001; Ashton and Murray, 2006a), 140 

the flux of momentum toward shore is greatest when the waves are propagating most directly 141 

toward shore—when the wave crests are closest to parallel to the shore. However, the alongshore 142 

component of the wave momentum vanishes as wave crests become parallel to the shore. The 143 

alongshore component of the wave momentum is greatest when waves approach shore most 144 

obliquely. However, as the angle between wave crests and the shoreline approaches 90°, the flux 145 

of momentum (and energy) toward shore vanishes. The competition between these two 146 

influences on the alongshore current leads to a maximum in alongshore sediment flux for 147 

intermediate wave-approach angles—roughly 45° between wave crests and shoreline orientation 148 

(Ashton et al., 2001) (Figure 1).  Several different formulae relate alongshore sediment flux to 149 

wave characteristics, all showing this flux maximizing angle when expressed in terms of 150 

relatively deep-water waves (outside the ‘shoreface’ zone of approximately shore-parallel bed 151 

contours) (Ashton and Murray, 2006a), including one based on the commonly used CERC 152 

equation:  153 

(2) 

   

Qs =K2H0

12/5 sin(f 0 - q)cos6/5(f 0 - q),  154 

where Ho is the deep-water wave height, fo is the relatively deep-water wave approach angle, and 155 

K2 is an empirical constant (Komar, 1998) (set to 0.32 m3/5s-6/5).   (The assumption of shore-156 

parallel contours that is essential to transforming sediment transport formulae that are typically 157 

expressed in terms of breaking wave height and angle into a relationship involving deeper-water 158 

wave characteristics is an approximation that improves as the alongshore scales considered 159 

increase, because more complicated shoreface bathymetry on scales commensurate with the 160 



cross-shore extent of the shoreface will cause alongshore variations in breaking waves on those 161 

scales not captured by (2). In addition, this approximation fails in the vicinity of cape-associated 162 

shoals, which involve contours in shallow water that are not even approximately shore parallel.) 163 

For a given wave approach angle, on alongshore scales of kilometers or more, alongshore 164 

changes in shoreline orientation cause gradients in alongshore sediment flux. When the waves in 165 

relatively deep water approach from an angle smaller than the one that maximizes alongshore 166 

sediment flux (‘low-angle’ waves), these gradients tend to smooth a coastline shape. However, 167 

when the waves approach from more oblique directions (‘high-angle’ waves), alongshore 168 

transport tends to exaggerate any subtle undulations in the coastline shape (Ashton et al., 2001; 169 

Ashton and Murray, 2006a; Ashton and Murray, 2006b) (Figure 1). Along a given stretch of 170 

coastline, whether coastline undulations grow over time or not depends on whether high-angle or 171 

low-angle waves dominate the time-averaged distribution of wave influences on alongshore 172 

transport (the ‘wave climate’).  173 

Previous work using a numerical model based on equations (1) and (2) (Ashton et al., 2001; 174 

Ashton and Murray, 2006a) has shown that when high-angle waves dominate a regional wave 175 

climate, the way multiple growing bumps along a coastline interact with each other can lead to 176 

the emergence of interesting coastline shapes, including a cuspate coastline such as the Carolina 177 

Capes, USA (Figure 2). The shape the coastline takes on depends sensitively on both the ratio of 178 

influences from high- and low-angle waves, and on the ratio of waves approaching from the left 179 

and right, looking off shore (Ashton and Murray, 2006a).  180 

The shapes that emerge from these relatively simple interactions can be complex, and pose 181 

numerical challenges; with a highly asymmetric wave climate (more influence from left or right), 182 

asymmetric capes or even ‘flying spits’ form. A numerical algorithm relying on a global 183 



reference frame would fail, because at a given alongshore location in the global reference frame, 184 

multiple shorelines can exist, facing very different directions on either side of a spit (Figure 3). 185 

In addition, protruding shoreline features can effectively block waves from some directions from 186 

affecting some segments of the shoreline (Figure 3).  Exploring the range of coastline behaviors 187 

arising from the simple interactions between sediment flux and shoreline orientation motivated 188 

the development of an algorithm that defines local coordinate systems based on the locations of 189 

the shoreline in adjacent model cells, and which delineates wave ‘shadow’ zones, as described in 190 

detail in Ashton and Murray (2006a). 191 

Experiments using this model showed that shifting storm behaviors—changes in either the 192 

frequency or strength of tropical or extra tropical cyclones—change the distribution of wave-193 

approach angles affecting coastlines. Such changes will tend to reshape coastlines, accelerating 194 

shoreline change rates greatly in some areas (Slott et al., 2006). The spatial pattern of accelerated 195 

shoreline change depends on how the storm climate changes.  196 

Slott et al. (2010) showed that as the shape of a cuspate coastline tends to adjust to a changing 197 

wave climate, even localized shoreline stabilization—which prevents the adjustment in one 198 

place—could affect shoreline change rates over surprisingly long distances, up to 100 km. These 199 

effects can rival the shoreline-erosion rates expected from sea level, on the order of meters per 200 

year, within tens of kilometers of the localized shoreline stabilization (Figure 4).   201 

In these model experiments, Slott et al. (2010) analyzed the long-term effects of beach 202 

nourishment, which is the prevalent form of shoreline stabilization on many developed 203 

coastlines. However, they did not include any human dynamics, treating beach nourishment as a 204 

static, perpetual policy at a single location. On actual developed coastlines, the decisions about 205 

whether to employ beach nourishment involve ongoing debates and evaluation of the benefits 206 



and considerable costs. In addition, these decisions and the resulting shoreline stabilizations 207 

occur in multiple locations. Given that the highly simplified modeling from (Slott et al., 2010) 208 

suggests that communities that choose to stabilize their beach are affecting the erosion rates at 209 

many other locations, multiple towns existing along a coastline are likely to be affecting each 210 

other’s physical environments, and therefore each other’s decision making processes. Addressing 211 

how actual developed coastlines evolve clearly requires including some representation of human 212 

dynamics in the modeling endeavor.  213 

 214 

III Geomorphology embedded in Economic Modeling 215 

Beaches are important natural resources that provide value to humans through storm protection 216 

and a whole suite of recreational amenities (Pendleton et al. 2011), including sunning, viewing 217 

the ocean and wildlife, and access to surfing, swimming, boating, and fishing.  These values are 218 

not static (involving stocks of value at a point in time) but are dynamic (involving flows of value 219 

over time), as beaches erode or accrete and the surrounding economic environment changes. 220 

Although beach values can diminish due to erosion, humans can rebuild beaches through beach 221 

nourishment, a costly engineering solution. Thus, an economic view of what communities do 222 

when they decide whether and when to nourish beaches is that they choose an optimal strategy 223 

based on maximizing benefits minus costs. Because the state of the system (the width of the 224 

beach) changes over time and nourishment is done on a periodic basis, this problem is 225 

fundamentally one of dynamic optimization (a modeling approach that maximizes the total flow 226 

of value over time). In this approach, beach managers choose a nourishment interval (how often 227 

to nourish the beach) and the extent of nourishment (how far out to build the beach) in order to 228 

maximize a stream of net benefits over time.  229 



The benefits of nourishment at least partly reflect the coastal real estate market. Previous studies 230 

have consistently found that beach width contributes positively to coastal property values 231 

(Edwards and Gable, 1991; Pompe and Rinehart, 1995; Kreisel et al., 2005; Landry and 232 

Hindsley, 2010). The value of coastal property is decomposed into individual attributes including 233 

property characteristics (such as number of rooms, area, age of the property), neighborhood 234 

characteristics (such as school district, crime rates) and environmental attributes (such as beach 235 

width), and the marginal value of the beach is then the value added to the property with an 236 

increment in the width. Shoreline stabilization policies are based on economic studies that show 237 

that there are significant benefits from maintaining beach quality and preventing the shoreline 238 

from shifting landward (Yohe et al., 1995; Landry et al., 2003). However, until recently, these 239 

benefit-cost analyses did not consider the feedbacks between economic decisions (beach 240 

nourishment) and shoreline dynamics. When nourishment feedbacks are incorporated in the 241 

estimation, coastal property values are far more sensitive to beach width (Gopalakrishnan et al., 242 

2011). In an empirical study using data from ten beach towns in North Carolina, Gopalakrishnan 243 

et al. (2011) found that a one percent increase in beach width results in 0.5% increase in the 244 

value of oceanfront property when nourishment feedbacks are incorporated compared to only 245 

0.08% increase in the value of oceanfront property if beach width is exogenous (no nourishment 246 

feedback). 247 

Smith et al. (2009) developed one of the first dynamic models of beach nourishment, in which a 248 

single representative community chooses how often to nourish the beach incorporating beach 249 

dynamics in determining the benefits flow, nourishment costs (cost of sand needed to replenish 250 

the beach to an initial width) and the state of the natural resource (beach width) at any given time 251 

(Smith et al., 2009). The model characterizes benefits from wide beaches as a continuous flow 252 



that is capitalized in property values and the costs include fixed infrastructure costs and variable 253 

costs of nourishment sand that are in proportion to the extent of beach build out. Drawing on the 254 

literature in forest economics (Faustmann, 1849; Hartman, 1976), nourishment is modeled as a 255 

periodic process and the community chooses an optimal interval (T* years) between nourishment 256 

events that maximizes net benefits over an infinite time horizon. The benefits over a nourishment 257 

interval of length T years are:  258 

(3)     

  

   

B(T)= e- dtda(x(t)b )dt

0

T

ò  259 

where x(t)  is the beach width at time t, a is the base property value, which includes the value of 260 

all other attributes, b is the marginal value of beach width, and d is the discount factor.  261 

The costs of nourishment are the sum of fixed costs (c) and variable costs ( f ) proportional to 262 

the extent of beach build-out to return to an initial width ( x0
):  263 

(4)      

   

C(T) =c+f (x0 - x(T)) 264 

Nourishment affects short run morphodynamics of the beach (changes to the shoreline on 265 

timescales equal to or less than the nourishment interval) and this effect is modeled by including 266 

a background linear erosion rate and an exponential decay rate to capture alongshore sediment 267 

transport and the cross-shore effect as the shoreface profile returns to equilibrium. The beach 268 

width at time t is: 269 

(5)       

   

x(t) = (1- m)x0 +me
-qt

x0 - gt 270 

where g (m/year) is the background erosion (e.g. attributable to sea level rise), q is the 271 

exponential decay rate of nourished portions of the beach ( m). Each time a community 272 

nourishes, it re-sets the beach at the initial width x0
.            273 



The model assumes a background erosion rate of 0.6 m/year and an exponential retreat rate of 274 

0.1 for the nourished portion of the beach ( m= 0.35).  275 

 276 

Results show that the optimal nourishment interval decreases when the value of beach width 277 

increases, when the baseline property value increases and when the background erosion rate 278 

increases. The coupling of human-natural systems is clear in the result that the optimal 279 

nourishment interval is one that balances the difference in marginal benefits and costs in a single 280 

interval (T) with the cost of delaying all future nourishments. The choice of nourishment interval 281 

implicitly determines the rate at which the beach resource is allowed to decay and 282 

simultaneously determines the state of the resource at all future time periods. An unexpected 283 

result that emerges from the model is that the optimal nourishment interval and the amount of 284 

nourishment sand used can decrease or increase with an increase in the variable costs of 285 

nourishment sand (Figures 5a, 5b). Economic intuition in a non-coupled system suggests that as 286 

costs rise, the demand for nourishment will fall leading to less frequent nourishment. But here 287 

the optimal response to an increase in the cost of nourishment sand depends on economic and 288 

physical parameters, which illustrates that a coupled model is required to understand feedbacks 289 

in the economic and physical system. The difference between the economic discount rate and the 290 

exponential decay rate of nourished sand is a key determinant of whether optimal nourishment 291 

frequency increases or decreases as a result of increased variable costs of sand. When the 292 

exponential decay rate of nourished beach is higher than the discount rate, nourishment interval 293 

can decrease with higher sand costs. This result suggests that, as coastal communities face 294 

increased demand for nourishment due to sea-level rise and changes in storm patterns, we are 295 

likely to observe more frequent nourishments for some time into future. 296 



 297 

The physical-economic coupling is also supported by empirical analysis in North Carolina. 298 

Gopalakrishnan et al. (2011) used estimates of beach value from the empirical study to 299 

parameterize the dynamic model of optimal nourishment (Smith et al., 2009) and found that the 300 

predicted optimal nourishment intervals using beach values incorporating nourishment feedbacks 301 

are closer to observed nourishment intervals in five out of six town that have periodically 302 

nourished their beach (Figure 6). (In the case of Atlantic Beach alone, the predicted optimal 303 

nourishment interval without feedback is closer to the observed interval. However, this likely 304 

reflects the fact that Atlantic Beach has received sand as part of the dredge fill disposal scheme 305 

from the nearby regions. Dredge fill disposal is effectively beach nourishment but does not get 306 

recorded as a nourishment project in the data (Limber and Warren, 2006). If we account for this 307 

effect, the observed nourishment interval would be lower and closer to the predicted interval 308 

incorporating feedbacks.)  309 

 310 

IV. Coastal Morphodynamics Meet Coastal Economics 311 

In more recent economic-coastline modeling, we have coupled an economics-based decision 312 

model with the large-scale coastline model described above (Background) (Ashton et al., 2001; 313 

Ashton and Murray, 2006b).  The economic decision model chooses whether to nourish a given 314 

location along a coastline by considering the net benefits (benefits minus cost) to property value 315 

that result from nourishment.  As in Smith et al. (2009) and Gopalakrishnan et al. (2011), the 316 

benefits function in the model captures the multiplicative benefits to a baseline property value 317 

from increased width, and the cost function incorporates the cost of sand (a variable cost as it 318 

depends on the amount of sand used in a nourishment project) and the fixed cost of nourishment 319 



associated with mobilizing nourishment equipment. However, this decision making model is 320 

simpler than the one developed by Smith et al. (2009); it does not involve optimization over an 321 

infinite time horizon, and allows for repeated decision making over time, as physical and 322 

economic conditions change. The large-scale coastline model simulates the impact of wave-323 

driven alongshore sediment transport and erosion due to sea level rise on plan-view coastlines.  324 

The coupling between these economic and coastline models was initially used to investigate the 325 

impact of nourishment decisions on neighbor towns along a straight coastline (Slott et al., 2008), 326 

one with no large-scale shape features such as cuspates or spits.  Results from that initial study 327 

found that the amount of money spent on nourishing the beach was a strong function of distance 328 

between towns, and whether adjacent towns nourished in unison. 329 

Extending this work, the coupled model was applied to a coastal setting similar to the Carolina 330 

cuspate coast (Figure 2) (McNamara et al., in press) to probe the response of that coastline to an 331 

observed increase in hurricane waves (Komar and Allan, 2008).  The coupled economic and 332 

coastline model was run for four configurations.  In all configurations the initial condition 333 

coastline was one that results from forcing the large-scale coastline model with a wave climate 334 

similar to that found off the case study North Carolina coastline.  The wave climate used was 335 

statistically similar to WIS hindcast station 509 with respect to the influence of yearly wave 336 

conditions on alongshore sediment transport.  The coastline that resulted from this wave climate 337 

is similar to that found along the Carolina coast.  The approximate aspect ratio (measured as 338 

cross-shore to alongshore cusp extent) of this initial shoreline is 0.11 while the aspect ratio of the 339 

Carolina capes varies between 0.13 and 0.23.   340 

As a baseline for later comparison, the first configuration simulated the natural evolution (no 341 

shoreline stabilization) of the initial coastline in response to rising sea level and to a continuation 342 



of the WIS station 509 wave climate for 100 years.  The next configuration simulated natural 343 

coastal evolution in response to rising sea level and an observed increase in hurricane waves 344 

(Komar and Allan, 2008) in the region. A 100-year synthetic wave record used to force the 345 

model was generated by increasing the size of hurricane waves according to the observed trend 346 

for 50 years, after which the wave climate remained at the new, elevated hurricane wave levels 347 

for 50 years.  In the remaining two simulations, towns making dynamic nourishment decisions 348 

were positioned 10km to the north and south of cape locations (Slott et al., 2010) and a finite 349 

reservoir of nourishment sand (Cleary et al., 2004) was defined at the start of the simulations. As 350 

nourishment occurs and reduces the reservoir during model runs, the cost of sand increases 351 

linearly.  For the third configuration the towns to the north of the cape tips had higher baseline 352 

property value than towns to the south, and vice versa for the fourth configuration. 353 

Results show that there are large variations in coastal evolution for the various configurations 354 

(Figure 7).  The response of a coastline without nourishment to increased hurricane waves is to 355 

enhance erosion along coastline sections to the north of cape tips.  This increase in erosion is 356 

larger than the overall signal of erosion from sea level rise.  For the two configurations with 357 

towns extending to the north and south of cape locations, the coastal response varies depending 358 

on whether high property value towns are located to the north or south.  In both simulations the 359 

higher property value towns utilize more of the nourishment reservoir than lower property value 360 

towns (Figure 8).  This causes the shoreline locations where higher property value towns are 361 

located to be less eroded compared to the contrary simulations when a lower property value town 362 

is in the given location.  The reason that the higher property value towns extract more of the 363 

nourishment reservoir is due to their increased economic incentive (via higher benefits) to 364 

nourish relative to lower property value towns.   As nourishment costs rise, lower property value 365 



towns eventually cannot justify nourishment, leaving the remainder of the reservoir to higher 366 

property value towns.  For simulations when higher property value towns are located in the more 367 

erosive northern segments, the nourishment reservoir is depleted more rapidly than when lower 368 

property value towns are north of cape tips.  As costs rise in both simulations and the lower 369 

property value towns are prevented from nourishing, the high property value town depletes the 370 

reservoir more rapidly when it is in the more erosive northern segment. 371 

These results show wide variation in the physical and economic coastal responses to wave 372 

climate change for varying patterns of property value. Long-time-scale characteristics of the 373 

coupled system, such as sustainability and resource equity of coastal defense against changing 374 

environmental conditions, depend strongly on the coupling between large-scale economic and 375 

coastal change patterns. 376 

 377 

V. Discussion 378 

The case study for coupled human and natural systems we focus on here involves coupling 379 

economic models of property value with physical models of sediment transport dynamics.  An 380 

overarching finding of each modeling endeavor is that in developed coastal environments, the 381 

evolution of the economic or coastal system cannot be considered in isolation.  The long-term 382 

evolution of developed coastal environments can only be understood by exploring the coupled 383 

dynamics between economic and coastal processes.  Furthermore, in order to understand how the 384 

system responds to changes in economic or climate forcing one must consider the impact of 385 

these forcing changes on the strength of coupling within the system.  These findings are not 386 

exclusive to coupled economic and sediment transport models and could also arise from coupling 387 

different aspects of the human or natural systems. For example, models representing political or 388 



cultural dynamics at the coastline might be used to extend the human side of the coupled 389 

modeling and explore the impact of changes to government institutions or cultural norms (Parker 390 

et al., 2003; Werner and McNamara, 2007).  Additional natural system dynamics might include 391 

ecological models for species interactions along a coastline or hydrodynamic models for 392 

pollution transport. 393 

The next step in extending the coupled model involves integrating the large-scale coastline 394 

evolution model with an economic model for optimal beach replenishment in a spatial-dynamic 395 

framework. An interesting question is whether large scale patterns can emerge when we consider 396 

a coupled spatial-dynamic model of optimal shoreline nourishment, in which the coastal manager 397 

simultaneously chooses where to nourish and how much to nourish a beach at any given time. In 398 

our past modeling and in the current policy climate in North Carolina, individual communities 399 

make decisions along a complex coastline in a decentralized manner without necessarily any 400 

regard for upsteam or downstream effects. But our research suggests that there might be potential 401 

benefits of coordination across communities making coastal management decisions. Does a 402 

coordinated management strategy, which maximizes the total net benefits to all communities, 403 

lead to long-run shoreline patterns that are qualitatively different from individual communities 404 

making localized nourishment decisions?  405 

If local wave climates are dominated by low-angle waves that tend to smooth bumps caused by 406 

nourishment, the dynamics of nourishment sand can be modeled as a diffusion of coastline shape 407 

(FalquÈs and Calvete, 2005; Ashton and Murray, 2006a; Ashton and Murray, 2006b). When 408 

alongshore dynamics are modeled as a diffusive process, with nourishment sand moving from 409 

regions of high concentration to low concentration (smoothing bumps) the conditions for optimal 410 

control of the spatial-dynamic system are a system of partial differential equations that can be 411 



solved to determine the optimal steady state of the resource in space (Brock and Xepapadeas, 412 

2008). 413 

Another direction in which the coupled model can be developed is incorporating the ecological 414 

impact of nourishment on the coastal environment. For instance, how does nourishment affect 415 

sea turtle nesting habitats, beach habitat for seabirds, or marine ecosystems more broadly when 416 

dredging disturbs the benthos? Including ecological costs in the economic analysis could 417 

increase the fixed costs of nourishment (better technology) or change the benefits flow. The 418 

optimal outcome will depend on the specific form in which these impacts enter the model. 419 

While characterizing the nature of an optimal coastline in a coupled morpho-economic system is 420 

an important objective for this research, ultimately policy makers will need to know how policies 421 

are likely to interact with the coupled system and achieve desired outcomes. What policies will 422 

allocate scarce sand resources efficiently over time as sea level rises? One possibility is to draw 423 

on the large literature in environmental economics on cap and trade programs for pollution 424 

control (e.g. tradable emissions allowances for sulfur dioxide) and for managing common-pool 425 

resources (e.g. individually transferable quotas for fisheries). We might imagine individual 426 

communities trading sand allowances, such that a community that experiences only mild erosion 427 

sells its sand allowance to a community experiencing more severe erosion.  428 

Assuming a simple, straight coastline enhances the analytical tractability of testing the effects of 429 

different policy scenarios. What policies will facilitate coordination across communities arrayed 430 

along a complex-shaped coast? Here the prospects are less clear. One can at least conjecture that 431 

because the problem is spatial-dynamic in nature, policies to address coast-wide coordination 432 

will likely need to be delineated in space and time. Again, one might consider the possibility of 433 

sand trading, but the allowances would have to be time- and space-specific. The need to 434 



delineate in this manner stems from a similar concern to pollution hot spots under the sulfur 435 

dioxide allowance trading.   436 

The ability to describe our physical and economic systems with equations that are smooth in time 437 

is useful for generating insights about coupled models, but it has limitations. For instance, our 438 

modeling does not describe community responses to sudden, catastrophic events such as a 439 

tsunami, the breach of a levy, or a major hurricane strike.  If shoreline retreat in any location is 440 

more influenced by an individual event rather than the wave climate operating continuously on 441 

the location, our modeling approach is not ideal. A related limitation of our modeling framework 442 

is that it does not incorporate wind and flood damage to property from periodic storm events 443 

such as hurricanes and the associated impacts on insurance premiums. Wider beaches may 444 

provide some protective value, but they cannot protect communities from all of these impacts. As 445 

a first step toward understanding this broader coastal management issue, in ongoing work we are 446 

developing an economic extension of our beach nourishment model that incorporates stochastic 447 

storms. We anticipate that the conceptual insights from this modeling will help to inform the next 448 

generation of coupled models that begins to tackle a more comprehensive suite of coastal risks.   449 

The coupled modeling in our case study involved researchers with diverse backgrounds in 450 

physical science (geomorphology) and social science (economics). Beginning to build coupled 451 

models required significant investments of time, not just in modeling itself, but also in learning 452 

each other’s disciplines. Naturally, common languages of mathematics, statistical methods, and 453 

computer programming facilitate that learning. Nevertheless, there were barriers to overcome 454 

including jargon, typical assumptions, scale, and what each discipline considers first principles. 455 

With significant investments in learning, modeling decisions at every step still involved some 456 



disciplinary compromises, ones that would permit tractability in the coupled model but that 457 

would preserve the main insight of each discipline.  458 
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FIGURES 563 



 564 

Figure 1: Schematic illustration of zones of shoreline recession and accretion caused by 565 
gradients in the alongshore sediment flux, Qs.  a. Plot of alongshore sediment flux, Qs, as a 566 
function of the relative angle between deep-water wave crests and the shoreline. Alongshore 567 
sediment transport is maximized for relative deep-water wave angles of ~45o. b. Growth of a 568 
shoreline bump caused by a convergence in Qs along the bump crest (magnitudes depicted by 569 
varying-length arrows) when subjected to high-angle waves. fo is the wave-approach angle in 570 
relatively deep water (seaward of the approximately shore-parallel nearshore bed contours), fb is 571 
the breaking-wave angle, and q is the shoreline angle. c. Smoothing caused by a divergence of 572 
alongshore sediment transport on the crest of a shoreline bump when subjected to low-angle 573 
waves. From Slott et al. (2010). 574 



 575 

Figure 2: The coastline of North Carolina and South Carolina, from Cape Hatteras, NC to Cape 576 
Fear, SC, USA along the US Atlantic coastline. From Ashton and Murray (2006b). 577 

 578 

 579 

Figure 3: Plan view schematic of the model domain demonstrating the interpreted shoreline 580 
configuration, the directions of sediment fluxes for a given wave approach angle, and the region 581 
shadowed from incoming waves. From Ashton and Murray (2006a). 582 

583 



 584 

Figure 4: Shoreline response to increased extra-tropical storm influence and a 10 km beach 585 
nourishment. a. The cuspate-cape shoreline of the Carolinas, rotated 150  ̄counterclockwise so 586 
that the normal to the regional shoreline trend points up. Satellite image courtesy of the SeaWiFS 587 
Project NASA/GSFC and ORBIMAGE. b. An initial model condition, generated using the 588 
approximation to the WIS wave-climate data (blue in inset), resembling the Carolina capes. c. The 589 
cuspate-cape initial model condition subjected to 200 years of waves drawn from a PDF of wave 590 
hindcasts based on WIS Station 509 (WIS) (A = 0.55, U = 0.60, blue in inset). Shoreline change over 591 
200 years is depicted graphically, and summarized by |r|, the alongshore average of the 592 
magnitude of shoreline change, by e, the alongshore average of recession in receeding areas,  593 
and by a, the alongshore average of accretion in accreting areas. d. The cuspate-cape shoreline 594 
subjected to 200 years of waves drawn from a wave climate featuring a greater portion of waves 595 
approaching from the left (A = 0.65; dotted rectangles in inset). Green shoreline segments 596 
represent zones of accretion, red segments represent zones of recession. Shoreline change over 597 



200 years is depicted graphically. e. An altered cuspate-cape shoreline subjected to 200 years of 598 
waves drawn from a wave climate featuring a greater portion of waves approaching from the left 599 
(A = 0.65, U = 0.60, inset), and a 10 km beach nourishment located near the tip of one cape. f. The 600 
change in shoreline position between d. and e. attributable to the 10 km beach nourishment. Black 601 
(white) shows where the final shoreline is farther landward (seaward) than in the equivalent model 602 
run without the localized shoreline stabilization (also shown graphically).  From Slott et al. (2010). 603 
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 607 

Figure 5a: Optimal Nourishment Interval as a function of sand costs. In the low SLR scenario 608 
(blue), optimal nourishment interval increases as the cost of nourishment sand (per m3) increases 609 
but in the high SLR scenario (red) it is optimal to nourish more frequently (nourishment interval 610 
decreases) as the cost of nourishment sand increases.  611 



 612 

Figure 5b: Sand use as a function of the cost of nourishment sand. In the low SLR scenario (blue), 613 
demand for nourishment decreases as the cost of nourishment sand increases. In the high SLR 614 
scenario (red) the demand for nourishment increases as the cost of nourishment sand increases.  615 
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 618 

 619 

Figure 6: Comparison of observed nourishment intervals and predicted optimal nourishment 620 
interval with and without incorporating nourishment feedbacks. Predicted optimal intervals with 621 
nourishment feedback (green) are closer than the predicted intervals without feedback (brown) to 622 
the 1:1 (dashed) line where observed and predicted nourishment intervals are equal.   623 



 624 

Figure 7: The total change in shoreline position after 100 years versus alongshore position for the 625 
four simulated configurations: no towns and no wave climate change (black), no towns and a 626 
change in wave climate to increased hurricane waves (blue), high property value towns north of 627 
cape tips and low property value towns south of cape tips with a change in wave climate (yellow), 628 
and low property value towns north of cape tips and high property value towns south of cape tips 629 
with a change in wave climate (red).  Cape tip locations are indicated by dashed vertical black line. 630 
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 633 

Figure 8: Top panel shows the position of the coastline.  The bottom panel shows total 634 
nourishment volume for the simulation with high property value towns located north of cape tips 635 
(magenta) and the simulation with low property value towns located north of cape tips (red). 636 
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